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W SKROCIE - ABSTRACTS

LV W., WANG W.: Modelling Preventive maintenance based on
the delay time concept in the context of a case study; Eksploatacja i
Niezawodnos¢ - Maintenance and Reliability 2011; 3: 5-11.

Using the delay time concept and associated models, this paper presents
a modelling study of optimising the preventive maintenance (PM) interval of
aproduction plant within the context of a case study. To establish the relationship
between the PM interval and expected downtime per unit time, we need the
data of both failure times and the number of defects identified and removed at
PM epochs. However, the available data to us was only the recorded times of
failures. To overcome this problem, we obtained an estimated mean number
of the defects identified at the PM epoch by the plant maintenance technicians.
Based on these two types of data, we first establish a likelihood function of the
observed times to failure and then a squared function of the difference between
the number of defect identification estimated by the technician and the corre-
sponding expected value from the model is mixed with the likelihood function
to estimate the unknown model parameters. We test by simulation to show
the validity of the above parameter estimation method. Once the parameters
of the model are known, a PM model is proposed to optimize the expected
downtime per unit time with respect to the PM interval. The modeling process
is demonstrated by the case study presented.

HUK M., SZCZEPANIK M.:Multiple classifier error probability for
multi-class problems; Eksploatacja i Niezawodno$¢ - Maintenance and
Reliability 2011; 3: 12-16.

In this paper we consider majority voting of multiple classifiers systems in the
case of two-valued decision support for many-class problem. Using an explicit
representation of the classification error probability for ensemble binomial vo-
ting and two class problem, we obtain general equation for classification error
probability for the case under consideration. Thus we are extending theoretical
analysis of the given subject initially performed for the two class problem by
Hassen and Salamon and still used by Kuncheva and other researchers. This
allows us to observe important dependence of maximal posterior error pro-
bability of base classifier allowable for building multiple classifiers from the
number of considered classes. This indicates the possibility of improving the
performance of multiple classifiers for multiclass problems, which may have
important implications for their future applications in many fields of science
and industry, including the problems of machines diagnostic and systems
reliability testing.

GLADYSIEWICZ L., KROL R., BUKOWSKI J.: Tests of belt conveyor
resistance to motion; Eksploatacja i Niezawodnosc¢ - Maintenance and
Reliability 2011; 3: 17-25.

The modern of belt conveyor calculations are based upon the advanced compu-
tational methods, mostly multivariate simulations. Dimensioning of a conveyor
drive depends on the identification of belt conveyor resistance to motion which
can be identified with the biggest accuracy after adopting the exact methods of
calculation the components of the main resistance force. The development of
these methods requires verification of theoretical algorithms. Various tests of the
belt conveyor resistance to motion, from the laboratory individual idler rotational
resistance to motion, through the combined idler rotational and indentation
resistances with the use of a special test rig up to the in-situ tests of an idler
subjected to typical operational conditions have been presented. The obtained
results have been used both for the verification of calculation methods and the
comparison of idlers with alternative steel or polyurethane coating.

LATAS., KUMAR A.: Mehar’s method for analyzing the fuzzy relia-
bility of piston manufacturing system; Eksploatacja i Niezawodno$¢
- Maintenance and Reliability 2011; 3: 26-39.

To the best of our knowledge till now there are only two analytical methods
for finding the exact solution of fuzzy differential equations. In this paper, the
shortcoming of one of these existing methods is pointed out. To overcome the
shortcoming of the existing method, a new method, named as Mehar’s method, is
proposed for solving fuzzy differential equations. To show the advantage of Me-
har’s method over existing method the fuzzy Kolmogorov’s differential equations,
developed by using fuzzy Markov model of piston manufacturing system, are
solved by using the existing and Mehar’s method and it is shown that the results,
obtained by using the existing method, may or may not be fuzzy number while
the results, obtained by using Mehar’s method, are always fuzzy number.

LV W., WANG W.: Modelowanie konserwacji zapobiegawczej w oparciu
o0 pojecie czasu zwloki w kontekscie studium przypadku; Eksploatacja
i Niezawodno$¢ - Maintenance and Reliability 2011; 3: 5-11.
Wykorzystujac pojgcie czasu zwloki oraz modele stowarzyszone, w artykule przedstawio-
no badania modelowe optymalizacji przerwy konserwacyjnej w zaktadzie produkeyjnym
w oparciu o studium przypadku. Aby ustali¢ zwiazek pomigdzy przerwa konserwacyjna
a oczekiwanym czasem przestoju na jednostke czasu, potrzebne sa dane dotyczace
zardwno czasow uszkodzen jak i liczby usterek wykrytych i usunigtych w okresach
konserwacji zapobiegawczej. Niestety, w badanym przez nas przypadku jedynymi
dostepnymi danymi byly czasy uszkodzen. Aby obej$¢ ten problem, wykorzystalismy
szacunkowa Srednig liczbg usterek wykrytych w okresie konserwacji zapobiegawczej
przez obstugg techniczng zaktadu. W oparciu o wspomniane dwa typy danych, ustali-
lismy, w pierwszej kolejnosci, funkcje wiarygodnosci dla obserwowanych czasow do
uszkodzenia. Nastgpnie, w celu okre$lenia niewiadomych parametréw modelu, funkcje
t¢ poltaczylismy z funkcja najmniejszych kwadratow dla roznicy pomigdzy liczbg wy-
krytych usterek oszacowana przez pracownika obstugi technicznej a odpowiadajaca jej
oczekiwang wartoscia wyprowadzona z modelu. Wiarygodno$¢ powyzszej metody oceny
parametrow sprawdzono za pomoca symulacji. Znajac wartosci parametrow modelu,
zaproponowano model konserwacji zapobiegawczej pozwalajacy na optymalizacj¢ ocze-
kiwanego czasu przestoju na jednostke czasu w odniesieniu do przerwy konserwacyjnej.
Proces modelowania przedstawiono za pomoca studium przypadku..

HUK M., SZCZEPANIK M.:Prawdopodobienstwo bledu klasyfi-
katoréw zlozonych dla probleméw wieloklasowych; Eksploatacja i
Niezawodnos¢ - Maintenance and Reliability 2011; 3: 12-16.

W niniejszym artykule rozwazamy systemy ztozonych klasyfikatorow z gto-
sowaniem wigkszosciowym dla przypadku probleméw wieloklasowych, wy-
korzystujace wielowartosciowe klasyfikatory bazowe. Stosujac bezposrednia
reprezentacj¢ prawdopodobienstwa blednej klasyfikacji dla analogicznych
systemow w problemach dwuklasowych, otrzymujemy ogolny wzor na praw-
dopodobienstwo btedu klasyfikacji w przypadku wieloklasowym. Tym samym
rozszerzamy teoretyczne analizy tego zagadnienia pierwotnie przeprowadzone
dla problemow dwuklasowych przez Hansena i Salomona i ciagle wykorzy-
stywane przez Kuncheve i innych badaczy. Pozwala nam to zaobserwowaé
istotng zalezno$¢ maksymalnego dopuszczalnego poziomu prawdopodobien-
stwa bledow klasyfikatorow bazowych od liczby rozwazanych przez nie klas.
Wskazuje to na mozliwo$¢ poprawy parametrow klasyfikatorow ztozonych dla
probleméw wieloklasowych, co moze mie¢ niebagatelne znaczenie dla dalszych
ich zastosowan w licznych dziedzinach nauki i przemystu, z uwzglednieniem
zagadnien diagnostyki maszyn oraz badania niezawodnos$ci systemow.

GLADYSIEWICZ L., KROL R., BUKOWSKI J.: Eksperymentalne
badania oporow ruchu przeno$nika tasmowego; Eksploatacja i Nie-
zawodno$¢ - Maintenance and Reliability 2011; 3: 17-25.

Podstawa projektowania przeno$nikow tasmowych sa zaawansowane metody
obliczeniowe oraz wielowariantowe symulacje roznych stanow pracy. Kluczo-
wym zadaniem projektowym jest wymiarowanie napedu glownego w oparciu
wyznaczone opory ruchu przeno$nika, Najlepsze oszacowanie oporéw ruchu
przynosza metody oporow jednostkowych rozwijane roznych $rodkach ba-
dawczych. Doskonalenie metod obliczeniowych wymaga prowadzenia badan
w celu weryfikacji opracowanych zalezno$ci. W artykule przedstawiono ekspe-
rymentalne metody badan wybranych sktadowych oporow ruchu przenosnika
tasmowego, obejmujace pomiary na stanowisku do badan kraznikéw, pomiary
toczacego si¢ wozka z dwoma kraznikami na biezni wyloZonej tasma przeno-
$nikowa oraz pomiary oporé6w ruchu pojedynczego zestawu kraznikowego na
przenosniku kopalnianym. Uzyskane wyniki pomiaréw postuzyly nie tylko
do weryfikacji metod obliczeniowych, ale réwniez do poréwnania kraznikoéw
z plaszczem stalowym z kraznikami z ptaszczem poliuretanowym.

LATA S., KUMAR A.: Metoda Mehar do analizy rozmytej nieza-
wodnosci systemu produkeji tlokéw; Eksploatacja i Niezawodno$¢
- Maintenance and Reliability 2011; 3: 26-39.

Wedle naszej najlepszej wiedzy, do tej pory stworzono jedynie dwie metody
analityczne precyzyjnego rozwiagzywania rozmytych rownan roézniczkowych.
W artykule wskazano wady jednej z istniejacych metod oraz zaproponowano
nowa metodg rozwigzywania rownan rozniczkowych, nazwang metoda Mehar,
w ktorej wady te zostaly wyeliminowane. Aby wykaza¢ przewage metody
Mehar nad istniejaca metoda, rozwigzano za pomocg obu tych metod rozmyte
réwnania rozniczkowe Kotmogorowa wyprowadzone przy uzyciu rozmytego
markowowskiego modelu systemu produkcji ttokow. Wykazano, ze wyniki
otrzymane z wykorzystaniem istniejacej metody, moga ale nie musza by¢
liczbami rozmytymi, natomiast wyniki otrzymane przy pomocy metody Mehar
zawsze stanowig liczbg rozmyta.
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W SKROCIE - ABSTRACTS

KOSZALKA G.: Predicting the durability of the piston-rings-cylinder
assembly of a diesel engine using a piston ring pack model; Eksplo-
atacja i Niezawodno$¢ - Maintenance and Reliability 2011; 3: 40-44.
The article presents a new method for predicting the durability of an internal
combustion engine, which uses results of wear measurements of components
of the piston-rings-cylinder system and computer simulations of the piston ring
pack. In contrast to traditional methods, the method proposed here does not
require previous knowledge of wear limits, which, though crucial for precise
prediction, are difficult to determine reliably in modern structures. In the method
presented here, wear limits are determined on the basis of an analytical model
of the piston ring pack. The article shows an example of the application of the
proposed method for predicting the durability of a motor-vehicle compression-
ignition engine.

MUCHA J.: The analysis of rectangular clinching joint in the she-
aring test; Eksploatacja i Niezawodnos¢ - Maintenance and Reliability
2011; 3: 45-50.

This paper presents the results of experimental researches on effect of clinching
joint’s load direction change on its characteristics and the maximum shearing
force value. The single-folded clinching joints made of aluminum sheet
AW1050A have been the subject of researches. Properly prepared specimens
of rectangle clinching joints with material notch have been shear tested on the
tensile testing machine UTS 100. The extreme joint destruction have been
analyzed for the layout angle p = 0°, 90°. The separation mechanism has been
described for all angle values p = 0°, 30°, 45°, 90°. The total separation work
by joint shearing has also been mentioned.

SKOTNICKA-ZASADZIEN B., BIALY W.: An analysis of possibi-
lities to use a Pareto chart for evaluating mining machines’ failure
frequency; Eksploatacja i Niezawodnos¢ - Maintenance and Reliability
2011; 3: 51-55.

The article presents a general classification of quality management tools applied
in different industry branches. From among these tools the authors have chosen
a pareto chart to present an analysis of mining machines participating in the
mining process. The analysis covers mining machines such as: a roadheader,
chain conveyor, belt conveyer, crusher and a support.

PANG Y., HUANG H-Z., HE L., WANG Z., XIAO N-C.: Convex
sublattice based reliability theory; Eksploatacja i Niezawodnos¢ -
Maintenance and Reliability 2011; 3: 56-61.

Classical probability theory has been widely used in reliability analysis;
however, it is hard to handle when the system is lack of adequate and sufficient
data. Nowadays, alternative approaches such as possibility theory and fuzzy set
theory have also been proposed to analyze vagueness and epistemic uncertainty
regarding reliability aspects of complex and large systems. The model presented
in this paper is based upon possibility theory and multistate assumption. Convex
sublattice is addressed on congruence relation regarding the complete lattice of
structure functions. The relations between the equivalence classes on the congru-
ence relation and the set of all structure functions are established. Furthermore,
important reliability bounds can be derived under the notion of convex sublattice.
Finally, a numerical example is given to illustrate the results.

GRONOSTAIJSKI Z., HAWRYLUK M., KASZUBA M., SADOWSKI
P., WALCZAK S., JABLONSKI D.: Measuring & control systems in
industrial die forging processes; Eksploatacja i Niezawodnos¢ - Ma-
intenance and Reliability 2011; 3: 62-69.

The paper presents portable measuring & control systems, designed and built
by the authors, and their application to the analysis of two industrial processes:
the precision hot forging of CV universal joint casings in closed dies in the
crank press (GKN Driveline Olesnica) and the forging of concrete slab carrying
handles ina TR device in the eccentric press (INOP Poznan). The systems enable
the measurement, archiving and analysis of forging force-time/displacement
traces correlated with tool temperature, as well as the measurement of production
speed and the quantity of produced forgings. Recently an acoustic emission (AE)
signal registration capacity has been incorporated into the system to investi-
gate the changes occurring during the forging process, especially progressive
tool wear. The information obtained in this way is to be used to improve the
operating conditions of the forging presses and to optimize the whole forging

KOSZALKA G.: Prognozowanie trwalo$ci ukladu tlok-pierscienie-
cylinder silnika o zaplonie samoczynnym z wykorzystaniem modelu
uszczelnienia TPC; Eksploatacja i Niezawodnos$¢ - Maintenance and
Reliability 2011; 3: 40-44.

W artykule przedstawiono nowa metodg prognozowania trwatosci tlokowego
silnika spalinowego, wykorzystujaca wyniki pomiaréw zuzycia elementow
uktadu tlok-pierscienie-cylinder oraz komputerowa symulacj¢ uszczelnienia
TPC silnika. W przeciwienstwie do tradycyjnych metod, proponowana metoda
nie wymaga wyprzedzajacej znajomosci zuzycia granicznego, kluczowego dla
doktadnosci prognozy, a ktérego wiarygodne okreslenie dla nowych konstrukeji
jest trudne. W prezentowanej metodzie zuzycie graniczne wyznaczane jest na
podstawie analitycznego modelu uszczelnienia TPC. W artykule przedstawiono
przyktad wykorzystania metody do prognozowania trwatosci samochodowego
silnika o zaplonie samoczynnym.

MUCHAJ.: Analiza zniszczenia prostokatnego zlacza przetloczenio-
wego w probie Scinania; Eksploatacja i Niezawodnos$¢ - Maintenance
and Reliability 2011; 3: 45-50.

W pracy zawarto wyniki badan eksperymentalnych dotyczacych wptywu zmia-
ny kierunku obciazenia przettoczeniowego ztgcza na przebieg charakterystyki
i maksymalng warto$¢ sity $cinania. Przedmiotem badan byty jednozaktadkowe
potaczenia przettoczeniowe blach z aluminium AW1050A. Odpowiednio
wykonane probki prostokatnych potaczen przettoczeniowych z nacigciem
materiatu poddano testom $cinania na maszynie wytrzymatosciowej UTS 100.
Przeanalizowano skrajne przypadki zniszczenia ztacza dla kata ulozenia =
0°, 90°. Opisano mechanizm rozdzielenia potaczenia dla wszystkich warto$ci
kata = 0°, 30°, 45°, 90 °. Zwrocono rowniez uwagg na wielkos¢ catkowitej
pracy rozdzielenia przez $cinanie zlacza.

SKOTNICKA-ZASADZIEN B., BIALY W.: Analiza mozliwoSci
wykorzystania narzedzia Pareto-Lorenza do oceny awaryjnosci
urzadzen gérniczych; Eksploatacja i Niezawodnos$¢ - Maintenance and
Reliability 2011; 3: 51-55.

W artykule przedstawiono ogélng klasyfikacje narzedzi zarzadzania jakoscia
stosowanych w roéznych gateziach przemystu. Sposrod tych narzedzi zostat
wybrany diagram Pareto-Lorenza, za pomoca ktorego przestawiono analizg
awaryjnosci urzadzen gorniczych bioracych udziat w procesie wydobywezym
kopalni. Analizie poddano kombajn, przenosnik zgrzebtowy, przenosnik
ta§mowy, kruszarke oraz obudowg.

PANG Y., HUANG H-Z., HE L., WANG Z., XIAO N-C.: Teoria
niezawodnoS$ci oparta na pojeciu podkraty wypuklej; Eksploatacja i
Niezawodnos¢ - Maintenance and Reliability 2011; 3: 56-61.
Klasyczna teoria prawdopodobienstwa ma szerokie zastosowanie w anali-
zie niezawodnosci, jednak trudno jest si¢ nig postugiwac, kiedy brak jest
wystarczajacych i odpowiednich danych na temat systemu. Obecnie, proponuje si¢
alternatywne podejscia, takie jak teoria mozliwosci czy teoria zbiorow rozmytych,
za pomoca ktorych mozna analizowaé niepewnos¢ epistemiczng oraz nieostros¢
w odniesieniu do aspektow niezawodno$ci ztozonych i duzych systemow.
Model przedstawiony w niniejszym artykule oparto na teorii mozliwos$ci oraz
na zatozeniu wielostanowosci. Podkrate wklgsta opisano na relacji kongruencji,
odnoszacej si¢ do calej kraty funkcji struktury. Ustalono relacje pomiedzy klasami
rownowaznosci na relacji kongruencji a zbiorem wszystkich funkcji struktury.
Ponadto postugujac si¢ pojgciem podkraty wypuklej mozna wyprowadzac istotne
kresy niezawodnosci. Wyniki zilustrowano przyktadem numerycznym..

GRONOSTAIJSKI Z., HAWRYLUK M., KASZUBA M., SADOWSKI
P., WALCZAK S., JABLONSKI D.: Systemy kontrolno-pomiarowe
w przemyslowych procesach kucia matrycowego; Eksploatacja i
Niezawodnos¢ - Maintenance and Reliability 2011; 3: 62-69.

W pracy przedstawiono zastosowania autorskich, przenosnych systemow po-
miarowo-kontrolnych do analizy dwoch przemystowych procesow: kucia na
cieplo obudowy przegubow homokinetycznych na prasie korbowej w matrycach
zamknietych (GKN Driveline Olesnica) oraz kucia zaczepow do przenoszenia
plyt betonowych na prasie mimosrodowej w przyrzadzie TR (INOP Poznan).
Zbudowane przez autoré6w systemy pozwalaja na pomiar, archiwizacjg i analizg
przebiegow sit kucia w funkcji czasu/przemieszczenia skorelowane z pomiarem
temperatury narzedzi, pomiary predkosci procesu oraz ilosci wykutych odku-
wek. Ostatnio wzbogacono je o rejestracj¢ sygnatu akustycznego AE w celu
okreslenia zachodzacych zamian podczas procesu a szczegolnie postgpujacego
zuzycia narzedzi. Uzyskane informacje maja postuzy¢ rowniez do poprawy
warunkow eksploatacji pras oraz do optymalizacji catego procesu kucia wy-
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process by means of CAD/CAM/CAE software based on FEM. The measuring
& control systems consist of an industrial computer (comprising a real-time
controller, a multi-speed measurement card, RAM memory, large capacity hard
disks and a set of amplifiers and transducers) and sensors ( force, displacement,
pyrometers, thermocouples, linear and angular encoders, accelerometers and
AE). Two applications (based on LabView) have been developed for each of
the systems. One of the applications is installed on the industrial computer
and is used to control the system as well as to record and process the voltage
signals received from the individual sensors. The other application enables the
analysis of the processed signals.

MAZUR Z., HERNANDEZ-ROSSETTE A.: Service problems of
an axial compressors of a land based, high power, reaction gas
turbines; Eksploatacja i Niezawodno$¢ - Maintenance and Reliability
2011; 3: 70-76.

A compressor blade failure was experienced at the 69 MW gas turbine of a com-
bined cycle (C.C.) unit after four years operation since the last overhaul. Three
unit failure events occurred at small periods, which caused forced outage. Visual
examination carried out after the failure events indicated that the compressor
vanes (diaphragms) had cracks in their airfoils initiating at blade tenons welded
to the diaphragm outer shroud at some stages. Also, many stationary vanes and
moving blades showed foreign object damage (FOD), rubbing and bending.
A compressor failure evaluation was completed including cracked vane metal-
lographic analysis, unit operation parameter analysis, history-of-events analysis,
and crack initiation and propagation analysis. This paper provides an overview of
the compressor failure investigation, which led to identification of the vane high
cycle fatigue (HCF) failure mechanism generated by rotating stall during unit
start-ups, highly accelerated by corrosion generated by the fogging system and
influenced by high stationary vane and moving blade brittleness as the primary
contribution to the observed failure. They are provided recommendations to
avoid similar failure of the compressor blades in the future.

HUANG N., HOU D., CHEN Y., XING L., KANG R.: A Network Re-
liability Evaluation Method based on Applications and Topological
Structure; Eksploatacja i Niezawodno$¢ - Maintenance and Reliability
2011; 3: 77-83.

Applications play an important role in the reliability evaluation of communica-
tion networks. In other words, the reliability of a network can be totally different
when different applications are considered for the same network. However
existing reliability evaluation methods, which are mostly based on the graph
theory, give no or little consideration to applications. This paper proposes
a concept of network application reliability and a Markov-based method for
analyzing the proposed network application reliability measure. Furthermore,
based on the reliability of each individual application, a method is proposed
to evaluate the overall network reliability that incorporates effects of different
applications running on the network. Both a case study and experiments are
performed to illustrate the proposed concept and methods.

JURECKI R., STANCZYK T.L.: The test methods and the reaction
time of drivers; Eksploatacja i Niezawodnos$¢ - Maintenance and Re-
liability 2011; 3: 84-91.

The paper presents issues related to determination of the driver’s reaction time.
Abriefreview of methods for determining the reaction time of drivers has been
conducted. The results of own researches on the reaction time of drivers in pre-
accident situations have been presented. The scenario of an accident situation
according to which they were conducted has been presented. The presentation
includes results of measurements of the reaction time set in the three test
environments: on a test track, in a driving simulator and on the psychological
aptitude test stand. A comparison of the obtained reaction time values has been
conducted and the correlation between them has been determined.

korzystujac narzgdzia CAD/CAM/CAE oparte o MES. Prezentowane systemy
zbudowane sa z komputera przemystowego (kontrolera czasu rzeczywistego,
wielokanatowej szybkiej karty pomiarowej, kosci pamigci operacyjnej, dyskow
twardych o duzej pojemnosci, zestawu wzmacniaczy i przetwornikow) oraz
odpowiednich czujnikéw pomiarowych (sity, przemieszczenia, pirometrow, ter-
mopar, enkoderéw liniowych i katowych, akcelerometrow, czujnikow AE). Do
kazdego z systemow opracowano po 2 aplikacje (na bazie programu LabView).
Pierwsza aplikacja jest zainstalowana w komputerze przemystowym i stuzy do
sterowania systemem oraz zapisem i przetwarzaniem sygnatéw napigciowych
uzyskiwanych z poszczegolnych czujnikow. Druga przeznaczona jest do analizy
zarejestrowanych sygnatow.

MAZUR Z.,HERNANDEZ-ROSSETTE A.: Problemy eksploatacyjne
osiowych sprezarek reakcyjnych stacjonarnych silnikéw turbino-
wych duzych mocy; Eksploatacja i Niezawodnos$¢ - Maintenance and
Reliability 2011; 3: 70-76.

W sprezarce turbiny gazowej o mocy 69 MW, pracujacej w cyklu kombinowa-
nym wystapily uszkodzenia fopatek po czterech latach eksploatacji od ostatniego
remontu glownego. Zarejestrowano trzy przypadki uszkodzen w krotkim odste-
pie czasu, ktore spowodowaly potrzebe zatrzymania i remontu turbiny. Badania
wzrokowe przeprowadzone po kazdym stwierdzeniu uszkodzen, ujawnity
peknigcia w fopatkach niektorych stopni palisad kierowniczych zlokalizowane
w piodrach topatek. Pgknigeia zaczynaly sie w stopach topatek spawanych do
bandaza zewngtrznego palisad kierowniczych. Znaczna liczba fopatek kierow-
niczych i wirnikowych miata rowniez uszkodzenia spowodowane przez obce
ciala, przytarcia i byly pogiete. Przeprowadzono badania i analiz¢ uszkodzen
sprezarki wlaczajac w to badania metalograficzne peknigtych topatek, analizg
parametrow operacyjnych turbiny, analiz¢ historii zarejestrowanych przypad-
kow uszkodzen i analiz¢ inicjacji i propagacji peknig¢. W niniejszym artykule
opisuje sie badania uszkodzen palisad topatkowych sprezarki, ktore doprowa-
dzity do konkluzji koncowej, ze pgknigcia topatek palisad kierowniczych byty
rezultatem zmeczenia wysokocyklicznego materiatu topatek, spowodowanego
przez oderwania wirow w czasie uruchomienia turbiny, przyspieszone przez
korozje wywotang chtodzeniem mieszankowym. Uszkodzenia utatwila znaczna
krucho$¢ materiatu topatek sprezarki. Zostaly sformutowane zalecenia aby
uniknaé¢ podobnych uszkodzen topatek sprezarki w przysztoscei.

HUANG N., HOU D., CHEN Y., XING L., KANG R.: Metoda oceny
niezawodnoSci sieci oparta na aplikacjach i strukturze topologicznej;
Eksploatacja i Niezawodno$¢ - Maintenance and Reliability 2011; 3:
77-83.

Aplikacje odgrywaja wazna role¢ w ocenie niezawodnosci sieci komunika-
cyjnych. Innymi stowy, niezawodnos¢ sieci moze by¢ catkowicie rézna
dla roznych aplikacji tej samej sieci. Niestety, istniejace metody oceny
niezawodnosci, w wiekszosci oparte na teorii grafow, pos§wiecaja niewiele lub
nie po$wigcaja weale uwagi aplikacjom. W niniejszym artykule przedstawiono
koncepcj¢ niezawodnosci aplikacji sieciowych oraz oparta na modelu Markowa
metodg analizy proponowanej miary niezawodnosci aplikacji sieciowych. Pon-
adto, na podstawie niezawodnosci poszczegdlnych aplikacji, zaproponowano
metodg oceny ogdlnej niezawodnosci sieci, ktora taczy efekty roznych aplikacji
dzialajacych w danej sieci. Zaproponowana koncepcje¢ i metody omoéwiono na
podstawie studium przypadku oraz badan eksperymentalnych..

JURECKI R., STANCZYK T.L.: Metody badai a czas reakeji kie-
rowcow; Eksploatacja i Niezawodno$¢ - Maintenance and Reliability
2011; 3: 84-91.

W artykule przedstawiono zagadnienia zwiazane z wyznaczaniem czasu reakcji
kierowcy. Przeprowadzono krotki przeglad metod wyznaczania czasu reakcji
kierowcow. Zaprezentowano wyniki wlasnych badan dotyczacych czasu reakcji
kierowcow w sytuacjach przedwypadkowych. Omdéwiono scenariusz sytuacji
wypadkowej, wedlug ktorego zostaty one przeprowadzone. Przedstawiono wy-
niki pomiaréw czasu reakcji wyznaczone w trzech srodowiskach badawczych:
na torze badawczym, w symulatorze jazdy samochodem oraz na stanowisku
do badan psychotechnicznych. Dokonano poréwnania otrzymanych wartosci
czasu reakcji i wyznaczono korelacje pomigdzy nimi.

4 ExspLOATACIA | NIEZAWODNOSCE NR 3/2011




NAUKA | TECHNIKA

Wenyuan LV
Wenbin WANG

MODELLING PREVENTIVE MAINTENANCE BASED ON THE DELAY TIME
CONCEPT INTHE CONTEXT OF A CASE STUDY

MODELOWANIE KONSERWACJI ZAPOBIEGAWCZEJ W OPARCIU O POJECIE

CZASU ZWLOKI W KONTEKSCIE STUDIUM PRZYPADKU

Using the delay time concept and associated models, this paper presents a modelling study of optimising the preventive
maintenance (PM) interval of a production plant within the context of a case study. To establish the relationship between
the PM interval and expected downtime per unit time, we need the data of both failure times and the number of defects
identified and removed at PM epochs. However, the available data to us was only the recorded times of failures. To over-
come this problem, we obtained an estimated mean number of the defects identified at the PM epoch by the plant mainte-
nance technicians. Based on these two types of data, we first establish a likelihood function of the observed times to failure
and then a squared function of the difference between the number of defect identification estimated by the technician and
the corresponding expected value from the model is mixed with the likelihood function to estimate the unknown model
parameters. We test by simulation to show the validity of the above parameter estimation method. Once the parameters
of the model are known, a PM model is proposed to optimize the expected downtime per unit time with respect to the PM
interval. The modeling process is demonstrated by the case study presented.

Keywords: delay time, Preventive Maintenance (PM), parameter estimation, modelling.

Wykorzystujgc pojecie czasu zwloki oraz modele stowarzyszone, w artykule przedstawiono badania modelowe optymalizacji
przerwy konserwacyjnej w zaktadzie produkcyjnym w oparciu o studium przypadku. Aby ustali¢ zwigzek pomiedzy przerwg
konserwacyjng a oczekiwanym czasem przestoju na jednostke czasu, potrzebne sq dane dotyczgce zarowno czasow uszkodzen
Jak i liczby usterek wykrytych i usunietych w okresach konserwacji zapobiegawczej. Niestety, w badanym przez nas przypadku
Jjedynymi dostgpnymi danymi byly czasy uszkodzen. Aby obejs¢ ten problem, wykorzystalismy szacunkowq Sredniq liczbe uste-
rek wykrytych w okresie konserwacji zapobiegawczej przez obstuge techniczng zaktadu. W oparciu o wspomniane dwa typy
danych, ustalilismy, w pierwszej kolejnosci, funkcje wiarygodnosci dla obserwowanych czaséw do uszkodzenia. Nastgpnie, w
celu okreslenia niewiadomych parametrow modelu, funkcje te polgczylismy z funkcjq najmniejszych kwadratow dla roznicy
pomigdzy liczbg wykrytych usterek oszacowang przez pracownika obstugi technicznej a odpowiadajgcq jej oczekiwang warto-
Scig wyprowadzong z modelu. Wiarygodnosé powyzszej metody oceny parametréw sprawdzono za pomocq symulacji. Znajgc
wartosci parametrow modelu, zaproponowano model konserwacji zapobiegawczej pozwalajgcy na optymalizacje oczekiwa-
nego czasu przestoju na jednostke czasu w odniesieniu do przerwy konserwacyjnej. Proces modelowania przedstawiono za
pomocq studium przypadku.

Stowa kluczowe: czas zwloki, konserwacja zapobiegawcza, ocena parametrow, modelowanie.

1. Introduction

The delay time concept proposed by Christer has been exten-
sively applied to maintenance problems of plant inspection
practice[9, 13, 16]. The period from the first point at which
a defect can be identified at a PM inspection to the time when
a repair is essential is called the delay time, denoted by /4. The
objective of most delay time based studies is to either minimize
a cost function or a down time function subject to a preventive
inspection interval [16].

A major task in modelling the above inspection practice ba-
sed upon the delay time concept is the estimation of parameters

which describe (1) A(u), the rate of occurrence of defects at time
u, (2) F(h), the cumulative probability function of delay time
h. (3) the probability of perfect defects identification at PM. In
general, there are two established methods to estimate model
parameters, namely the subjective method [2, 11, 12, 17] and
the objective method, see Akbarov [11], Aven [3], Christer and
Wang [6, 8], Jones et at [10], Wang [15]. The former is based
on the subjective data obtained from maintenance engineers’
experience. The latter is based on the observed data of recorded
failure times and the number of defects identified at each PM
epoch.
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If the maintenance records of failures and the number of
defects identified at PM are available and sufficient in quantity
and quality, the delay time model parameters can be estimated
by the objective method, generally the classical statistical me-
thod of maximum likelihood. If however, such a data set does
not exist, or is insufficient in quantity and quality for the purpo-
sed of estimation, the alternative is to use expert judgment for
obtaining those parameters [6].

In many cases, there are some objective data available, but
those data are insufficient to estimate by merely the objective
data, so more recent development in delay time modelling has
established that these parameters can also be estimated using
limited PM data and selective repair at PM [5, 7]. Wang and
Jia [14] presented an empirical Bayesian based approach to es-
timate the delay time model parameters using both subjective
and objective data. This approach starts with subjective data
first, and then updates the estimates when objective data beco-
me available.

In this paper, because of the operating practice of PM and
data constraints of the case we studied, we present an estimation
procedure which is different from previous delay time models
of complex plant. Here historic data exist for failure time points
and PM times, but the interval of PMs is not equal, and no re-
cords exist for the number of the defects identified and removed
at PM. However, we obtained latter a subjective estimate of
the mean number of the defects identified and removed at PM
from the factory technicians who maintained the plant. In this
case a mixture of both objective data of failures and subjective
PM data will be utilized in order to estimate model parameters.
A mixed likelihood function with a least squared function (take
the negative) is proposed and maximized to obtain the estima-
ted values of the model parameters. Simulated data based upon
imperfect inspections are generated to test whether the above
mixed likelihood method can recover the underlying model pa-
rameters within a required accuracy. Finally an inspection mo-
del as a function of the PM interval is proposed and an optimal
PM interval is obtained for the plant concerned. The modelling
objective is to minimize the total downtime per unit time in
terms of the PM interval.

The paper is organized as follows. Section 1 presents a ba-
sic introduction to the problem and a brief literature review.
Section 2 outlines the modeling assumptions and notation, the
modeling developments, and the test of this developed model
using simulation. Section 3 proposes a downtime model. Sec-
tion 4 presents a numerical example and section 5 concludes
the paper.

2. The statistical model for model parameter esti-
mation
2.1. Assumptions

Based upon the observation of the plant maintenance prac-
tice and referring to the published delay time papers [9, 13, 16],

the following modeling assumptions are proposed to characteri-
ze the operation of the plant over the period of data collection.

1) Defects arise according to a Homogeneous Poisson Pro-
cess (HPP).

2) Defects are assumed to arise independently of each
other.

3) The delay time / of a random defect is independent of its
time origin and has aPdf. f(e),andacdf, F ('),
common to all defects.

4) Inspections carried out at a PM are assumed to be
imperfect in the sense that a defect present will be
identified with a known probability.

5) All identified defects are rectified by repairs or replace-
ments during the PM period.

6) Failures are identified immediately, and repairs or repla-
cements are made as soon as possible.

2.2. Notation and likelihood formulation

We shall adopt the following notation:

A The rate of occurrence of defects.

v(t) The rate of occurrence of failures at time .

r The probability of detecting a defect at PM, if it is
present.

h delay time of a random defect with pdf f(*) and
cdf F(*).

T, The time of the ith PM from new.

t The time of the jth failure occurring in (7, , 7)),

(1)
t. . .
J=1.2,...k_,and "% s the time of the last
failure in (7, 7).

At A small time interval sufficiently small that only
one failure event at most can arise within it.
n, The number of the defects identified at the ith PM.

i

EN(T,,T)) The expected number of the failures over the
' inspection interval (7 ,,T).
EN(T) The expected number of the defects identified and
rectified at 7,.

Consider all observations in (7, ,,7)), namely the number
of the defects identified at 7, , and the failure times in (7, ,T),
i=1,2, ... ,n, and T;=0, see Fig. 1. The likelihood function is
the product of the probabilities of these observations arising.
At T, we need to formulate the probability of the number of the
defects identified and rectified. Also, for each failure time in
(T, ,,T), we need to formulate the probability of a failure arising
at times Loy /=1 ,2,...,k,, and of having no other failures betwe-
en recorded consecutive failure times. Therefore, the likelihood
function L is given by:
"
[p(a failure at time 7,_,, ) -

i

L= H{ p(n,defects identified at 7;) .
i=1 j=1

- p(no further failure between 7, ,and t(‘,l)j)]} (1)

| I |
V-t i T Tl

Tl w-17 di-1/ ¥

Fig. 1. The failure process in (T, , T) due to a defect arising atuin (T, , T )
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The log likelihood function is given by:

¢=""{ log p(n, defects identified at T) +

i=1

ki
+ Z[log p(a failure at time 7, ,,.) +
Jj=1

=nj
+ log p(no further failure between ¢, ,, , and t(,;l)j):l} )

In equation (2), the term P (no further failure between Liny and
Lo ) is necessary because of the use of an HPP for the de-
fect arrival so that the interval between failures has to be mod-
eled. Equation (2) assumes that the necessary objective data are
available from both PMs and failures.

To compute the above likelihood function, firstly, we consider
the probability of a failure in (¢, #+A#), namly P(t, t+At|u), see Fig.
2,where, T <t<T,T <u<T,

(A-ry"(F(t+A-u)-F(t-u)) T <u<Ti=l,.,n-1
F(t+At—u)-F(t-u) T <u<t
p(t,t+At|u)={ F(t+At—u) t<u<t+At (3)
0 u>t+At

So the rate of occurrence of failures, v(z), is derived be-
low:

W)= [Aim,,_, P(%jm)du
0

=1 E(l—r)”"].f(t—u)du+ j

n-1

ft- u)du} 4)

=1 §<l—r)”" [(F(z—ﬂ1)—F(t—r))J+F<r—nl)}

where, T <t<T . For The derivation of Equation (4), see Chri-
ster and Wang [6]. So the expected number of failures over the
inspection interval (7 ,T) is as follows:

EN,(T, .T,)= [ vdr=2[" S(l -
-l =l

[(Fa-T )~ Fa-T))]di+A[" F(~T, )dt (5

Using equation (4), we obtain the probability of a failure

arising in time interval (¢, , ¢, +Af) , for sufficiently small
At,

P(afailurein (7, . 1, +AD)=W(,

(,:]]/-) At (6)

(i-1y
Since the failure process is NHPP, it is straightforward
that:

. . [N yar
p(no failure in (¢, ;%)) = e J"uf\»r/—n (7

i

If failure durations are negligible, the logged probability of
no further failure between recorded failures within (7, ,T) is
simply given by

ZIQgp(no further failure in (¢, ), 1) t;1);)) =

= kz(f fren v(t)dt)» Ir:fw,,., v(t)dt = LT v(t)dt ®)

From equation (3), we obtain the expected number of the
defects found at 7, namely EN(T,), given by Christer et al.

[6].

7
-

ENP(T”):/l”Z_E(lfr)""rL [l F(T, —u)] dumrj;” [1-F(T,~u)] du (9)
Because the number of defects identified at PMs follows

a Poisson distribution with the mean defined by equation (9),
[6], the probability of n, defects identified at 7' is

e —EN,(T,)
(EN,(T,))" e
n!

n

p(n,defects identified at 7,) = (10)

Dividing equation (6) by Az and taking the log of equation
(10). The log likelihood function for the problem described be-
comes:

i=1

n kv—l
logL = Z{(nl log EN,(T,) - EN,(T,) —logn,)) + Y_logv(t,,_, ) - frr,l, v(t)dt} (11)
J=1

In this case, PM inspection data are not available, so the first
part of the right hand side of equation (11) cannot be computed,
but the estimated mean number of the defects identified and
rectified at PMs are provided by the maintenance technicians.
So we used the likelihood of the failure events (the second part
of the right hand side of equation (11)) and a least square func-
tion and the function, Z, to be maximized is given by:

n ki
Z= Z{ngv(z R v(t)dt:| - [ENp (T)-ES, (T)]Z} (12)
i=1 || j=1

where ES (T) denotes the subjective estimate of the mean num-
ber of the defects identified and rectified given 7 where T'is the
average PM interval length. This equation has not been used
before in delay time based models. Maximizing equation (12),
we may obtain the estimated parameters of the model, namely
A, and those in f{/) from actual failure records and subjective
PM data.

2.3. The assessment of the model

2.3.1. Thesimulation test

We have run a simulation experiment to test the validity and
feasibility of equation (12). The failure processes with imper-
fect inspection of 7=0.2, 0.5 and 0.8 are simulated respectively.

Tor w 7, Tt

f 4t Ta

Fig. 2 The failure process of a defect arising in (T, T,)
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We then averaged the observed number of the defects identified
at PM to be used as an assumed estimate from the technicians.
Table 1 shows that fitted parameter values, in which the rate of
occurrence of faults is 2=1.1528 and the scale parameter of the
exponential delay time a=0.0288, and the inspection interval is
7 days. The full data likelihood is also run to compare with that
from equation (11). From table 1 it can be seen that the estima-
tes from using equation (12) are not far from the true parameter
values and validate our approach. Though they are not as good
as the estimate using the full data, but the method is a good
approximate way for model parameter estimates.

2.3.2. Choice of possible candidates for model

Before fitting a model to the data, the functional form of
the delay time distribution must be specified. The best choice of
the distribution from a family of distributions for /4 is chosen,
using the criterion of minimum Akaike information criterion
(AIC) [4]. Possible candidates for F(.) are 1) Exponential distri-
bution F(x)=1-e; 2) Mix delta-exponential distribution F(x)=1
~(1-p)e™; and 3) Weibull distribution F(x)=1-¢“". Expo-
nential distribution is usually selected first. If there is any defect
with zero delay time, model (2) is preferred, where p is the pro-
portion of defects with zero delay time and « is the scale para-
meter of the exponential distribution. This mixed distribution
can be used for Weibull as well.

3. Downtime model

The relationship between the PM frequency and the total
downtime is established as shown below, [16]:

d,EN,(T)+d,
T

where: ED(T) - the total expected downtime per unit time over
an infinite horizon with PM interval 7, d. - the average down-
time per failure, EN (T) - the expected number of failures over
PM interval T, d - the average downtime per PM, where since
we assume that the plant is already operated very long to be in
a steady state so, EN, /(T oT)= ENf(T) for sufficient large n.

ED(T) = (13)

Table 1 Estimation result for an exponential delay-time distribution via various r values

4. Case study

This case study involves an important machine in Harbin
Turbine Co Ltd. The machine is called the NC Gantry-type
Milling Machine which is an advanced numerical controlled
machine which is key plant item within the company with
over 80% of products being processed on it at some stages
of their production. This machine is operated 22 hours a day
(three shifts), 7 days a week, excluding public holidays. At the
time of the study, in order to reduce the downtime, preventive
maintenance was performed 4 times per year, namely on Spring
Festival, 1st May, 1st October and New Year. The company’s
objective is to reduce the downtime caused both by failures and
PM activities, and thereby increase the availability of the plant.
The key issue of concern is: How long the PM interval should
be the best for the machine?

4.1. Data collection and Analysis of failure data

Through collecting records for this milling machine over
a period of two years, we obtain some valuable information in-
cluding the time of failures, causes of failures, or the failure
mode, the length of the downtime for each failure and repair
actions to the failures.

Based on the failure data, the following analysis is carried
out, 1) Frequency analysis of failure modes; 2) Analysis of the
causes of failures.

The number of failures occurred in different subsystem of
NC Gantry-type Milling Machine is shown in table 2. From
table 2, the number of failures occurred over past two years
total to 77.

The frequency of failure modes for different main compo-
nents with each subsystem of the machine is shown in Figures
3, 4 and 5 respectively.

The main failure modes are shown in table 3. It can be seen
that the downtime due to the main shaft electric motor in the
electric system, totaling 817 hours, accounts for 27 percent total
downtime. Next is the brake controller of girder, its downtime
reaches 611 hours and accounts for 20 percent total downtime.
Others failure modes influencing the availability include the
cooler system and attachments for the cutting tool.

Table 2. Failures number of different subsystems of NC

Use failure data and

Use failure data and

Gantry-type Milling Machine and its percentage

PM  Sample actual PM data mean PM data -
Failures
cycle data R A R N Subsystems b Percentage
A a 7 A & 7 number
10 58 11530 00245 0.1340 09780 0.0555 0.3000 Mechanical system 12 156
Hydraulic system 23 29.9
r=0.2 50 372 1.1040 0.0330 0.2040 1.0480 0.0560 0.3000 N
Electric system 42 55.5
100 792 11600 00270 0.1920 12090 00410 03000 Total - 100
10 69 1.1110 0.0235 0.4020 1.0830 0.0415 0.6000
r=0.5 50 381 1.1040 0.0340 0.4860 1.1040 0.0455 0.6000
100 798 1.1460 0.0350 0.6000 1.2370 0.0320 0.6000
10 74 1.0970 0.0295 0.7019 1.0620 0.0440 0.8999
r=0.8 50 391 1.1180 0.0425 0.8999 1.0690 0.0450 0.8999
100 805 1.1530 0.0355 0.8959 1.0480 0.0400 0.8999

True parameter values are A=1.1528, a=0.0288, an d the PM period is 7days.
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Fig. 3 Frequency analysis of electric system failures over two years
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Fig. 5. Frequency analysis of mechanical system failures over two years

Discussion with the company maintenance technicians re-
vealed that the main reasons for the failures are as follows: 1)
Inadequate maintenance lead to the frequently failure occur-
rence of the main shaft electric motor, the cooler system and the
main pump station as well. 2) Poor design for the attachments
for the cutting tool resulted in its frequent failure occurrence.
3) Too much time waiting for the repair parts lead to the long
downtime of the failure of the brake controller of girder. Some
advices are proposed as follows: 1) Enhancing the preventive
maintenance activity, e.g. determining an optimal PM interval
is expected to reduce the failure number occurred for the main
shaft electric motor, the cooler system and the main pump sta-
tion. 2) Redesigning the attachments for the cutting tools, will
help to reduce the failure downtime resulting from the bad sys-
tem design. 3) Enhancing the supply chain management and
avoiding the long waiting for repair parts, will increase greatly
the availability of the system. In this paper we pay attention to
first item.

12 4

: H B =

cooler system  main pump Z shaft frontpum W shaft valve
station balanced ol seal
pump

Fig.4 Frequency analysis of hydraulic system failures over two years

Table 3. Main failure modes influencing NC Gantry-type Milling Machi-

ne’s downtime
Failure mode Downtime (hr) Percent %
Main shaft electric motor 817 27
Brake controller of girder 611 20
Cooler system 220 7
Attachments for cutting tool 215
Main pump station 150
Control system 149
Others 881 29
Total downtime 3043 100

4.2. The calculation of interval of PM

Now we focus on the determination of the optimal interval
of PM for the whole system since a PM is usually scheduled
for the whole system. The available data is as follows: the time
of each failure happened, the length of downtime per failure.
However, we have not had the number of the defects identi-
fied and identified at PM. According the experience of the chief
technician who has been responsible for the maintenance of this
machine for years, the estimate of the number of defects identi-
fied at PM is about 3-5, so we take its mean value, namely 4.

Using equation (12), the fitted values of parameters are
shown in Table 4. From Table 4, the mixed exponential distri-
bution is selected as having the lowest AIC value.

Using the mixed exponential delay time, from equation (5),
we have [5]:

Ar (e =D(1-p)

EN (T) =AT-
/D a(e*" —1+7r)

(14

Table 4. Models and fitted values of parameters from the real data

Models Fx)=1-e®  F@)=1-(1-p)e™ Fx)=1-“"
A 0.1283 0.1233 0.1294
a (scale parameter) 0.0321 0.0301 0.0341
3 (shape parameter) - - 0.8844
p - 0.10 -
7 0.8521 0.8411 0.8023
Maximum log-likelihood -73.3779 -72.2862 -73.1773
AIC 152.7558 152.5724 154.3546

p is the proportion of zero delay time. A is the rate of occurrence of faults.
AIC=-2*logmaxlikelihood+2*(number of parameters)
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Fig. 6. Expected downtime (hour) per day against PM cycle length
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From tables 2 and 3, we obtain d/.=3043/77=39.5195 hours,
and dp=22 hours from the PM schedule. Substituting equation
(14) into equation (13), we obtain the model output shown in
Figure 3. From Figure 3, it can be seen that the optimal PM in-
terval should be around 19 days. Since the expected downtime
per unit time, when 7=14 days, 7=30 days, is increased less
5% than that when 7=19 days, the suitable PM interval range is
from 2 weeks to a month.

If the interval of PM is changed to 19 days, the expect-
ed downtime per day for this machine is 2.9340 hours, and
the observed average downtime when 7=3 months is 3043/

(2*340)=4.4750 hours per day. So with the optimal PM inter-
val, the expected downtime of this machine will be reduced to

(4.4750-2.9340) hour/day X 340 days/year=524 hours/year.
Since the average loss for this machine is 500 RMB/hour, so the
decision made by the above optimal model will help the com-
pany to save at least 262,000 RMB per year. When 7=90 days,
the output of the model is 3.8907 hours per day, so it is not far
from 4.4750 hours per day from the data.

If improving the skills of maintenance technicians and
strengthening the management of maintenance activity, the in-
spection time could be reduced to dp=l 1 hours, then the optimal
inspection interval is 12 days from equation (13), and the expec-
ted downtime per day is 2.2981 hour per day, so the expected
gain will be the (4.4750-2.2981) hour/day X340 days/year
X 500yuan/hour=370,000 RMB.

5. Conclusion

In this paper, we propose a model to determine the optimal
PM interval. The model is based upon the delay-time concept.
A mixed likelihood and lease squared method based upon ac-
tual failures and the subjectively estimated PM data has been
used to obtain the estimated values of the model parameters.
A PM inspection model has then been used to find the opti-
mal PM inspection interval which minimizes the total expect-
ed downtime per day caused by failures and PMs. The model
shows that if the machine can be checked up every 19 days, the
expected downtime is minimized. Of course, some important
factors such as production schedule, maintenance manpower,
and spare parts should also be considered together before mak-
ing the final decision of the PM inspection interval.
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MULTIPLE CLASSIFIER ERROR PROBABILITY FOR MULTI-CLASS PROBLEMS

PRAWDOPODOBIENSTWO BLEDU KLASYFIKATOROW Z£OZONYCH
DLA PROBLEMOW WIELOKLASOWYCH*

In this paper we consider majority voting of multiple classifiers systems in the case of two-valued decision support for
many-class problem. Using an explicit representation of the classification error probability for ensemble binomial voting
and two class problem, we obtain general equation for classification error probability for the case under consideration.
Thus we are extending theoretical analysis of the given subject initially performed for the two class problem by Hassen and
Salamon and still used by Kuncheva and other researchers. This allows us to observe important dependence of maximal
posterior error probability of base classifier allowable for building multiple classifiers from the number of considered
classes. This indicates the possibility of improving the performance of multiple classifiers for multiclass problems, which
may have important implications for their future applications in many fields of science and industry, including the pro-
blems of machines diagnostic and systems reliability testing.

Keywords: multiple classifiers, majority voting, multi-class problems.

W niniejszym artykule rozwazamy systemy ztozonych klasyfikatorow z glosowaniem wigkszosciowym dla przypadku pro-
blemow wieloklasowych, wykorzystujgce wielowartosciowe klasyfikatory bazowe. Stosujgc bezposredniq reprezentacje
prawdopodobienstwa blednej klasyfikacji dla analogicznych systemow w problemach dwuklasowych, otrzymujemy ogol-
ny wzor na prawdopodobienstwo bledu klasyfikacji w przypadku wieloklasowym. Tym samym rozszerzamy teoretyczne
analizy tego zagadnienia pierwotnie przeprowadzone dla problemow dwuklasowych przez Hansena i Salomona i cia-
gle wykorzystywane przez Kuncheve i innych badaczy. Pozwala nam to zaobserwowac istotng zaleznos¢ maksymalnego
dopuszczalnego poziomu prawdopodobienstwa bledow klasyfikatorow bazowych od liczby rozwazanych przez nie klas.
Wskazuje to na mozliwos¢ poprawy parametrow klasyfikatorow zlozonych dla problemow wieloklasowych, co moze mie¢
niebagatelne znaczenie dla dalszych ich zastosowan w licznych dziedzinach nauki i przemystu, z uwzglednieniem zagad-
nien diagnostyki maszyn oraz badania niezawodnosci systemow.

Stowa kluczowe: klasyfikatory ztozone, glosowanie wigkszosciowe, problemy wieloklasowe.

1. Introduction

Multiple classifiers systems, also known as ensembles or
committees, were considered in many papers [5, 10, 13, 21, 23,
29, 34] and books [6, 8, 12, 18]. Committee approaches that
learn and retain multiple hypotheses and combine their deci-
sions during classification [3, 7] are frequently regarded as one
of the major advances in inductive learning in the past decade
[2, 12, 19, 20, 27]. In the effect, the ensemble methodology has
been used to improve the predictive performance of single mo-
dels, in many fields such as: finance [22], bioinformatics [32],
medicine [24], manufacturing [28], geography [4], information
security [16, 25], information retrieval [10] and recommender
systems [17]. On this basis many solutions were proposed to
the problems of machines and electronic systems diagnostic
[31, 35] as well as testing systems reliability [14, 30]. Solutions
of this type can be a valuable complement to other, previously
used approaches [26, 33, 36].

In the present paper we extend theoretical analysis of the
ensemble classification error probability initially performed for
the two class problem by Hassen and Salamon [15] and still
used by Kuncheva and other researchers [18-20, 29]. We con-
sider the general case of multi-class classification problems
for ensembles using classical majority voting. We will derive
general formula for multiple classifier error probability for

number of classes greater than two and for any number of base
classifiers with mutually equal posterior error probabilities. In
the process of this we also show, what is often omitted, how
the well known formula for multiple classifier error probability
for two-class problems is changing when the number of base
classifiers is not restricted to odd values. Analysis of the results
obtained indicate the possibility of using multivalue base clas-
sifiers to improve the performance of ensembles of classifiers,
even for very difficult classification problems.

2. Multiple classifier error probability for two-class
problems

Let D={D,,..D,} be a set of L classifiers such that
D, :R" - Q, where Q={w .., @}, assigning class label cq/eQ
to input data vector X € R" . It is assumed that classifiers from
set D can be successfully used to form ensemble, if their mutu-
al errors are uncorrelated or negatively correlated [1] and when
for each base classifier D, its posterior error probability P} is
less than 0.5. In the case of two-class problems (K=2) with use
of the majority voting the situation is relatively easy and the
ensemble error probability P, of multiple classifier is then often
presented to be:

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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P, = Z( )P’[l P17 (1)
J= JO
where L is odd, all classifiers have equal posterior error proba-
bility P, and initial value j; is the minimal number of classifiers
giving wrong answer that leads to ensemble decision error.

But it should be remembered, that for many-class problems
limiting the number of base classifiers L to odd values does
not eliminate the possibility that base classifiers will draw. In
such case the solution of random class label selection is often
used - when no other class gains higher number of votes than
the proper one but some of other classes tie with it, class label is
randomly selected from this group, with equal posterior proba-
bilities for each class. With this in mind the factor of ensemble
error probability connected with ties can’t be neglected. Thus
looking for the guideline for further analysis of multi-class pro-
blems, we can omit the assumption that L is odd and extended
the expression (1) to the form:

P, = Z() P[1-P]"7 += 6(Lmod20)(j /[1—P]L/ )

J= JO
where
_J(L+1)/2 L mod 2>0 3)
| L/2+1 :L mod 2=0
and J(x,y) is the Kronecker’s delta:
_J1oix=y
5(”)‘{0 X#EY )

The factor 'z before the Kronecker’s delta in (2) is the pro-
bability of wrong random class selection when base classifiers
draw and the Newton symbol % determine the number of

2
possible ties between base classifiers for two-class problem,
when L is even.

3. Multiple classifier error probability for multi-
class problems

The first step to find the general equation for multiple clas-
sifier error probability for multiclass problems can be rewri-
ting the expression (2) to the form in which each component
probability is explicite connected with votes assigned by base
classifiers to individual classes.. Beacause without loosing the
generality we can assume that the class with index 1 is the cor-
rect one, thus by simple algebraic transformations we can see
that right side of (1) can take the form:

L L
> 3((E)mea-r) ot kD)) )
k=0ky=0\\"2

where k| and k, represent various numbers of votes that can be
given by L base classifiers respectively for classes 1 and 2. The
introduced Kronecker’s delta ensures that only those combina-
tions of votes are taken under consideration, for which the sum
of votes for all classes equals the number of base classifiers:

k +k,=L 6)
and H is the Heaviside’s step function used to select factors for
which k> k,:

o=l 224 0

Finally, by further use of (6) for calculation of L - £,, and
by introducing that:

P =1-P, and P,=Pg ®)

N

are probabilities of voting at the class 1 and 2 respectively, we
can rewrite (5) in the form:

ii(k %, 'Pk‘P" Sk, +ky, LYH (k, k)J 9)

Similarly, the right part of the right side of expression (2)
can be transformed to:

S(L(LY o _ pl-k L
Z(E(kz)f’s [1-R] 6(kz,2>] (10)

=0

Next, because in the case of a tie k, = k, = L/2, formula (10)
can be rewritten as:

ZL;EL;[ Sk, + ky, )5 (k, k) k'P“P‘Zj (11)

5!

In the result, after combining (5) and (11) and reorganizing,
the formula for ensemble error probability for two-class pro-
blem (2) can be given by:

P, = ZZ[E(k+k2,L)[H(k —k)+— S(kl,k)}

k=0k=0

ki pky
X P'P? J (12)

The expression (12) shows the natural method of determi-
ning the ensemble error probability for multi-class problems
(K>2) — by adding further summations connected with other
classes. It is easy to notice, that in such case only the part of
(12) taken in square brackets require special analysis. The He-
aviside’s function gives information if the proper class received
fewer votes than the wrong class. Thus for many classes it sho-
uld be replaced by the form:

K
H, = H(Y H(k,~ k) (13)
i=2
which has value 1 if one or more classes received more votes
form base classifiers than the correct class and zero in other
cases. The second, right part in square brackets in (12) - the
Kronecker’s delta - can be identified as an element holding the
number of classes that tie with the correct one, additionally
multiplied by the probability of wrong random class selection.
In the general case (K>2) the number of ties can be represented
by the formula:

H, :is(kl,k[) (14)

and due to that the probability of wrong random class selection
during tie is given by:
HD
H,y+1

s)

Now it is easy to calculate that the ensemble error probabi-
lity for multi-class problems is given by:

b= ZZ Z[NZK%){H +(1- H)[

k=0ky=0

i ﬂul‘[};] (16)

where the sum of the probabilities of assigning votes for each
class:
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K
Z P=1 17)
i=1
But it is noteworthy that factor:
L! 7L (18)
‘ i=1 k !

is a multinomial coefficient P, . of the multinomial probability
distribution, thus the expression (16) can be written finally as:

L L L 1
P = Z;)k;...k;[gw{m +(1_HE)[1_1+HDJD (19)

where:
PMF :f(kl=k23~~~>kK7L71)1>PZ:~~-=PK) (20)

is the probability mass function of the multinomial distribution
for non-negative integers k,, k,....k,.

4. Simulations and i discussion of results

Formula (19) derived in previous section was at first ve-
rified experimentally with the use of statistical simulations of
the system with multiple base classifiers. Due to the high com-
putational cost of such simulations, we considered only cases
of classes numbers K from 2 to 10, numbers of base classifiers
from 1 to 100 and selected values of base classifiers classifica-
tion error probabilities P, (0; 0,1; 0,3; 0,5; 0,7; 0,9 i 1). During
simulations for each set of parameters 10° votings were perfor-
med where answers of individual base classifiers were genera-
ted randomly with use of standard random generator included
in Borland Object Pascal System library.

Obtained results have shown high consistency between out-
comes of conducted simulations and values of formula (19).
For all considered values of parameters the difference between
results of simulations and calculated error probabilities was not
greater than 2,7% of computed values (average 0,043%). Addi-
tionally, for the case of two class problems both methods have
given results consistent also with values of expression (2).

On the above basis, we observed how the multiple classi-
fier error probability changes with increasing number of classes
under consideration (see fig.1). For typical example of L = 21
and P_ = 0,3 for two classes the error probability is P, 0,0264,
but for three and five classes it amounts just to 0,00202 and
0,000126. This is the result of growing number of classes other
than the correct one - missed votes are dispersed over all K - 1
wrong classes. In the effect the average cumulative number of
votes for individual wrong class decreases with increase of K,
which do not apply to the correct class.

It is also very interesting that for number of classes K gre-
ater than 2, the upper limit of base classifier posterior error pro-
bability, that allows successfull building of multiple classifier is
greater than 0.5 (compare fig. 2a and fig. 2b). Due to practical
difficulties in creating large sets of base classifiers with a low
errors probabilities and also with a high degree of lack of corre-
lation between errors committed by them, observed result sug-
gests the possibility of easier ensembles of classifiers building
for complex multiclass problems by admission to the conside-
rations also base classifiers that commit errors more frequently
than in the half the cases.

For example - when the number of classes K = 5 and the
number of base classifiers L = 21, error probability of base
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Fig. 1. Multiple classifier error probability P as a function of the error

probability Pg of seven base classifiers (L=7), with negatively
correlated mutual errors,for different numbers of classes K
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Fig. 2. Multiple classifier error probability P as a function of the er-

ror probability Pg for different numbers L of base classifiers,
with negatively correlated mutual errors, for five a) and two
b) classes
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classifiers P = 0,6 results in an error probability of a multiple
classifier P, ~ 0,146, what is the better value than randomly gu-
essing. In addition, by increasing the number of base classifiers
to 100, the above probability of multiple classicier error can be
reduced to just 0,000815. However, it should be remembered
that presented results were obtained under the assumption that
the underlying mutual errors of base classifiers are fully uncor-
related or negatively correlated, which is difficult to achieve
in practice. Partial correlation of errors can cause changes in
individual values of the above probabilities, however, should
not affect the basic properties of the results.

5. Summary and future work

In this work the formula for multiple classifier error pro-
bability for multi-class problems was formally presented. Its
detailed derivation was based on the widely known analogous
formula for two-class problems, which was additionally exten-
ded for even numbers of base classifiers.

Simulations during analysis of obtained formula indicate
that increasing the number of considered classes lowers en-

6. References
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TESTS OF BELT CONVEYOR RESISTANCE TO MOTION

EKSPERYMENTALNE BADANIA OPOROW RUCHU
PRZENOSNIKA TASMOWEGO*

The modern of belt conveyor calculations are based upon the advanced computational methods, mostly multivariate simu-
lations. Dimensioning of a conveyor drive depends on the identification of belt conveyor resistance to motion which can be
identified with the biggest accuracy after adopting the exact methods of calculation the components of the main resistance
force. The development of these methods requires verification of theoretical algorithms. Various tests of the belt conveyor
resistance to motion, from the laboratory individual idler rotational resistance to motion, through the combined idler ro-
tational and indentation resistances with the use of a special test rig up to the in-situ tests of an idler subjected to typical
operational conditions have been presented. The obtained results have been used both for the verification of calculation
methods and the comparison of idlers with alternative steel or polyurethane coating.

Keywords: belt conveyor, idler, rotational resistance, loading, strain gauge.

Streszczenie: Podstawq projektowania przenosnikow tasmowych sq zaawansowane metody obliczeniowe oraz wielo-
wariantowe symulacje roznych stanéw pracy. Kluczowym zadaniem projektowym jest wymiarowanie napedu gtownego
w oparciu wyznaczone opory ruchu przenosnika, Najlepsze oszacowanie oporow ruchu przynoszq metody oporow jed-
nostkowych rozwijane réznych srodkach badawczych. Doskonalenie metod obliczeniowych wymaga prowadzenia badan
w celu weryfikacji opracowanych zaleznosci. W artykule przedstawiono eksperymentalne metody badan wybranych skta-
dowych oporéw ruchu przenosnika tasmowego, obejmujgce pomiary na stanowisku do badan krgznikow, pomiary toczg-
cego si¢ wozka z dwoma krgznikami na biezni wytozonej tasmq przenosnikowq oraz pomiary oporéw ruchu pojedynczego
zestawu krgznikowego na przenosniku kopalnianym. Uzyskane wyniki pomiarow postuzyty nie tylko do weryfikacji metod
obliczeniowych, ale rowniez do poréwnania krgznikow z ptaszczem stalowym z krgznikami z ptaszczem poliuretanowym.

Stowa kluczowe: przenosnik tasmowy, krqznik, opor obracania, obcigzenie, tensometr.

1. Introduction

A good machine (belt conveyor) design is based on calcu-
lations while a theory is based on experiments, which are an
exhaustible source of knowledge. A theory and calculations
are inseparably bound. Without a verified theory taking all the
factors into account one cannot make accurate calculations
and so one cannot optimally design a machine (belt convey-
or). Currently, belt conveyor calculations are based on advan-
ced computing methods, mostly multivariate simulations. This
approach guarantees the best solutions at all the design stages.
The identification of the effect of different factors on belt co-
nveyor motion resistance is the basis for any measures taken to
modernize existing transport systems. In most cases, solutions
reducing energy consumption are sought.

2. Belt conveyor motion resistance components

Primary resistances — all the forces which occur along the
belt conveyor’s route in the zones of contact between the belt
and the support elements (typically idlers, or sliding elements)
— predominate in over 80 m long belt conveyors. Considering
the energy conversion (dissipation) phenomena which accom-
pany the motion of the belt, the primary resistances are divided
into:

- idler rotational resistance W,

- belt-on-idler rolling (indentation) resistance W,

- belt bending resistance (flexure resistance of a belt) 7,
- flexure resistance of bulk material IV,

- sliding resistance of a belt on idlers 17,

The effect of the conveyor’s technical parameters and the
properties of the belt and the transported bulk materal on the
particular components of the primary resistances has been qu-
ite well explored (mainly theoretically and to a smaller degree,
experimentally) [7]. Multivariate simulations have become po-
ssible thanks to the advanced computing methods. One of the
key problems is the effect of the properties of the belt and the
idlers on conveyor motion resistances. The problem has been
the subject of numerous investigations [1,2,3,5,6,10]. Another
major problem is the effect of the force in the belt on the magni-
tude of motion resistances. Knowledge in this regard is essential
for designing and operating long and ascending belt conveyors
since the belt and the idlers generate most of the primary resi-
stances and the force in the top strand varies widely [4,9]. This
is illustrated in figure 1 which shows all the primary resistance
components for the whole range of force variation in the top
strand for conveyor route length L=1100 m. When the convey-
or is in steady motion, the force in the top strand grows from
S§=142 kN in the vicinity of the return station to S=638 kN near

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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the stub-end drive station. Being independent of the force in
the belt, idler rotational resistance and belt rolling (indentation)
resistance along the conveyor’s top strand remain constant. The
proportions of the other three primary resistance components
(flexure resistance of a belt, flexure resistance of bulk material
and sliding resistance of a belt on idlers) significantly depend
on the force in the belt. The motion resistance components
shown in fig. 1 were calculated per single top-strand idler set.

The division of the primary resistances into the components
shown in fig. 1 is based on the phenomena which accompa-
ny the motion of the belt (with transported material) on idlers.
Knowing the conveyor specifications, the operating conditions,
the belt and spoil influence parameters, the components can be
quite accurately analytically determined, whereas experimen-
tally they are not always separable. The only component which
can be experimentally investigated on special measuring rigs is
idler rotational resistance. Various methods of investigating co-
nveyor motion resistances, aimed at identifying the phenomena
and refining computing methods in order to reduce the energy
consumption of the belt conveyor’s main drive, are presented
below.

3. Tests of idler rotational resistance

The rotational resistance of a single roller is defined as
a tangential force applied to the roller shell in order to overco-
me the frictional resistance in the bearings and the seals. This
component can be only experimentally determined. In accor-
dance with Polish standard PN-91 M-46606 “Belt Conveyors.
Idlers”, idler rotational resistance is tested on a special measu-
ring rig shown in fig. 2.

One end of the roller axle is fixed in rotary fixture (4) thro-
ugh which the rotations from motor (2) are transmitted via belt
transmission (3). Its other end is clampwise supported in non-
rotary fixture (5). The roller shell is fixed in a clamping ring
whose arm rests on a balance (whereby the roller shell is immo-
bilized). The motion of the axle motion relative to the stationary
shell produces a torque which is transmitted by the arm (having
a constant length) to the balance or a force gauge. The registe-
red force is converted, using the condition torque equilibrium
relative to the roller axle, into a rotational resistance value. The

20 h—]‘--.—"u"u flexoure resistance o fbulk material

I I—I W, - sliding resistance af l

a belt an idlers

) R

!!=n:a||==" e
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142 3 i 354
belt tensiom [EN|
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425 406 SEF G

Fig. 1. Proportions of primary resistance components along top strand of overburden conveyor with specifications: route length L=1100 m, load-lifting
height H=10 m; route inclination angle 6=0.52°; belt width B=2.25 m; belt speed v,=5.24m/s; top-strand idler set spacing [ =1.0 m; mining
spoil bulk density p=1600kg/m’; top strand trough angle 7=45°; ambient temperature T,=0°C; main stub-end station drive 4>1000kW, belt St

3150, idlers in good technical condition

Clamping
g

Fig. 2. Rig for measuring rotational resistance of idler rollers: 1 — frame bearer, 2 — electric motor, 3 — belt transmission, 4 — rotary fixture support,
5 — nonrotary clamping fixture support, 6 — tested idler, 7 — force gauge, 8 — clamping ring, 9 — arm
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motor which drives the axle is equipped with a system of infi-
nitely variable speed control through supply current frequency
adjustment. The balance is coupled with a measuring laptop re-
gistering idler rotational resistance over time. Idler rotational
resistance W, is calculated from the formula:
W, =F, -%[N ] (1)
r
where: P - balance readings, in N; L,- the distance of clamp
ring arm pressure on the balance pan from the roller axle, in m;
r- the outer radius of the roller shell, in m.

According to standard PN-91 M-46606, prior to the proper
measurements new idler rollers should be rotated with a rotatio-
nal speed of 600 rpm for 4 hours. Then after stabilization (abo-
ut 2000 seconds) one can start measuring the rotational speed.
Figure 3 shows typical rotational resistance traces for an roller
with a steel shell and an roller with a polyurethane shell.

From the point of view of comparisons and analyses of the
influence of conveyor structural parameters on motion resistan-
ces the dependence between idler rotational speed and angular
velocity is a key one. Results of the measurement of rotational
resistance during starting at rotational speed growing from 0 to
500 rpm for 2 types of roller shell are compared in fig. 4.
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Since the above method of determining idler rotational resi-
stance is simple, its error is small. Its drawback is that the idler
is not under load when its rotational resistance is measured.
A new test rig enabling the measuring of idler rotational resi-
stance under load has been developed in the Institute of Mining
at Wroctaw University of Technology in collaboration with the
German idler manufacturer Artur Kuepper GmbH & Co AG.
A schematic of the new test rig for measuring idler rotational
resistance is shown in fig. 5. The axle of the tested idler is fixed
in two supports (3). The idler shell is loaded with two whe-
els (6 and 7) one of which is connected via a drive shaft and
a belt transmission (2) with an electric motor (1). This wheel
drives the idler. The other wheel is put into motion directly by
the rotating idler and it performs the role of the loading wheel.
Through set screws (5) and a link mechanism the two wheels
can exert pressure on the idler shell, generating radial force F,
of up to 20kN.

Two measuring bolts (2) registering radial force F, acting
perpendicularly to the roller axle are placed in holes in the sup-
ports (3) (fig. 6). Radial force F, decomposes into reactions 7,
T, in the places where the largest shearing stresses occur in the
measuring bolts. Force F which can act along the bolt axis
is compensated by the measuring system whereby it does not
disturb the measurement. If the roller shell remains stationary,
bolt reactions 7"and 7, are equal.
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Fig. 3. Traces of rotational resistance for idler rollers with polyurethane shell (P-1) and with steel shell (M-2)
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Fig. 4. Comparison of recorded rotational resistance traces for idler rollers with metal shell M-2 and with polyurethane shell P-1 in rotational speed

range of 0-500 rpm
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Fig. 5. Test rig for measuring idler rotational resistance

Z %/,2

Fig. 6. Distribution of forces and torque on measuring bolt: 1 axle of
tested roller, 2 measuring bolt, 3 support

When the idler is put in motion, a difference between reac-
tions 7, and 7, appears. The difference is the larger, the greater
the idler rotational resistance. Knowing the values of reactions
T, and T, and length / of the arm on which the reactions act, one
can determine torque M acting on the roller axle. Thus one gets
the following relations:

/ /
M=T-2-5> 3)

M=(-T)-L )

where: M — the torque turning the roller axle, in Nm; 7', 7, — re-
actions arising on the bolt as a result of the action of radial force
F, in N; [ — the distance between the places where shearing
forces T', T occur, in N.

Knowing torque M and roller radius » one can calculate

idler rotational resistance /¥, from the relation:
W, =L )
r
where: W, — idler rotational resistance, in N; r,—a radius equal
to the half of the roller diameter, in m.

The tensometric technique was employed to measure idler
rotational resistance W,. The measuring bolt was so designed
that two full strain gauge bridges could be stuck on in the places
of the highest shearing stresses (7, T,) (fig.7). The measuring
bolts are made of highest quality spring steel whereby they can
undergo elastic deformations from 0 to 12kN. Hottinger series
Y 120Q strain gauge rosettes for steel, 6-wire connected into
three independent strain gauge bridges, were used in the me-
asurements. Thanks to the 6-wire connection and the use of full
bridges the measuring system is insensitive to changes in am-
bient temperature.

The measuring system enables the simultaneous registra-
tion of radial loads and idler rotational resistances. The rig is
used for durability tests in which the (rotational resistance ver-
sus radial force) characteristic of the tested idlers is determined.

i

Fig.7. Measuring bolts and measuring point with stuck on strain gauges
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For this purpose a series (usually six) idler rotational resistance
over time measurements are performed for different idler load
levels (ranging from 250 to 12000N). Figure 8a shows a trace
of idler rotational resistance W, over time ¢ under radial load
F_of 1000N. Since the tested idler (Artur Kuepper GmbH &
Co AG 219x1160mm with 6312-27Z C4 bearings) had worked
in a mine for about 2 years rotational resistance stabilized after
20 minutes since the test start. Then on the basis of the results
obtained from the series of measurements under the set load F,
(0.25 + 12kN) rotational resistance W, as a function of F, was
plotted (fig. 8b). The determined relation shows that radial load
F has a significant effect on idler rotational resistance W¥,.
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Fig.8. Dynamic rotational resistance for AKT (219 x 580mm) idler ver-
sus: time (for radial load F, = 1kN); b) radial force F in range
of 0.25-12 kN

The obtained measurement results for the tested five idler
rollers with a steel shell and a labyrinth seal are compared in
fig. 9. In addition, the arithmetic mean of W (F), reflecting the
character of the changes in rotational resistance, was determi-
ned for the above graphs.

The promising results yielded by this measuring method
encourage the use of measuring bolts in belt conveyor operat-
ing measurements. Preparations for such measurements, with
six measuring bolts installed on one set of idlers and register-
ing idler loads and rotational resistances, are underway. These
will be the first in situ idler rotational resistance measurements.
They will supply data about the actual effect of the operational
forces on idler rotational resistances. This, in turn, may shed
new light on the energy consumption of the idler set, the opti-
mum idler spacing and the durability of the particular idlers.
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Fig. 9. Idler rotational resistance W, versus radial force F for tested

AKT idlers and plotted mean of all relations
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4. Belt rolling resistance and idler rotational resi-
stance tests on rig with inclined plane

Figure 1 shows that the largest component of the belt con-
veyor primary resistances is belt-on-idler rolling (indentation)
resistance. This means that first of all this component should be
analyzed when seeking optimal conveyor designs. For this pur-
pose a special measuring rig for simulating belt-idler interaction
conditions has been developed. Its main units are (fig. 10):

- a carriage with two idlers,

- an inclined section for accelerating the carriage,

- a measuring section on which the distance of idler free
rolling on the belt is determined,

- a carriage braking assembly.

The measuring section for investigating carriage motion
kinematics is lined with conveyor belt. The weighting carriage
consists of two load-bearing idlers and a frame. The idlers are
mounted in the frame which can be weighted to increase the
force pressing the idlers to the belt. The carriage is accelerated
to the required velocity on the inclined plane. Subsequently,
on the measuring section the velocity decreases as a result of
rolling resistance and idler rotational resistance. Changes in
velocity are measured by three tachometric probes (Tachol,
Tacho2 and Tacho3). By analyzing the changes in the kinetic
energy of the carriage rolling on the belt one can determine the
rolling resistance. For this purpose one must know the rotatio-
nal resistance of the idlers mounted in the carriage frame. The
rotational resistance of the tested idlers is determined (using the
methods presented in the previous section) prior to the measu-
rements on the rig described above.

Knowing the times it takes the carriage to travel between
the particular probes one can demarcate measuring lengths and
determine the changes in kinetic energy along these lengths.
For start point E and end point D of the measuring section one
can determine carriage travel velocities according to the sche-
matic shown in fig. 11.

Initial velocity v, and end velocity v, for carriage travel
between points D and E on inclined measuring length /, are
calculated from the equations:

/
v =2 (6)
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Fig. 11. Spacing of measuring points and view of measuring carriage

— lBC
V2 At (7
where: [, . — the distance between points B and C on the car-
riage, in m; At, . — the measured time of travel between points
B and C, ins; /,, — the distance between points A and B on the
carriage, in m; At¢,, — the measured time of travel between po-
ints A and B, in s.

The drop in carriage kinetic energy during travel between
points D and E amounts to:

1 7 SR
AEk=§~(m+r—;j-(vl—v2) ®)

where: m — the weight of the carriage, in kg; /. — the moment of
inertia of a single idler roller, in kg-m?; r — the roller radius, in
m; v, — the initial velocity, in m/s; v, — the end velocity, in m/s.

The kinetic energy changes as a result of the work of the
external forces along distance /,,. The sum of the external for-
ces acting opposite to the direction of carriage travel amounts
to:

XF=W,+W,+m-g-sinf )

The work of the external forces along the travel distance is
described by the relation:

AL=(W,+W,+m-g-sinB)-1,, (10)

where: W, — indentation resistance (for two idlers in the carria-
ge), in N; W, — the total dynamic rotational resistance of the two
rollers, in N; m — the weight of the carriage, in kg; g — gravi-
tational acceleration, in m/s% £ — the inclination angle of the

inclined plane, in °; [, — the measuring length, in m.

Since the work of the external forces and the drop in kinetic
energy balance out: AE, =AL, then taking into account equations
(9) and (10) one gets this formula for the idler-on-belt rolling
resistance (for the carriage with two rollers)

1 I .
-~ .[m+r_;j.(vf_v§)-m—m-g-smﬁ (1)

“'pE

The results of tests carried out on the above rig can be used
to compare the effect of belts of different type or various idler
designs on rolling resistance. The unit linear belt rolling resist-
ance determined in the way described above is compared for
two types of idlers in fig. 12. The diagram clearly shows that
idlers with a polyurethane shell generate greater rolling resist-
ance, which is due to their lower stiffness and larger deforma-
tion under the radial force.

5. Tests on measuring segment of belt conveyor

Tests were carried out on specially prepared segment of
a belt conveyor route in PGE KWB Belchatéw PLC to measure
the total motion resistance per idler set. The total motion resi-
stance of a single idler set is made up of the following com-
ponents: the rotational resistance of three rollers, indentation
resistance, flexure resistance of a belt and of a bulk material,
sliding resistance of a belt on idlers (resulting from the random
sideways running of the belt and the automatic deflection of the
side idlers). The measuring idler set is suspended on both sides
on three articulated elements (arranged in three mutually per-
pendicular directions). Force gauges F1 and F2 measuring the
vertical load and the set’s vertical load being the measure of the
instantaneous conveyor output are installed on both sides of the
idler set in the points of suspension. The total motion resistance
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Fig. 12. Comparison of unit rolling resistance as function of linear idler load for idlers with metal shell and idlers with steel shell

per set is measured by pairs of force gauges F3 and F4 and F5
and F6 mounted on the horizontal elements on both sides of the
set. Prior to starting the conveyor, initial forces F, , F, , F; and
F,, are set in the horizontal force gauges. As the belt moves, the
initial horizontal forces registered by the gauges change. Forces

F, and F increase as follows:

F=F +AF, (12)
F=F,+AF, (13)
Forces F, and F decrease relative to their initial values:
F=F,-AF, (14)
F=F -AF, (15)

In order to calculate the total motion resistance per idler set
(W) one should add up all the force increments registered by the
horizontal gauges during the operation of the conveyor:

W=AF, +AF, + AF, + AF, (16)

It is important to properly position the idler set relative to
the belt’s axis and to the neighbouring idler sets. In order to
eliminate any other idler loads (and so additional local motion
resistance increments) it is important that the measuring idler
set and the two neighbouring sets (the preceding one and the

following one) are positioned in space in such a way that the
axles of the idlers in the three consecutive sets lie exactly on
one plane. The position of the idler sets is adjusted by means of
rigging screws.

The measuring segment installed on the route of the tested
overburden conveyor is shown in fig. 14.

During tests the trace of the resultant vertical force (the sum
of readings from the two side force gauges F1 and F2) and the
trace of the resultant horizontal force (the total signal from the
four force gauges F3, F4, F5 and F6) are registered. The resul-
tant vertical force is a measure of the conveyor’s instantaneous
output while the resultant horizontal force is the measured mo-
tion resistance per idler set.

The registered traces of instantaneous forces can be trans-
formed into diagrams illustrating the dependence between the
total idler set motion resistance and the load generated by the
transported mining spoil and the belt. Figure 16 shows an ex-
emplary overall diagram for the traces shown in fig. 15.

6. Conclusions

1. The accuracy of the computing methods is essential for
analyses aimed at determining the effect of conveyor
specifications on resistance to motion. In order to verify

F1

Fig. 13. Schematic of measuring idler set suspension and arrangement of force gauges
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the methods it is necessary to carry out conveyor mo-
tion resistance measurements. Except for idler rotatio-
nal resistance, the particular components of the primary
conveyor resistances cannot be distinguished during
measurements.

2. Measurements performed directly on the conveyor, dur-
ing which the sum of all the components of the primary
resistances is measured, supply the most data on its re-
sistances to motion.

3. The present research aimed at reducing belt conveyor
transport energy consumption focused on the two larg-
est motion resistance components, i.e. idler rotational
resistance and indentation resistance. The two compo-
nents can be investigated on a special measuring rig
with an inclined plane (fig. 10). Research aimed at de-
termining the effect of the belt’s parameters and differ-

Fig. 14. Measuring segment for investigating motion resistance of sin-
gle idler set
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300 1
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200
100

0 | 1 1 1
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I=l

Vertical force [N

8000

6000 .
Z 4000 .

2000 1
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[s]

Fig. 15. Typical trace of instantaneous vertical force (mining spoil and belt load) and horizontal force (idler set motion resistance)

ent idler designs on the conveyor motion resistances is
conducted on this rig.

450 ‘ 4. Investigations of idler rotational resistance aimed at
evaluating different idler designs can be conducted us-
ing the simple measuring rig shown in fig. 2 in section
3. In the case of idlers for conveyors operating in open-
cast lignite mines or for other high-capacity conveyors
one needs to know the effect of the loads acting on the
idlers on the latter’s rotational resistance. For this pur-
pose tests are conducted using a special rig with two
loading wheels (fig. 5).

5. The tensometric measuring technique employing the
specially designed measuring bolts has been verified
in laboratory conditions and it can be successfully used
for industrial measurements. Currently preparations for

foo0 2000 3000 4000 5000 6000 7000 8000 such measurements are underway in a brown coal mine

Vertical force  F [N] and the technique will be used to register the forces and
the rotational resistance for three roller idlers.

400

350

300

250

200

Horizontal force W [N]

150 -

50

Fig. 16. Set of measuring points illustrating dependence between in-
stantaneous horizontal force and vertical force
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1. Introduction

MEHAR’S METHOD FOR ANALYZING THE FUZZY RELIABILITY
OF PISTON MANUFACTURING SYSTEM

METODA MEHAR DO ANALIZY ROZMYTEJ NIEZAWODNOSCI SYSTEMU
PRODUKCJI TLOKOW

10 the best of our knowledge till now there are only two analytical methods for finding the exact solution of fuzzy differen-
tial equations. In this paper; the shortcoming of one of these existing methods is pointed out. To overcome the shortcoming
of the existing method, a new method, named as Mehar s method, is proposed for solving fuzzy differential equations. To
show the advantage of Mehar s method over existing method the fuzzy Kolmogorov's differential equations, developed by
using fuzzy Markov model of piston manufacturing system, are solved by using the existing and Mehars method and it is
shown that the results, obtained by using the existing method, may or may not be fuzzy number while the results, obtained
by using Mehar s method, are always fuzzy number.

Keywords: Fuzzy differential equations, fuzzy reliability, trapezoidal fuzzy number.

Wedle naszej najlepszej wiedzy, do tej pory stworzono jedynie dwie metody analityczne precyzyjnego rozwigzywania roz-
mytych rownan rozniczkowych. W artykule wskazano wady jednej z istniejgcych metod oraz zaproponowano nowg metode
rozwigzywania rownan rozniczkowych, nazwang metodg Mehar, w ktorej wady te zostaly wyeliminowane. Aby wykazaé
przewage metody Mehar nad istniejgcqg metodq, rozwigzano za pomocq obu tych metod rozmyte rownania rézniczkowe
Kotmogorowa wyprowadzone przy uzyciu rozmytego markowowskiego modelu systemu produkcji tlokéw. Wykazano, ze
wyniki otrzymane z wykorzystaniem istniejgcej metody, mogq ale nie muszq by¢ liczbami rozmytymi, natomiast wyniki
otrzymane przy pomocy metody Mehar zawsze stanowiq liczbe rozmytq.

Stowa kluczowe: rozmyte rownania rozniczkowe, rozmyta niezawodnosé, trapezoidalna liczba rozmyta.

operations between trapezoidal fuzzy numbers and arithmetic

Fuzzy differential equations are utilized for the purpose of
modelling problems in science and engineering. The concept
of a fuzzy derivative was first introduced by Chang and Zadeh
[18] it was followed by Dubois and Prade [21], who defined
and used the extension principle. Buckley and Feuring [14]
introduced two analytical methods for solving n” order linear
differential equations with fuzzy initial conditions. Their first
method of solution was to fuzzify the crisp solution and then
checked to see if it satisfies the differential equation with fuzzy
initial conditions and the second method was the reverse of the
first method, in that they first solved the fuzzy initial value pro-
blem and then checked to see if it defines a fuzzy function.

In the last few years, lot of work has been done by several
authors in theoretical and applied fields of fuzzy differential
equations [1-10, 12, 13, 15-17, 19, 20, 22-24, 30-37, 39, 40].

In this paper, the shortcoming of one of these existing
methods is pointed out. To overcome the shortcoming of the
existing method, a new method, named as Mehar’s method, is
proposed for solving fuzzy differential equations. To show the
advantage of Mehar’s method over existing method the fuzzy
Kolmogorov’s differential equations, developed by using fuzzy
Markov model of piston manufacturing system, are solved by
using the existing and Mehar’s method and it is shown that the
results, obtained by using the existing method, may or may not
be fuzzy number while the results, obtained by using Mehar’s
method, are always fuzzy number.

This paper is organized as follows: In Section 2, some basic
definitions, arithmetic operations between intervals, arithmetic

operations between JMD trapezoidal fuzzy numbers are presen-
ted. In Section 3, the existing method for solving fuzzy diffe-
rential equations is presented. The shortcoming of the existing
method is discussed in Section 4. In Section 5, a new method,
named as Mehar’s method, is proposed to find the exact solu-
tion of fuzzy differential equations with the help of JMD re-
presentation of trapezoidal fuzzy numbers. Advantages of the
proposed method over the existing method is shown in Section
6. In Section 7, advantages of JMD representation of trapezo-
idal fuzzy numbers over existing representation of trapezoidal
fuzzy numbers is presented. In Section 8, fuzzy reliability of
piston manufacturing system is evaluated. The conclusion is
discussed in Section 9.

2. Preliminaries

In this section, some basic definitions, arithmetic opera-
tions between intervals, arithmetic operations between trape-
zoidal fuzzy numbers and arithmetic operations between JMD
trapezoidal fuzzy numbers are presented.

26 ExspLOATACIA | NIEZAWODNOSC NR 3/2011




SCIENCE AND TECHNOLOGY

2.1. Basicdefinitions

In this section, some basic definitions are presented [25].

2.1.1. a-cut

In this section, a-cut of a fuzzy number, zero a-cut and equ-
ality of a-cut are presented.
Definition 2.1. An a-cut of a fuzzy number A is defined as
acrispset 4, ={x:pu,(x)>a,xe X}, where a € [0,1].

Definition 2.2. An a-cut 4 =
a=0and b =0.

[a,b] is said to be zero a-cut iff

Definition 2.3. Two a-cuts 4, = [a ,b ] and B = [a,,b,] are said
tobeequalie., 4 =B iffa= a and b =b,.

2.1.2. Trapezoidal fuzzy number

In this section, definitions of trapezoidal fuzzy number,
zero trapezoidal fuzzy number and equality of trapezoidal fuz-
zy numbers are presented [25].

Definition 2.4 A fuzzy number A =(a,b,c,d) is said to be
a trapezoidal fuzzy number if its membership function is given
by

0, —o<x<a,
M, an<b,
(b-a)
1 b<x<c
ui(x) =90 _ ’
! (x d% c<x<d,
(c—d)
d<x<oo,

Definition 2.5 A trapezoidal fuzzy number A= (a,b,c,d) is

said to be zero trapezoidal fuzzy number ift a=0, b=0, ¢=0,
d=0.

Definition 2.6 A trapezoidal fuzzy number A= (a,b,c,d) is

said to be non-negative trapezoidal fuzzy number iff @ >0.

Definition 2.7 Two trapezoidal fuzzy numbers A =(a,bc,.d)
and B = (a,,b,,c,,d,) are said to be equal i.e., A=B iff a=a,
b=b,c=c,d=d,

2.1.3. JMD representation of trapezoidal fuzzy number

Kumar and Kaur [28] proposed JMD representation of
trapezoidal fuzzy number and proved that it is better to use
the proposed representation of trapezoidal fuzzy numbers in-
stead of existing representation of trapezoidal fuzzy numbers
for finding the fuzzy optimal solution of fuzzy transportation
problems. In this section, definitions of JMD trapezoidal fuzzy
number, zero JMD trapezoidal fuzzy number and equality of
JMD trapezoidal fuzzy numbers are presented.

Definition 2.8. Let (a,b,¢,d) be a trapezoidal fuzzy number then
its JMD representation is (x,a.5,y) where x=a, a=b-a>0,
p=c-b>0,y=d-c>0.

JMD

Definition 2.9. A trapezoidal fuzzy number A =(x,0.,5.,y)

JMD
said to be zero trapezoidal fuzzy number if and only if x= 0,
=0, =0, y=0.

Definition 2.10. A trapezoidal fuzzy number A =(x,0.p.,y)

JMD
said to be non-negative trapezoidal fuzzy number if and only if
x>0.

Definition 2.11. Two trapezoidal fuzzy numbers A =¢85 )
and EZ(XZ’“Z Z’YZ)JMD

X T Xy T 0y ﬁl:ﬂz’ Ny

are said to be equal i.e., A=5 ifand only if

2.2, Arithmetic operations

In this section, arithmetic operations between intervals, tra-
pezoidal fuzzy numbers and JMD trapezoidal fuzzy number are
presented.

2.2.1. Arithmetic operations between intervals

In this section, some arithmetic operations between inte-
rvals are presented [25].

LetA=[a, b ], B= [az’ b,] be two intervals then
() 4+B=[ata,b+b,)]
(i) 4-B=[a;-b,, b, -a)]

_ JAx, Ay Az, Aw), A 20
(iif) A4 = {(A»&l,/lz'l,/ly'l,/lxi), 220
(iv) AB = [a,b], where, a = minimum (a,a,,a,b,,a,b b b,) and b
= maximum (alaz,albz,azbl,b b )

2.2.2. Arithmetic operations between trapezoidal fuzzy
numbers

In this section, arithmetic operations between trapezoidal
fuzzy numbers are presented [25].

Let Z] =(x.y,,2,,w,) and 22 = (x,,,,2,,W,) be two trapezo-
idal fuzzy numbers, then
() 4 @© Ay = (q+X0, 01+ 2,21+ 23, W + W)
(ii) 4, © A, = (1 =Wy, ¥ = 23,2 = Y2, W —X3)

e o~ (Ax, A, Az, Aw), A20
(i) 241 =\ 2o Az Ay Ax), A<0

(iv) 4 ® 4,
maximum (x)),
where x = (x x

~ (minimum (x), minimum (y), maximum (y),

1 Z’XIWZ’WIXZ’

wy) and y = (v,,,y,2,2,y,,2,2,

2.2.3. Arithmetic operations between JVID trapezoidal
fuzzy numbers

In this section, arithmetic operations between JMD trapezo-
idal fuzzy numbers are presented [28].

Let ‘:il =(x,a, B Y ) np and ;12 =(X,,09,B5,75) yp  bE tWO
JMD trapezoidal fuzzy numbers, then

(i) Zl @ Z2 = (% + x50+, By + BV + V2

(ii) Z] S AZ = ('xl X0, _ﬂz —72Q +}/2’ﬂ1 +ﬁz’az + }II)JMD

GiVd = (Ax, Ao, ABLAY ) jyps A 20
(D) A4,=\(Ax, + Aa, + AB, + A7, —Ay,~AB—Ac,) yps A <O.
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@iv) 21 ® Zz ~ (minimum (x), minimum (y) — minimum

(x), maximum (y) — minimum (y), maximum (x) — maximum
(), where

x = (22, X0, + X0, + X, B, + X5, %%, + 5,0, + X5+ X7,
XX, + X0, + x5, + X7, + X0 +oya, +a, B, oy, +.
+x,0 4 Biay + BBy + By, + Xy 0 v B+ vis)

and

¥ = (0%, + X0, + X0, + 0,0, XX, + X0, + X, B, + X0, +
+o,0, +a,f,, XX, + X0, + X0, + o0, +
X, B, + oy, x,x, + x00, + X, 3, + x,0, + o0, +

+a,B,+x,6 + B, + BiB,)

Remark 2.1. Let ZI = (x1,11,21,W) be a JMD trapezoidal fuz-
zy number and Zz =(x5,¥2,29,W,) be a non-negative JMD
trapezoidal fuzzy number, then

(x1%2, 12,2122, wwa) X 20

(w2, 3192,2122,Wwp) X <Oand y; 20
y;1<0Oandz; 20
z;<Oandw; 20

otherwise

A ® Ay =4(xywy,¥122,2122, Wi Wy)
(xX1W2, 122,21 Y2, WW2)
X|Wy, V122,21V, W X2)

Remark 2.2. Let ;11 = (x,,00, B1,¥)) o b€ @ JMD trapezoidal

fuzzy number and 22 =(x,,0,,B,,7,) pp be a non-negative

JMD trapezoidal fuzzy number, then
Zl ® 22 =
(o, 3,0 + X500 + 10, X, By + 0 B, + X, B + o, B+

XX, + X0, + X, By + X5, 60 + oo, =X, By — XY,
x,B, + oy By +x, B, + Ba, + BBy, xy, oy, + By, +
X7 710 7By 1172 s

XX, + X0, + 5B, + x7,,x 8, + 0 + a0, + oy B, —
B, = X750 + Bo, + BBy, xy, oy, + By, +
X7y + 710 + 7By + VY2 s

XX, + X0, + X, By + XY, 60 oo, +ay B, — Xy,
X,B, + o, —x,B, —a By, x By + Xy, ta By ayy, +
BB, + By, + %0, + 7,0 + 7By + 1172 s

XX, + X0, + 5,0, + X7, 00, +oua, + 0, By XY,

3. Existing method

Buckley and Feuring [14] introduced two analytical me-
thods for solving fuzzy initial value problem for n” order linear
differential equations. In this section, one of these existing me-
thods for solving fuzzy differential equations is presented.

The solution of fuzzy initial value problem for n™ order fuz-
zy linear differential equation

aiy"®a, " ®.0a7" ®a,y=

=g(x), 7(0)=7,.,7"(0) = 7,,... 7" "0 =7,, (1)
o d'y . ~ .
where, 7 = d—}l} for i =n,n-1,...,1, @, is a non zero trapezo-
X

idal fuzzy number and d,_y,d,_5,...,4,dq are any type of tra-

BBoxiy, tay, + By, Xyt any + B+ ) s %20

%6+ B, —x By — o By Xy, — xi0, — i, — fity) s Otherwise.

pezoidal fuzzy numbers, can be obtained by using the following
steps of the existing method:

Step 1: Find the a-cut [a,,(x,a),a,, (x,a)],

[@,-10)(%,0),a, 1) (X, 0], ..,

[, (3, 00), 1,5 (%, @)1 [, (X, @), g ) (3, 0] )
[ (r,0), 4" ()] | [ (0, 04" (x,0)]
D (o), ()] [y (). (o)

and [74)(0,0), 70 (0,0)1,[7,)(0,2), 7, (0, )]

[V010)(0,@),7, 15, (0,c)] corresponding to fuzzy parameters

geeny

S~ S~ ) ~(n-l ~() =~ = ~
an,am,a,rz,-.-,a.,ao,y<"),y(" ),-.-,y(),y and 7,77, Te-

spectively.
Step 2: Convert the fuzzy initial value problem for n” order

fuzzy linear differential equation (1), into the following n” or-
der differential equation:

(1) (60,0, (5, 00" (2,00, 1" (s )]+ [, ) (6,2, 4y (3,00)]
[yl(n_l)(x’a)sygn_l)(x’a)] ot
+[al(])(xaa)’al(Z)(x’a)][yl(l>(x’a)’y;])(x’a)] +
+[a0(1)(x7a)»ao<z>(x=a)] [y (x,a),y,(x,a)] =[g(x),g(x)],

[yl (0,0(),_)12(0,01)] = [70(1)(0,OC), yO(Z) (0,0t)] R
1"(0,), % (0,0)] = [, (0,2).7,,(0,0)]

1" "(0,@), 73" (0,2)] = [7’,771(1)(030‘)77/,171(2)(()»0‘)]

x, <O0andx, +a, 20

x+a,<0andx +o,+ 5,20

x+o+pB <0andx +a,+p +7,20

Step 3: Convert the n” order differential equation, obtained
from Step 2, into the following ordinary differential equations

by" +b, Yy +..+by" +by = g(x)

n(0,0)= 70(1)(090‘)7J’1(])(070‘) - yl(l)(O,a),...,yl(”'”(O,a) =Y10)(0,2)
ey +e, Y+t yV ey =g(x)

J/z(o,a) = YO(Z)(O!a)vygl)(O’a) = 72(])(0’(1)""’yén_”(oaa) = yn—l(2)(07a)
where,

by = minimum (@, (x,@)y" (x,@), a,, (x,0) 3 (x,a),
a0, (x, ) y" (x, ), a4, (x,00) 93 (x,00))

and '

Ciy(l) = maximum (ai(l)(x>a)y1([)(xaa)’ai(l)(x’a)yy)(xaa):

4 (xba)yl(i)(xaa)aai(z)(xﬂa)y;i)(xba))

fori=n,n-1,...,1,0.
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Step 4: Solve the ordinary differential equations, obtained from
Step 3, to find the values of y (x,, @) and y,(x,, &) corresponding
to x=x,, where x, is any real number.

Step 5: Check that [y (x,,),y,(x,,#)] defines the a-cut of a fuz-
zy number or not i.e., for the values of y (x,a) and y,(x,,a), the
following conditions are satisfied or not.

(i) y,(x,,¢) a monotonically increasing function for a.€[0,1]

(ii) y,(x o) a monotonically decreasing function for a€[0,1]
(i) , (5, 1)= 1,5, 1)

Case 1: If [y (x,@) y,(x,,@)] defines the a-cut of a fuzzy number
then the fuzzy solution y(xg) of fuzzy differential equation (1)
exist and [y, (x,,), ¥,(x,,0)] represents the a-cut corresponding
to fuzzy solution Y (xg).

Case 2: If [y (x,,0) y,(x,,)] does not define the a-cut of a fuzzy
number then the fuzzy solution y(xy) of fuzzy differential equ-
ation (1) does not exist.

4. Shortcoming of existing method in real life
problems

Several authors have proposed different methods for ana-
lyzing the fuzzy reliability of industrial systems. One of the
existing method for analyzing the fuzzy reliability is by using
the fuzzy Markov model [11, 26, 27, 29, 38], in which fuzzy
Kolomogorov’s differential equations are developed with the
help of fuzzy Markov model and the fuzzy reliability is evalu-
ated by solving the obtained fuzzy Kolomogorov’s differential
equations.

In this section, the set of fuzzy Kolomogorov’s differential
equations, obtained by using fuzzy Markov model of a piston
manufacturing system, is solved by using one of the analytical
methods [14] and it is shown that the obtained solution may or
may not be a fuzzy number. Due to which the solution of fuzzy
differential equations, obtained by using the existing method,

22

can not be used to analyze the fuzzy reliability of piston manu-
facturing system.

4.1. Fuzzy Markov modeling of piston manufacturing
system

Piston manufacturing system consists of two sub-systems
namely R and R, , which are connected in series. Further the
sub-system R consists of six sub-systems namely 4,B8,C,D,E
and F and similarly, six sub-systems namely G,H,[J,K and L
constitute the sub-system R,. Markov models for the sub-sys-
tems R and R, are shown in Figure 1 and Figure 2 respectively.

The operations that are performed on these machines or
sub-systems are as follows:

1. Sub-system A4 (Fixture Seat Machine): This machine is
used to clamp the piston.

2. Sub-system B (Rough Grooving and Turning Machine):
On this machine, rough grooves are made on piston. Tur-
ning operation is performed on this machine i.e., to bring
the dia of piston to proper size.

3. Sub-system C (Rough Pin Hole Boring Machine): Pin
hole boring operation is performed using this machine i.e.,
proper size is given to holes.

4. Sub-system D (Oil Hole Drilling Machine): On this ma-
chine, one hole is made on the piston to supply the oil. The
oil is used to move piston in cylinder smoothly.

5. Sub-system E (Finishing Grooving Machine): On this
machine, the finishing is given to rough grooves which are
prepared using sub-system B.

6. Sub-system F (Finish Profile Turning Machine): Oval
shape is given to piston using this machine.

7. Sub-system G (Finish Pin Hole Boring Machine): On this
machine, finishing is given to the pin hole portion which is
prepared using sub-system C.

23
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Fig. 1. Fuzzy Markov model of sub-system R,
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Q Good State

C > Reduced State
:] Failed state

GHIJKI

’ GhIJKL ‘

’ GHiJKL ‘ ’ GHIKL ‘

9 10

Fig. 2. Fuzzy Markov model of sub-system R,

8. Sub-system H (Finish Crown and Cavity Machine): On
this machine, finishing operation is performed on the crown
of piston.

9. Sub-system / (Valve Milling Machine): On this machine,
valve recess is made on the piston.

10. Sub-system J (Chamfering or Radius Machine): This
machine rounds off the corners of the piston, so that it can
run smoothly in the cylinder.

11. Sub-system K (Circlip Grooving Machine): On this ma-
chine, circlip grooves are made on the piston.

12. Sub-system L (Piston Cleaning Machine): This machine
is used to clean the inside and outside portion of the pi-
ston.

4.2, Notation

In this section, notation that is used to analyze the fuzzy
reliability of piston manufacturing system are presented:

1. ABCDEF and G H,IJ,K L denote good conditions of
sub-systems of R, and R, respectively.

2. The symbols a,b,c,d,ef,g h,ijk and [ represent the failed
state of the sub-systems A4,B,C,D,E,F,G,H,1,J,K and L re-
spectively.

3. C,E and G indicate that the sub-systems C,E and G are
working in reduced state.

4. 7, (i=1 to 8) represents the fuzzy failure rates of the re-
levant sub-systems, when the transition is from 4 to a, B
tob,Dtod, Ftof, Cto C,EtoE,C tocand E toe
respectively.

5. ﬁ‘_ (i=1 to 8) represents the fuzzy repair rates of the rele-
vant sub-systems, when the transition is from @ to 4, b to B,
dtoD,ftoF, C to C, E to E, cto Cand e to E respective-
ly.

6. 1, (i=1 to 7) represents the fuzzy failure rates of the rele-
vant sub-systems, when the transition is from H to A, I to i,

Jtoj,Ktok,Ltol, Gto G and G to g respectively.

7. [, (i=1 to 7) represents the fuzzy repair rates of the rele-
vant sub-systems, when the transition is from / to H, i to ,
jtoJ,ktoK,/toL, G to G and g to G respectively.

8. 13/.(1), j=L2,..,n represents the fuzzy probability that
the system is in state S/_ at time ¢, where 7 is numher of sta-
tes. f’/.'(t),j =1,2,...,n represents derivative of P; (¢) with
respect to £.

9. R/(t) and R,(?) denote the fuzzy reliability of the sub-
systems R, and R, respectively.

10. ﬁ(t) represents the fuzzy reliability of the whole system.

4.3. Assumptions

In this section, the assumptions that are used for analyzing
the fuzzy reliability of piston manufacturing system are pre-
sented:

(1) Fuzzy failure rates and fuzzy repair rates are independent
with each other and their unit is per hour.

(i1) There are no simultaneous failures among the sub-sys-
tems.

(iii) Sub-systems C,E and G fails through reduced states only.

44. Data

On the basis of the perception of the experts, the appropria-
te failure rates and repair rates for the different sub-systems of
R, and R, represented by trapezoidal fuzzy numbers, are shown
in table 1 and table 2 respectively.

4.5. Fuzzy Kolmogorov's differential equations for the
sub-systems R, and R,

In this section, fuzzy Kolmogorov’s differential equations
are developed by using the Markov model for the sub-systems
R and R,.

Fuzzy Kolmogorov’s differential equations for the sub-sys-
tem R, associated with the Markov model (Figure 1) are:
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Tab. 1. Fuzzyfailure rates and fuzzy repair rates for the different sub-systems of R,

Fuzzy failure rate

Fuzzy repair rate

921:(0'001 05,0.00126,0.00154,0.00175)

B,=(1.026,1.0584,1.1016,1.134)

)ZZ=(O.OOO45,O.O0054,0.00066,0.00075)

B2=(0.04085,0.O421 4,0.04386,0.04515)

923:(0.000675,0.00081 ,0.00099,0.001125)

B,=(0.475,0.49,0.51,0.525)

~4=(0.000675,O.00081 ,0.00099,0.001125)

ﬁ4=(0.271 7,0.28028,0.29172,0.3003)

252(0.01 56,0.01872,0.02288,0.026)

3,=(0.1463,0.15092,0.15702,0.1617)

26=(0.01 56,0.01872,0.02288,0.026)

3,=(0.2375,0.245,0.255,0.2625)

727:(0.000675,0.00081 ,0.00099,0.001125)

ﬁ7=(0.05605,O.05782,O.0601 8,0.06195)

)Za=(0.002925,0.0035 1,0.00429,0.004875)

B8=(0.08265,0.O8526,0.08874,0.091 35)

Tab.2.  Fuzzyfailure rates and fuzzy repair rates for the different sub-systems of R,

Fuzzy failure rate

Fuzzy repair rate

0.00105,0.00126,0.00154,0.00175

[1,=(0.3135,0.3234,0.3366,0.3465)

n.=
Ul

2

[1,=(0.475,0.49,0.51,0.525)

1,=(0.6365,0.6566,0.6834,0.7035)

17,=(0.00023,0.00027,0.00033,0.00038

[1,=(0.03325,0.0343,0.0357,0.03675)

( )
7,=(0.00023,0.00027,0.00033,0.00038)
17,=(0.00008,0.00009,0.00011,0.00013)

( )
75=( )

1,=(0.00008,0.00009,0.00011,0.00013

[1,=(2.8785,2.9694,3.0906,3.1815)

1,=(0.0156,0.01872,0.02288,0.026)

£1,=(0.2109,0.21756,0.22644,0.2331)

17,=(0.003,0.0036,0.0044,0.005)

f1,=(0.11875,0.1225,0.1275,0.13125)

BY()® AR (1) = BP(1)® BB (1) ® B2 (1) ® B,B(1)

® BB (1)@ BB (1) ® BB, (1) ® B By(1)

BV ()@ LB(t)= BB (1) ® BB (1) ® BB, (1) ® BB, (1)

® By (1)® 7.B(1)

133“)0) ® j3133(t) = B11313(t) @ szm(t) @ 331315(0 @ 341?;5([)

® B,B,(1)® 7,B(1)

B0 ® 2P, (1) = BBy (1) ® B, (1) @ BB (1) ® BB, (1)

® 7B ® 7,B(1)

Rl(i)(t) (-D ﬁ 4+z(t) = ilé(l‘),l = 1’2’3’4

BO)®BR, ()= 7B(t).i=1,2,3,4 (S

P(l)

12+i

(t) @ ﬁ! ]2+1(t) = Z:PS(t)’l = 15253>4

BY () ® B,B,(t) = 7,B,(t)

PV ® BR
B ® B,

()= 7P (0)

Pl9([) = 7271)40)

P (1) ® BBy (1) = 7Py(1)

P(l)

20+i

where,

P(l)(l) —

)’ZZN

%
7
i,-

O ® BBy, ()= 7.B(t).i=1,2,3,4

’ for i=1 to 24
d

YACEACEACHACEA
LOLOLO7,®7, @ p;

LOTLOL O ® b
LHOLOLOL DL DY

with fuzzy initial conditions 1~’1 (0)=(0.94,0.945,0.955,0.96),

IN’Z (0)=(0.006,0.0065,0.0075,0.008),

P3(0) =(0.004,0.0045,0.0055,0.006),

P4(0) =(0.002,0.0025,0.0035,0.004) and P (0)=(0,0,0,0), j=4

to 24. (CD
Fuzzy Kolmogorov’s differential equations for the sub-sys-

tem R, associated with the Markov model (Figure 2) are:

B () ®5,B() = iP(1) ® @, P(1) ® fL,P () ® fi,By(¢)
@ AP (1) ® B (1) ® 1,y (1)
PO ®6,P,(1) = LB(1)® @B (1) ® By (1) ® B, (1)
® fi, B, (1) ® 1B (1)
PO ® P, () =1B(),i=1,2,3,4,5 (S2)
PO ® By, (1) =1,5(1),i=1,2,3,4,5
B () ® i, By (1) =1, B,(0)
where,
P“)(t) i fori=1to 13
d
5, =1, &1, &1, 1], 1], D1,
5, =1, @1, &1, &1, D1, O1f, ® fi,
with fuzzy initial conditions 131(0) =(0.95,0.955,0.965,0.97),

£(0)=(0.004,0.0045,0.0055,0.006) and P;(0) =(0,0,0,0), j=3
to 13. (C€2)

4.6. Solution of fuzzy Kolmogorov’s differential equ-
ations of sub-system R, and R,

The solution of fuzzy Kolmogorov’s differential equations
of sub-system R, and R,, developed in Section 4.5, are obtained
by using the existing method [14], discussed in Section 3, for
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a=0,02,04,0.6, 0.8, 1 at t = 360 hours and the solution is
shown in table 3 and table 4 respectively.

It is obvious from the results, shown in Table 3 and Table 4,
that [p, (f,a),p;,(¢,a)] does not define the « - cut of a fuzzy
number p ;(#) forj=1.So, the solution obtained by using the
existing method [14] cannot be used to analyze the fuzzy relia-
bility of piston manufacturing system.

Remark 4.1. In Section 4.6, it is shown that the solution ob-
tained by using the existing method [14] can not be used to
analyze the fuzzy reliability of piston manufacturing system.
Similarly, several real life problems may be found for which the
results of the existing method may or may not be valid.

5. Mehar’s method with JMD representation of
trapezoidal fuzzy numbers

To overcome the shortcoming of the existing method, di-
scussed in Section 4, a new method, named as Mehar’s method,
is proposed to find the exact solution of fuzzy differential equ-
ations with the help of JMD representation of trapezoidal fuzzy

trapezoidal fuzzy number and a,_;,a,,_»,...,a;,a, are JMD tra-
pezoidal fuzzy numbers, can be obtained by using the following
steps of Mehar’s method:

Step 1: Convert all the parameters of fuzzy differential equ-
ations, represented by trapezoidal fuzzy number (a,b,c,d), into
JMD trapezoidal fuzzy number (x,.8,y),,,, where a=b-a=>0,
p=c-b>0,y=d-c>0. Assuming a, = (@,a> B> Buey> Bucsy) >

a, = (anfl(l)ﬁﬂn—l(l)’ﬂn—l(Z)’ﬂn—l(S))JMD’an—Z =
= (@, 201y Busys Bu-ays Buay)) i >+

a, = (al(l)’ﬂl(l)’ﬂl(Z)’ﬁl(}))JMD’dO =

(n)

_ ~n) — (n)
= (ao(l)’Boupﬂoawﬁwn)mmy "= !

(n) (n)
o0, ,05") s

Sn=1) — =) (n=1) o (n=1)  (n=1) S
Yy - (yl ,Q e 0y )JMD""’y -

— (v 4D LM
_(yl ’a] ’az 7a3

1 ~
))JMD’y = (11,04,05,05)
and

Vo= (7/0(1)=40(1)’C0(2)a40(3))./MD=771 = (71(1)a€1(1)=41(2)’4/1(3))4//\40"--’

numbers.
The solution of fuzzy initial value problem for n* order fuz-
zy linear differential equation (1), where a, is a non zero JMD

Voo = (yn—l(l)’Cn—l(l)’Cn—l(Z)’Cn—l(3))JMD

Tab. 3. Solution of fuzzy Kolmogorov's differential equations for sub-system R, obtained by using the existing method [14]

pj(t) for a =0 pj(t) for o =0.2 pj(t) for o= 0.4 pj(t) for o= 0.6 pj(t) for a = 0.8 pj(t) for o= 1
J| ppta | pulta | pyta) | pyta) | plta) | pta) | p,lta) | p,lta) | p,a) | pyta | p,ta) | p,lta)
1 | 0525421 | 0396102 | 0.515146 | 0401844 | 0.504872 | 0.407586 | 0.494597 | 0.413328 | 0.484323 | 0.419071 | 0.474049 | 0.424813
2 0.055996 | 0.065514 0.05667 0.065057 | 0.057344 | 0.064601 0.058018 | 0.064144 | 0.058692 0.063687 | 0.059366 | 0.063231
3 0.032869 | 0.036752 | 0.033158 | 0.036576 | 0.033447 | 0.036401 0.033737 | 0.036226 | 0.034026 | 0.036051 0.034316 | 0.035876
4 | 0306812 | 0.424067 | 0315888 | 0.419049 | 0.324964 | 0414032 | 0.33404 | 0.409015 | 0.343116 | 0.403998 | 0.352192 [ 0.398981
5 0.000537 | 0.000611 0.000542 | 0.000607 | 0.000547 | 0.000604 | 0.000553 0.000601 0.000558 | 0.000597 | 0.000564 | 0.000594
6 0.005867 | 0.006627 | 0.005923 0.006592 0.00598 0.006557 | 0.006036 | 0.006522 | 0.006093 0.006487 0.00615 0.006453
7 | 0.000747 [ 0.000849 | 0.000754 | 0.000844 | 0.000761 | 0.000839 | 0.000769 | 0.000834 | 0.000776 | 0.000829 [ 0.000784 | 0.000825
8 0.001307 | 0.001485 0.00132 0.001476 | 0.001333 0.001468 | 0.001346 | 0.001459 | 0.001359 | 0.001451 0.001372 | 0.001443
9 0.000057 | 0.000101 0.000059 | 0.000098 | 0.000062 | 0.000095 | 0.000065 0.000093 | 0.000068 | 0.000091 0.000071 0.000088
10 | 0.000623 | 0.001093 | 0.000651 | 0.001065 | 0.000681 | 0.001038 | 0.000709 | 0.001011 | 0.000738 | 0.000984 | 0.000767 | 0.000957
11 | 0.000079 0.00014 0.000082 | 0.000136 | 0.000086 | 0.000133 0.00009 0.000129 | 0.000094 | 0.000126 | 0.000098 | 0.000122
12 | 0.000139 | 0.000245 0.000145 0.000238 | 0.000151 0.000232 | 0.000158 | 0.000226 | 0.000164 0.00022 0.000171 0.000214
13 | 0.000033 | 0.000056 | 0.000034 | 0.000054 | 0.000036 | 0.000053 | 0.000037 | 0.000052 | 0.000039 | 0.000051 0.000041 0.00005
14 | 0.000366 | 0.000614 | 0.000381 0.0006 0.000397 | 0.000586 | 0.000412 | 0.000572 | 0.000428 | 0.000558 | 0.000444 | 0.000544
15 | 0.000046 | 0.000078 | 0.000048 | 0.000076 0.00005 0.000074 | 0.000052 | 0.000072 | 0.000054 | 0.000071 0.000056 | 0.000069
16 | 0.000081 0.000137 | 0.000084 | 0.000134 | 0.000088 | 0.000131 0.000091 0.000127 | 0.000095 0.000124 | 0.000099 | 0.000121
17 | 0.000679 | 0.001193 | 0.00071 | 0.001163 | 0.000741 | 0.001133 [ 0.000773 | 0.001103 | 0.000804 | 0.001073 | 0.000836 | 0.001044
18 0.00117 0.001967 0.00122 0.001921 0.00127 0.001876 0.00132 0.001831 0.00137 0.001786 0.00142 0.001741
19 | 0.003628 | 0.007661 0.003876 | 0.007431 0.004125 0.007201 0.004373 0.006972 | 0.004622 | 0.006742 | 0.004871 0.006513
20 | 0.010731 | 0.022557 | 0.01146 | 0.021884 | 0.01219 | 0.021211 | 0.012919 | 0.020538 | 0.013649 | 0.019865 [ 0.014379 | 0.019193
21 | 0.000313 | 0.000654 | 0.000334 | 0.000634 | 0.000355 | 0.000615 0.000376 | 0.000595 | 0.000397 | 0.000576 | 0.000419 | 0.000557
22 | 0.003293 | 0.006991 0.00352 0.00678 0.003748 | 0.006569 | 0.003975 0.006358 | 0.004203 0.006147 | 0.004431 0.005936
23 | 0.000435 | 0.000908 | 0.000464 | 0.000881 | 0.000493 | 0.000853 | 0.000522 | 0.000826 | 0.000551 | 0.000799 [ 0.000581 | 0.000772
24 | 0.000759 | 0.001587 0.00081 0.00154 0.000861 0.001493 0.000912 | 0.001446 | 0.000963 | 0.001399 | 0.001015 | 0.001352
Tab. 4.  Solution of fuzzy Kolmogorov’s differential equations for sub-system R, obtained by using the existing method [14]
pj(t) for a =0 pj(t) for o= 0.2 pj(t) for o= 0.4 pj(t) for o= 0.6 pj(t) fora= 0.8 pj(t) fora= 1

J | pea | pya) | p,ta | p,ta | pta | pyta | p,ta) | p,ta | p,ta | pa | p,ka) | p,a)
1 0.87807 0.862585 0.876803 0.86353 0.875536 | 0.864525 0.87427 0.86552 0.873003 | 0.866515 | 0.871737 0.867511
2 0.064038 | 0.094192 | 0.065987 | 0.092551 0.067937 0.09091 0.069887 0.08927 0.071837 | 0.087629 | 0.073787 | 0.085989
3 0.002941 0.004356 | 0.003032 | 0.004278 | 0.003123 | 0.004201 0.003214 | 0.004123 0.003305 | 0.004046 | 0.003396 | 0.003969
4 | 0.00425 | 0.000624 | 0.000436 | 0.000611 | 0.000447 | 0.000598 | 0.000458 | 0.000586 | 0.000469 | 0.000573 | 0.00048 | 0.000561
5 0.00011 0.000159 | 0.000111 0.000155 0.000113 | 0.000151 0.000115 | 0.000147 | 0.000117 | 0.000143 0.000119 | 0.000139
6 0.006073 0.008919 0.00623 0.008739 | 0.006388 | 0.008559 | 0.006546 | 0.008379 | 0.006704 | 0.008199 | 0.006862 | 0.008019
7 | 0.000024 | 0.000035 | 0.000024 | 0.000034 | 0.000024 | 0.000033 | 0.000025 | 0.000032 | 0.000025 | 0.000031 | 0.000026 | 0.000031
8 0.000228 | 0.000475 | 0.000229 | 0.000459 | 0.000243 0.000442 | 0.000257 | 0.000425 0.000272 | 0.000409 | 0.000287 | 0.000393
9 0.000031 0.000068 | 0.000033 0.000065 | 0.000035 0.000062 [ 0.000037 0.00006 0.000039 [ 0.000057 | 0.000041 0.000055
0 | 0.000008 | 0.000017 | 0.000008 | 0.000016 | 0.000009 | 0.000015 | 0.000009 | 0.000014 [ 0.00001 | 0.000013 | 0.00001 [ 0.000013
11 0.000442 | 0.000973 | 0.000469 | 0.000937 | 0.000497 | 0.000901 0.000525 0.000865 0.000553 | 0.000829 | 0.000581 0.000794
12 0.000001 0.000004 | 0.000001 0.000003 | 0.000001 0.000003 | 0.000002 | 0.000003 | 0.000002 0.000003 0.000002 | 0.000003
13 | 0.001617 | 0.003588 | 0.001727 | 0.003463 | 0.001837 | 0.003339 | 0.001947 | 0.003215 | 0.002057 | 0.003091 | 0.002168 | 0.002967
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the fuzzy linear differential equation (1), can be written as

( ) ( ) ( ) ( )
(an(l)’ﬁn(] ﬁn(Z)’ﬁn(}))lMD ®(y " ! ! ! )/MD ('B(an 1(1)$an l(l)’ﬁn 1(2)’:3;« 13) )/MD

1 1 1 Hoom ) a
(J’(” \a )saén Loy ))JMD D.. @ (al(l)’ﬁl(l)’ﬁl(Z)’ﬂl(}))JMD ®(y( ! ( ' O‘; )7053 ))./MD ®
(ao(l)’BO(I)’IBO(Z)’ﬁOG))./MD®(yl’al’a2’ Do = (£,0,0,0)
( Yo = Toy»Coys Sy Soi) - 100,05, 05™) i = (1) -S1ty» G100y 1)
yl(sofiyazr 1)3 JI\/(ID ) 7/0(1)7 01250225 03y Jamp > V1 5% 503 ) vp = Y1y 61002612026 13) )ump s+
n (n n (n-1
""" e )JMD (yn—l(l)ﬁén—l(l)’Cn—l(Z)’Cn—l(B))JMD

Step 2: Using Definition 2.11 and Section 2.2.3, the fuzzy dif-
ferential equation, obtained from Step 1, is converted into the
following four crisp linear differential equations

(i) (!) (i) —
ﬁl(z)yl + ﬁl(z)al + B, ) —bz", dz maximum

(i)
(az(])yl +a,(|)a +ﬁz(|}yl +ﬁz(]} [a

= (n=1) ® = 0] 0] 0]
bz" +b, 2" +..+bz +hz=¢ 2 au W + a0 +a 08 + B + Bl +
_ ) — (n=1) _ (i) (i) (@) () (@)
V1= Yoy N Vs T Vs ﬁi(l)az SV ) +ﬂi(1)y1 +ﬂi(1)a1 +
(n) (n—=1) 1) _ . . . . .
+c, 2"+ 4z +c,z2=0 3 (i) () (0 0] Q) 0 4
0 (€) ﬂi(Z)yl + ﬂi(z)a1 S T 400 a0, + ﬂz(l)yl
Q= ) ) )
(i) (i) ( )
Cou)a =iy =S ﬂ‘(l)al + :B,(l)az T Pigh "+ P + ﬁl(z)az ~bz" Y,
(n) (n=1) (1) —
dz" + dVHz +.+dz"+d3z=0 “) 20 = maximum
Qb = o
éo(zp gl(z)’ g”"(z) (ai(])yl > ,(1))’1 Y+ az(l)a )+ al(l)a ’ 4 az(l)aS > x(l)yl
) (1) ® = () () () () )
€z e,z tetez +ez=0 ®) ﬂi(l)yl + ﬂi(z)yl + ﬂz(})yl > 1(1)y1 Y+ a0+ a0, +
(n ) _ . . " .
4,00)’0% S =S a0 + By + ﬂi(l)alm + B’ +
where (0 (i) Q) (O
i ; ; ; ; ﬁl<1)a3 + ﬁ,(z)yl + ﬁi(z)al + ﬂ[(z)(xz + Bipes” + Bon” +
(i) (i) (i) (i)
0] - (g, 0" a0 0" + a0 +a,,05" +
52D = minimum GoN %Y i %2 o
! 0 o o o o ﬁ:(})al + ﬁ,(s)az + ﬁ,(3)a3 )=b, z¢
! i ; ; ;
+ a0, a0 + Ban” + Bon” + Ben’s et g2 fori=nnl. 1.0
i i i AR Bl

(i) 0 () () 0] (i)
a, + a0 + a0 +a,.,0" + B, + B + . . . .
oA (1% %2 0" By + B Step 3. Solve the ordinary differential equations (2) to (5), ob-

+ tained from Step 2, to find the values of y , a,, a,, and a.
Step 4. Putthe valuesofy ,a,a,,and e, in y = (y,,@,,@,,3)
to find the solution of fuzzy differential equation (1).

(i) (i) (i) (i)
+ ﬁ[(l)az + ﬁi(l)a3 + ﬁ[(Z)yl + ﬁt(z]al

(i) (i) i) (')
ﬁ:(z)az +ﬁl(2) +ﬁz(3)y1' +ﬁi(3)all +B 3)a21 ""ﬁz(s 31 ),

() s (i) (i) (i) Step 5. Convert j}:(yl7alaazaa3)JMD into y:(a’b’c’d)’
¢,z =minimum (@, " + a0 + B, v + B, ol ¥
i X1 i(1) i1 ) ;i — = = =
i i where, a=y, b=y ta,c=ytataandd=y+a+ota,.
(i) (i) (i) 0) (i)
+a‘(l)a +az(1)a +ﬁz(l)yl +ﬁz(])a +ﬁ,(|) 2 ’ G T age + 0 (1) W )
o o o o o, o Remark 5.1. If (3,",0",,”,05")\p is non negative JMD
i i i i : ;
Bion"” +Bar” + By + B saon” +agey” + trapezoidal fuzzy number, then the values of 2%, cz?, dz” and
i ) defined in Step 2 b itt
() ez", defined in Step 2, can be written as
,(1)0‘2 +ﬁx(1))’1 Jr[31(1)0‘1 +ﬂi(1)a2 + mo ’
(@)
0} l(l)yl ’ 0 0 ) Gy >0
) — i i .
bz =3a,,»" + a0 +a,,,05" + a0y, otherwise
(0
: z(l)al + 1(1))’1 +ﬂz(1)a1( 5 o 1(1)20
) — i _
Gz = ﬂz(l)yl + ﬂlu) a; O, :(1)0‘%( ; Q) S 0 and Ay t ﬁzm =
i
,Bl(n +,Bl(1)05 +ﬁ,“)a2 a0, otherwise.

(i) (i) (i) (i)
ul)az +ﬁ,(1) +ﬁl(2)yl +ﬁ[<2)a1 +ﬁi(2)a2 >

) — (i)
dz" = ﬂx(Z)yl +ﬂx(2)a1 +ﬂ,(2)a2 >

Ayt ﬁ[(l) 20
a;,, + ﬂ‘(l) <0 and a,, + ﬁ,(l) + ﬂ,(z) >

(i (i) (i)
ﬂx(Z)yl o~ Gy = B otherwise.
and
(i)
1(1)a3 + 1(1)a3 )+ ﬁt(Z)a3 + ﬂz(3)y1 + ﬂz(3)a1 +
ﬂima + Bios 5 o o @y + Biy + Bipy 20
1 13 1
4,05 + 08" + B, |>az + B
i) —
€z = :Btmo‘z + B’ + By + /3,(3)0‘1
() (i)
ﬂ,(z)az + B s o a1y + By + Bipy <0 and a, ) + By + Biy + Bigy) 2 0
(i) i
& '+ A1ya3 3, )_ ﬂz(l)yl —Baa” -
1 .
ﬁz(z)yl - ﬁi(z)al > otherwise.

for i=n,n-1,...,1,0
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6. Advantages of Mehar’s method

The main advantages of Mehar’s method over existing me-
thod [14] is that on solving the fuzzy differential equations by
using the existing method, the obtained results may or may not
define the a-cut of a fuzzy number while on solving the fuzzy
differential equations by using Mehar’s method, the obtained
solution are always fuzzy number.

In this section, to show the advantages of Mehar’s method
over existing method, the fuzzy Kolmogorov’s differential equ-
ations for the sub-systems R, and R,, developed in Section 4.5,
for which by using the existing method the obtained results are
not appropriate, are solved by using Mehar’s method, proposed
in Section 5 and the obtained results, after converting the ob-
tained JMD trapezoidal fuzzy number (x,a,8,) ,,,, into existing
representation of trapezoidal fuzzy number (a,b,c,d), are shown
in table 5 and table 6 respectively.

It is obvious from table 5 and table 6, that
(P (1), pj5(0), p5(1), p;4 (1)) defines a trapezoidal fuzzy num-
ber p j(r) forj=1to24and; =1 to 13 respectively.

7. Advantages of JMD representation of trapezo-
idal fuzzy numbers over existing representation
of trapezoidal fuzzy numbers

Kumar and Kaur [28] shown that it is better to use the pro-
posed representation of trapezoidal fuzzy numbers instead of
existing representation of trapezoidal fuzzy numbers for finding
the fuzzy optimal solution of fuzzy transportation problems. In
this section, it is shown that it is also better to use JMD re-
presentation of trapezoidal fuzzy numbers for solving fuzzy
differential equations as compared to existing representation of
trapezoidal fuzzy numbers.

To show the advantage of JMD representation of trapezo-
idal fuzzy numbers over existing representation of trapezoidal
fuzzy numbers, the fuzzy Kolomorgov’s differential equations,
for the sub-systems R, and R, developed in Section 4.5, are so-
lved by using Mehar’s method with existing representation of
trapezoidal fuzzy numbers and the obtained results are shown
in table 7 and table 8§ respectively.

It is obvious from table 7 and table &, that
(P (1), pj2(0), P 5(1), P4 (1)) does not define a trapezoidal fuz-
zy number forj = 1.

Tab. 5. Solution of fuzzy Kolmogorov’s differential equations for sub-system R, obtained by using Mehar’s method

P ;(t) for =60 p;(®) for =120 P (t) for =180 P ;(t) for =240 P ;(®) for =300 p ;@) for =360
j (P (0, p;5(0), (P (D), p;5(0), (P, p;5 (), (P (D), p;, (), (P (), p;, (), (P (D), p;, (),
Pys(0),p,4(0) P10, p,4() P10, p,4(1) P10, p,4() ZNONG)) P (0, p4(0))
1 (0.720279,0.724095, (0.652165,0.655343, (0.603616,0.606389, (0.568691,0.571173, (0.543538,0.54602, (0.525421,0.527484,
0.731181,0.734988) 0.66104,0.664203) 0.611232,0.613988) 0.5754,0.577863) 0.550247,0.55271) 0.530833,0.532877)
2 (0.071153,0.072092, (0.065846,0.066938, (0.062073,0.063193, (0.059359,0.060453, (0.057404,0.058498, (0.055996,0.056988,
0.074107,0.075045) 0.069151,0.070288) 0.065337,0.066453) 0.06345,0.063539) 0.060495,0.061584) 0.058685,0.059671)
3 (0.044381,0.045198, (0.040352,0.041218, (0.037486,0.038314, (0.035423,0.036189, (0.033938,0.034704, (0.032869,0.033514,
0.046916,0.047741) 0.042925,0.043805) 0.039853,0.040364) 0.037551,0.038333) 0.036066,0.036848) 0.034591,0.03525)
4 (0.096162,0.096893, (0.169323,0.172501, (0.221951,0.223285, (0.259851,0.261463, (0.287149,0.28731, (0.306812,0.308887,
0.098549,0.099281) 0.174963,0.175998) 0.22648,0.227818) 0.265271,0.266889) 0.291118,0.292736) 0.313591,0.315675)
5 (0.000738,0.000761, (0.000688,0.00069, (0.000618,0.000637, (0.000582,0.000599, (0.000556,0.000573, (0.000537,0.000551,
0.000807,0.00083) 0.000729,0.00075) 0.00067,0.000689) 0.000627,0.000643) 0.000601,0.000617) 0.000573,0.000586)
6 (0.007563,0.007585, (0.007414,0.007452, (0.006856,0.006907, (0.006417,0.006478, (0.006097,0.006158, (0.005867,0.005941,
0.007641,0.007663) 0.007546,0.007584) 0.007028,0.007079) 0.006618,0.006679) 0.006298,0.006359) 0.006103,0.006177)
7 (0.001027,0.001049, (0.000929,0.000956, (0.000859,0.000885, (0.000809,0.000833, (0.000773,0.000797, (0.000747,0.000768,
0.0011,0.001122) 0.00101,0.001037) 0.000933,0.000959) 0.000875,0.000899) 0.000839,0.000863) 0.000801,0.000821)
8 (0.001802,0.001829, (0.001629,0.001667, (0.001505,0.001546, (0.001417,0.001458, (0.001353,0.001394, (0.001307,0.001344,
0.001915,0.001942) 0.001813,0.00185) 0.001737,0.001778) 0.001684,0.001725) 0.00162,0.001661) 0.001616,0.001652)
9 (0.000072,0.000076, (0.000067,0.000073, (0.000063,0.00007, (0.000061,0.000068, (0.000058,0.000065, (0.000057,0.000063,
0.000087,0.000091) 0.000086,0.000092) 0.000084,0.000091) 0.000081,0.000088) 0.000078,0.000085) 0.000074,0.00008)
10 (0.000719,0.000722, (0.00074,0.000749, (0.000699,0.000713, (0.000665,0.000683, (0.000641,0.000659, (0.000623,0.000649,
0.000733,0.000736) 0.000773,0.000781) 0.00075,0.000764) 0.00073,0.000748) 0.000706,0.000724) 0.000711,0.000737)
11 (0.000101,0.000105, (0.000093,0.0001, (0.000088,0.000096, (0.000084,0.000093, (0.000081,0.00009, (0.000079,0.000088,
0.000115,0.000119) 0.000116,0.000123) 0.000114,0.000122) 0.000111,0.00012) 0.000108,0.000117) 0.000104,0.000109)
12 (0.000177,0.000181, (0.000164,0.000173, (0.000154,0.000166, (0.000147,0.000161, (0.000142,0.000156, (0.000139,0.000154,
0.000197,0.000201) 0.000211,0.00022) 0.000224,0.000236) 0.000237,0.000251) 0.000232,0.000246) 0.000257,0.000272)
13 (0.000045,0.000049, (0.000041,0.000046, (0.000038,0.000043, (0.000036,0.000041, (0.000034,0.000039, (0.000033,0.000037,
0.000058,0.000062) 0.000057,0.000062) 0.000053,0.000058) 0.00005,0.000055) 0.000048,0.000053) 0.000044,0.000048)
14 (0.000457,0.00046, (0.000457,0.000464, (0.000425,0.000436, (0.000399,0.000413, (0.00038,0.000394, (0.000366,0.000385,
0.00047,0.000473) 0.000485,0.000492) 0.000466,0.000477) 0.00045,0.000465) 0.000431,0.000446) 0.00043,0.00045)
15 (0.000063,0.000066, (0.000057,0.000063, (0.000053,0.00006, (0.00005,0.000057, (0.000048,0.000055, (0.000046,0.000052,
0.000075,0.000078) 0.000076,0.000082) 0.000074,0.000081) 0.00007,0.000077) 0.000068,0.000075) 0.000062,0.000068)
16 (0.000111,0.000115, (0.000101,0.000109, (0.000093,0.000103, (0.000088,0.000099, (0.000084,0.000095, (0.000081,0.000092,
0.00013,0.000134) 0.000141,0.000149) 0.00015,0.00016) 0.000158,0.000169) 0.000154,0.000167) 0.000168,0.000179)
17 (0.000835,0.00084, (0.000809,0.000822, (0.00076,0.00078, (0.000723,0.000749, (0.000697,0.000705, (0.000679,0.000715,
0.000856,0.000861) 0.000857,0.00087) 0.000833,0.000853) 0.000816,0.000842) 0.000772,0.000798) 0.0008,0.000836)
18 (0.001591,0.001613, (0.001453,0.0015, (0.001345,0.001412, (0.001266,0.00135, (0.001211,0.001295, (0.00117,0.001273,
0.001675,0.001697) 0.001624,0.001671) 0.001581,0.001649) 0.001548,0.001633) 0.001493,0.001578) 0.001495,0.0016)
19 (0.000835,0.000839, (0.001794,0.001804, (0.002496,0.002514, (0.003002,0.00303, (0.003366,0.003394, (0.003628,0.003678,
0.000852,0.000865) 0.001836,0.001846) 0.00257,0.002589) 0.003114,0.003142) 0.003478,0.003506) 0.003822,0.003872)
20 (0.002753,0.002772, (0.00552,0.00597, (0.007515,0.007592, (0.008951,0.009065, (0.009986,0.0101, (0.010731,0.010927,
0.002827,0.002846) 0.00729,0.00774) 0.007819,0.007896) 0.009398,0.009512) 0.010433,0.010547) 0.011477,0.011673)
21 (0.000096,0.000099, (0.000172,0.000177, (0.000226,0.000233, (0.000265,0.000274, (0.000293,0.000302, (0.000313,0.000325,
0.000107,0.00011) 0.00019,0.000195) 0.000251,0.000258) 0.000297,0.000306) 0.000325,0.000334) 0.000354,0.000366)
22 (0.000672,0.000675, (0.001549,0.001556, (0.002214,0.002227, (0.002696,0.002945, (0.003043,0.003062, (0.003293,0.003328,
0.000683,0.000686) 0.001578,0.001585) 0.002266,0.002279) 0.003004,0.003023) 0.003121,0.00314) 0.003432,0.003467)
23 (0.000132,0.000135, (0.000237,0.000243, (0.000313,0.000321, (0.000367,0.000378, (0.000406,0.000417, (0.000435,0.000451,
0.000143,0.000146) 0.000259,0.000265) 0.000344,0.000352) 0.000407,0.000418) 0.000446,0.000457) 0.00049,0.000506)
24 (0.000225,0.000228, (0.000411,0.000418, (0.000544,0.000556, (0.000641,0.000657, (0.000709,0.000725, (0.000759,0.000784,
0.000241,0.000244) 0.000448,0.000455) 0.000617,0.000629) 0.000751,0.000767) 0.000819,0.000835) 0.000952,0.000977)
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Tab.6. Solution of fuzzy Kolmogorov’s differential equations for sub-system R, obtained by using Mehar’s method

P (t) for £ =60 P (t) for =120 P (t) for =180 P j(t) for =240 P (#) for =300 D) for =360
j (Pj(©),pj(0), (Pj(©),pj(0), (Pj(®),p(0), (Pj(®), P (1), (Py(®),p;, (), (P (@), P, (0,
P30, p,4(1) D30, p,4(1) P30, p,4(1) P;3(0),p,;4(1) P31, p (1) P31, p,4(0)
1 (0.878882,0.883263, (0.878179,0.882218, (0.878084,0.889381, (0.878072,0.881804, (0.878071,0.881734, (0.87807,0.881689,
0.891744,0.896118) 0.890005,0.894036) 0.889381,0.893216) 0.889083,0.892803) 0.888916,0.892565) 0.888812,0.892416)
2 (0.064096,0.065113, (0.064046,0.065329, (0.064039,0.065457, (0.064038,0.065522, (0.064038,0.065554, (0.064038,0.065567,
0.067364,0.06838) 0.068091,0.069372) 0.068421,0.069835) 0.068559,0.070038) 0.068611,0.070121) 0.068624,0.070146)
3 (0.002943,0.002986, (0.002941,0.003004, (0.002941,0.003013, (0.002941,0.003016, (0.002941,0.003018, (0.002941,0.003018,
0.00309,0.003133) 0.003145,0.003208) 0.003164,0.003236) 0.003169,0.003244) 0.003171,0.003247) 0.00317,0.003246)
4 (0.000425,0.000432, (0.000425,0.000434, (0.000425,0.000435, (0.000425,0.000435, (0.000425,0.000434, (0.000425,0.000434,
0.00045,0.000459) 0.000456,0.000467) 0.000457,0.000469) 0.000457,0.000469) 0.000455,0.000467) 0.000455,0.000467)
5 (0.00011,0.000111, (0.00011,0.000111, (0.00011,0.000111, (0.00011,0.000111, (0.00011,0.000111, (0.00011,0.000111,
0.000116,0.000119) 0.000116,0.000119) 0.000116,0.000119) 0.000116,0.000119) 0.000116,0.000119) 0.000116,0.000119)
6 (0.005269,0.00528, (0.005966,0.005985, (0.006059,0.006086, (0.006071,0.006105, (0.006073,0.006114, (0.006073,0.00612,
0.005311,0.005324) 0.006041,0.006065) 0.006164,0.006198) 0.006202,0.006206) 0.006228,0.006279) 0.00625,0.006309)
7 (0.000024,0.000025, (0.000024,0.0000244, (0.000024,0.0000244, (0.000024,0.0000244, (0.000024,0.0000244, (0.000024,0.0000243,
0.000026,0.000027) 0.0000254,0.000026) 0.0000245,0.0000253) 0.0000254,0.0000262) 0.0000254,0.000026) 0.000025,0.000026)
8 (0.000214,0.000221, (0.000214,0.000229, (0.000214,0.000235, (0.000214,0.000239, (0.000214,0.000242, (0.000214,0.000244,
0.000242,0.000249) 0.000268,0.000283) 0.000286,0.000307) 0.000297,0.000322) 0.000303,0.000331) 0.000307,0.000337)
9 (0.000031,0.000032, (0.000031,0.000033, (0.000031,0.000034, (0.000031,0.000034, (0.000031,0.000034, (0.000031,0.000034,
0.000035,0.000036) 0.000039,0.000042) 0.000042,0.000045) 0.000042,0.000046) 0.000043,0.000047) 0.000043,0.000047)
10 (0.000008,0.0000082, (0.000008,0.0000085, (0.000008,0.0000086, (0.000008,0.0000086, (0.000008,0.000009, (0.000008,0.000009,
0.0000093,0.0000098) 0.00001,0.000011) 0.0000106,0.0000116) 0.0000106,0.0000116) 0.000011,0.000012) 0.00003,0.000032)
1 (0.000373,0.000374, (0.000433,0.000437, (0.000441,0.000448, (0.000442,0.000452, (0.000442,0.000455, (0.000442,0.000457,
0.000379,0.000381) 0.000451,0.000456) 0.000471,0.00048) 0.000483,0.000495) 0.000494,0.00051) 0.000503,0.000522)
12 (0.000001,0.0000021, (0.000001,0.0000011, (0.000001,0.0000011, (0.000001,0.0000011, (0.000001,0.0000011, (0.000001,0.0000011,
0.0000024,0.0000026) 0.0000015,0.0000017) 0.0000015,0.0000018) 0.0000016,0.0000019) 0.0000016,0.0000019) 0.0000016,0.0000019)
13 (0.001617,0.001642, (0.001618,0.001676, (0.001617,0.001707, (0.001617,0.001736, (0.001617,0.00176, (0.001617,0.00178,
0.001714,0.001739) 0.001835,0.001951) 0.001944,0.002034) 0.002037,0.002155) 0.002109,0.002252) 0.002165,0.002328)
Tab.7. Solution of fuzzy Kolmogorov’s differential equations for sub-system R, obtained by using Mehar’s method with existing representation of trape-
zoidal fuzzy numbers
P (®) for =60 P j(#) for =120 D j(#) for =180 P j(®) for =240 P j(®) for =300 D (@) for =360
) (P (D), p;, (1), (P (D), p;, (1), (P (D), p;, (D), (2 (D), p;, (), (2 (), p;,(0), (p;(0),p;, (1),
J (0,0, () PP, (1) P, p;,() (), p;,() P, p;,(1) P;3(0), p (1)
1 (0.720279,0.681444, (0.652165,0.600728, (0.603616,0.547756, (0.568691,0.512688, (0.543538,0.48945, (0.525421,0.474049,
0.635114,0.600719) 0.541703,0.501324) 0.487123,0.448286) 0.454965,0.41975) 0.436,0.404381) 0.424813,0.396102)
2 (0.071153,0.077829, (0.065846,0.070633, (0.062073,0.065921, (0.059359,0.062802, (0.057404,0.060736, (0.055996,0.059366,
0.084789,0.088344) 0.075201,0.077243) 0.069611,0.071331) 0.066318,0.06815) 0.064376,0.066437) 0.063231,0.065514)
3 (0.044381,0.048441, (0.040352,0.042938, (0.037486,0.039332, (0.035423,0.036946, (0.033938,0.035364, (0.032869,0.034316,
0.052512,0.054488) 0.045117,0.045866) 0.040802,0.041272) 0.038259,0.038801) 0.036761,0.037469) 0.035876,0.036752)
4 (0.096162,0.125721, (0.169323,0.213389, (0.221951,0.271397, (0.259851,0.309835, (0.287149,0.335309, (0.306812,0.352192,
0.166747,0.196529) 0.26945,0.306637) 0.329903,0.365802) 0.365552,0.397663) 0.386578,0.414824) 0.398981,0.424067)
5 (0.000738,0.000813, (0.000688,0.000716, (0.000618,0.000652, (0.000582,0.000611, (0.000556,0.000583, (0.000537,0.000564,
0.00089,0.00093) 0.000758,0.000775) 0.000681,0.000692) 0.000636,0.000648) 0.000609,0.000624) 0.000594,0.000611)
6 (0.007563,0.008481, (0.007414,0.008024, (0.006856,0.007273, (0.006417,0.006741, (0.006097,0.006385, (0.005867,0.00615,
0.009508,0.010101) 0.008591,0.008833) 0.007621,0.007747) 0.007021,0.007136) 0.006663,0.006805) 0.006453,0.006627)
7 (0.001027,0.001132, (0.000929,0.000996, (0.000859,0.000907, (0.000809,0.000849, (0.000773,0.00081, (0.000747,0.000784,
0.001241,0.001296) 0.001056,0.001079) 0.000948,0.000963) 0.000884,0.000901) 0.000847,0.000867) 0.000825,0.000849)
8 (0.001802,0.001987, (0.001629,0.001747, (0.001505,0.001591, (0.001417,0.001486, (0.001353,0.001417, (0.001307,0.001372,
0.002179,0.002279) 0.001852,0.001893) 0.001661,0.001687) 0.001548,0.001576) 0.001482,0.001517) 0.001443,0.001485)
9 (0.000072,0.000092, (0.000067,0.000084, (0.000063,0.000078, (0.000061,0.000074, (0.000058,0.000072, (0.000057,0.000071,
0.000118,0.000136) 0.000105,0.000119) 0.000097,0.00011) 0.000092,0.000105) 0.00009,0.000102) 0.000088,0.000101)
10 (0.000719,0.000932, (0.00074,0.000931, (0.000699,0.000867, (0.000665,0.000819, (0.000641,0.000788, (0.000623,0.000767,
0.001221,0.001426) 0.001173,0.001335) 0.001077,0.001218) 0.001015,0.00115) 0.000979,0.001113) 0.000957,0.001093)
1 (0.000101,0.000129, (0.000093,0.000117, (0.000088,0.000109, (0.000084,0.000103, (0.000081,0.0001, (0.000079,0.000098,
0.0001651,0.00019) 0.000146,0.000166) 0.000135,0.000153) 0.000128,0.000146) 0.000125,0.000142) 0.000122,0.00014)
12 (0.000177,0.000226, (0.000164,0.000205, (0.000154,0.000191, (0.000147,0.000181, (0.000142,0.000175, (0.000139,0.000171,
0.00029,0.000334) 0.000256,0.000291) 0.000237,0.000268) 0.000225,0.000255) 0.000218,0.000249) 0.000214,0.000245)
13 (0.000045,0.000057, (0.000041,0.000051, (0.000038,0.000046, (0.000036,0.000044, (0.000034,0.000042, (0.000033,0.000041,
0.000073,0.000084) 0.000063,0.000071) 0.000057,0.000063) 0.000053,0.000059) 0.000051,0.000057) 0.00005,0.000056)
14 (0.000457,0.000592, (0.000457,0.000571, (0.000425,0.000521, (0.000399,0.000485, (0.00038,0.000461, (0.000366,0.000444,
0.000772,0.000901) 0.000712,0.000804) 0.000636,0.000711) 0.000589,0.000658) 0.000561,0.00063) 0.000544,0.000614)
15 (0.000063,0.00008, (0.000057,0.000071, (0.000053,0.000065, (0.00005,0.000061, (0.000048,0.000058, (0.000046,0.000056,
0.000102,0.000117) 0.000087,0.000098) 0.000079,0.000088) 0.000074,0.000083) 0.000071,0.00008) 0.000069,0.000078)
16 (0.000111,0.000141, (0.000101,0.000124, (0.000093,0.000114, (0.000088,0.000107, (0.000084,0.000102, (0.000081,0.000099,
0.00018,0.000206) 0.000154,0.000173) 0.000139,0.000155) 0.00013,0.000145) 0.000124,0.000141) 0.000121,0.000137)
17 (0.000835,0.001076, (0.000809,0.001014, (0.00076,0.000941, (0.000723,0.000891, (0.000697,0.000858, (0.000679,0.000836,
0.001398,0.001626) 0.001274,0.001447) 0.001167,0.00132) 0.001104,0.001251) 0.001066,0.001213) 0.001044,0.001193)
18 (0.001591,0.002036, (0.001453,0.001806, (0.001345,0.001644, (0.001266,0.001537, (0.001211,0.001467, (0.00117,0.00142,
0.002617,0.003017) 0.002237,0.002515) 0.002005,0.002238) 0.001869,0.00209) 0.001788,0.00201) 0.001741,0.001967)
19 (0.000835,0.001296, (0.001794,0.002665, (0.002496,0.003587, (0.003002,0.004198, (0.003366,0.004603, (0.003628,0.004871,
0.002071,0.002741) 0.004017,0.005103) 0.005182,0.006392) 0.005869,0.007086) 0.006274,0.007461) 0.006513,0.007661)
20 (0.002753,0.004246, (0.00552,0.008165, (0.007515,0.010762, (0.008951,0.012483, (0.009986,0.013623, (0.010731,0.014379,
0.006735,0.008871) 0.012241,0.015492) 0.015486,0.019052) 0.017399,0.020969) 0.018527,0.022001) 0.019193,0.022557)
21 (0.000096,0.000147, (0.000172,0.000252, (0.000226,0.000322, (0.000265,0.000368, (0.000293,0.000398, (0.000313,0.000419,
0.00023,0.000299) 0.000375,0.000471) 0.00046,0.000563) 0.00051,0.000613) 0.00054,0.000639) 0.000557,0.000654)
22 (0.000672,0.001047, (0.001549,0.002312, (0.002214,0.003194, (0.002696,0.003782, (0.003043,0.004172, (0.003293,0.004431,
0.001684,0.00224) 0.003506,0.004472) 0.004636,0.005737) 0.005307,0.006422) 0.005703,0.006792) 0.005936,0.006991)
23 (0.000132,0.000201, (0.000237,0.000348, (0.000313,0.000445, (0.000367,0.000510, (0.000406,0.000553, (0.000435,0.000581,
0.000315,0.000411) 0.000518,0.000651) 0.000637,0.000781) 0.000707,0.000851) 0.000749,0.000888) 0.000773,0.000908)
24 (0.000225,0.000344, (0.000411,0.000604, (0.000544,0.000776, (0.000641,0.000889, (0.000709,0.000965, (0.000759,0.001015,
0.000539,0.000704) 0.000898,0.001131) 0.00111,0.001361) 0.001235,0.001484) 0.001308,0.001551) 0.001352,0.001587)
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Tab. 8. Solution of fuzzy Kolmogorov’s differential equations for sub-system R, obtained by using Mehar’s method with existing representation of trape-

zoidal fuzzy numbers

P j(t) for =60 pj(t) for1=120 P j(t) for 1=180 P j(t) for 1=240 P j(t) for 1=300 pj(t) for =360

j (P (1), P, (1), (Pu(®), (). (P @), p;, (), (Pu(@®),p,5(0), (Pu(@®),p,5(0), (P, P, (D),

pj}(t)iijl(t)) pj}(t)5p_j4(t)) p_,'}(t),p_m(l)) p_,'3([)>p_,'4(t)) P_;3(1)>P_;4(t)) P_,-g(’),PM(f))

1 (0.878882,0.872595, (0.878178,0.871845, (0.878084,0.871751, (0.878072,0.871739, (0.878071,0.871737, (0.87807,0.871737,
0.868478,0.863537) 0.867666,0.862687) 0.867573,0.862596) 0.867563,0.862586) 0.867561,0.862585) 0.867561,0.862585)
5 (0.064096,0.073858, (0.064046,0.073796, (0.064039,0.073788, (0.064038,0.073788, (0.064038,0.073787, (0.064038,0.073787,
0.086077,0.094293) 0.085999,0.094203) 0.085991,0.094193) 0.085989,0.094192) 0.085989,0.094192) 0.085989,0.094192)
3 (0.002943,0.0034, (0.002941,0.003396, (0.002941,0.003396, (0.002941,0.003396, (0.002941,0.003396, (0.002941,0.003396,
0.003973,0.004361) 0.003969,0.004357) 0.003969,0.004356) 0.003969,0.004356) 0.003969,0.004356) 0.003969,0.004356)

4 (0.000425,0.000481, (0.000425,0.00048, (0.000425,0.00048, (0.000425,0.00048, (0.000425,0.00048, (0.000425,0.00048,
0.000562,0.000625) 0.000561,0.000624) 0.000561,0.000624) 0.000561,0.000624) 0.000561,0.000624) 0.000561,0.000624)

5 (0.00011,0.000119, (0.00011,0.000119, (0.00011,0.000119, (0.00011,0.000119, (0.00011,0.000119, (0.00011,0.000119,
0.000139,0.000159) 0.000139,0.000159) 0.000139,0.000159) 0.000139,0.000159) 0.000139,0.000159) 0.000139,0.000159)
6 (0.005369,0.006013, (0.005966,0.006755, (0.006059,0.006848, (0.006071,0.00686, (0.006073,0.006861, (0.006073,0.006862,
0.007112,0.007977) 0.007915,0.008817) 0.008007,0.008908) 0.008018,0.008918) 0.008019,0.008919) 0.008019,0.008919)
7 (0.000024,0.000026, (0.000024,0.000026, (0.000024,0.000026, (0.000024,0.000026, (0.000024,0.000026, (0.000024,0.000026,
0.000031,0.000035) 0.000031,0.000035) 0.000031,0.000035) 0.000031,0.000035) 0.000031,0.000035) 0.000031,0.000035)
8 (0.000214,0.000287, (0.000214,0.000287, (0.000214,0.000287, (0.000214,0.000287, (0.000214,0.000287, (0.000214,0.000287,
0.000393,0.000476) 0.000393,0.000475) 0.000393,0.000475) 0.000393,0.000475) 0.000393,0.000475) 0.000393,0.000475)
9 (0.000031,0.000041, (0.000031,0.000041, (0.000031,0.000041, (0.000031,0.000041, (0.000031,0.000041, (0.000031,0.000041,
0.000055,0.000068) 0.000055,0.000068) 0.000055,0.000068) 0.000055,0.000068) 0.000055,0.000068) 0.000055,0.000068)

10 (0.000008,0.00001, (0.000008,0.00001, (0.000008,0.00001, (0.000008,0.00001, (0.000008,0.00001, (0.000008,0.00001,
0.000013,0.000017) 0.000013,0.000017) 0.000013,0.000017) 0.000013,0.000017) 0.000013,0.000017) 0.000013,0.000017)
1 (0.000373,0.000496, (0.000433,0.00057, (0.000441,0.000579, (0.000442,0.000581, (0.000442,0.000581, (0.000442,0.000581,
0.000689,0.000852) 0.000782,0.000961) 0.000793,0.000972) 0.000794,0.000973) 0.000794,0.000973) 0.000794,0.000973)
12 (0.000001,0.000002, (0.000001,0.000002, (0.000001,0.000002, (0.000001,0.000002, (0.000001,0.000002, (0.000001,0.000002,
0.000003,0.000004) 0.000003,0.000004) 0.000003,0.000004) 0.000003,0.000004) 0.000003,0.000004) 0.000003,0.000004)
13 (0.001617,0.002168, (0.001618,0.002168, (0.001617,0.002168, (0.001617,0.002168, (0.001617,0.002168, (0.001617,0.002168,
0.002969,0.003591) 0.002967,0.003588) 0.002967,0.003588) 0.002967,0.003588) 0.002967,0.003588) 0.002967,0.003588)

8. Fuzzy reliability evaluation of piston manufac-
turing system

In Section 4.6, it is shown that the results of fuzzy Kolmo-
gorov’s differential equations, obtained by using the existing
method, may or may not define the « -cut of a fuzzy number.
Also, the results of fuzzy Kolmogorov’s differential equations,
obtained by using Mehar’s method with existing representation
of trapezoidal fuzzy number, shown in Table 7 and Table 8,
may or may not be a fuzzy number. Due to which, the obtained
results may not be used to analyze the fuzzy reliability of piston
manufacturing system. But in Table 5 and Table 6, it is shown
that if the same fuzzy Kolmogorov’s differential equations are
solved by using Mehar’s method then the obtained results are
fuzzy numbers. In this section, the results of fuzzy Kolmogoro-
v’s differential equations, shown in Table 5 and 6, obtained by
using Mehar’s method, are used to analyze the fuzzy reliability
of piston manufacturing system.

Using the fuzzy probabilities for the sub-systems R and R,
shown in Table 5 and Table 6, the corresponding fuzzy reliabi-

4 2
lities R (1) = Zﬁi(z), Ry(t)= Zﬁi(t) and
=1 =1
R =R ()®Ry (1) i.e., (R, (D, R, (1, R (1), R, (1)),
(R2I (t)9 RZZ (t)’ R23 (t)5 R24 (t)) and

(R (D), R, (1), Ry (1), R, (1)) =

= (Rl 1 (t)’ RIZ (t)7 R13 (t)! R14 (t)) ® (RZI (t)3 RZZ (t)r R23 (t), R24 (t))
of sub-system R, R, and the whole system are computed re-
spectively and are shown in Table 9. The variation in reliability
of sub-system R, R, and the whole system corresponding to
variation in time is shown in Figure 3 to Figure 5 respectively.

9. Conclusion

The shortcoming of an existing method for finding the
exact solution of fuzzy differential equations is pointed out and
to overcome the shortcoming a new method, named as Mehar’s
method, for solving fuzzy differential equations is proposed.
Also, it is shown that the solution of fuzzy Kolomorgov’s dif-
ferential equations, obtained by using the existing method, may
or may not be fuzzy number. So, the existing method can not
be used to analyze the fuzzy reliability of piston manufacturing
system, while the solution of fuzzy Kolomorgov’s differential
equations, obtained by using Mehar’s method, are always fuzzy
number. So, it is better to use Mehar’s method for solving fuzzy
differential equations as compared to existing method.

Tab.9. Fuzzy reliability of sub-system R,, R, and the whole system obtained by using Mehar’s method

Fuzzy Reliability > > >
ﬁ R Ro() 0
Time (t) | (Rl1(t)aR]z(t)aRu(t)aRm(t)) (R21(t)aRzz ([),R23(l),R24(t)) (Rl (Z)st(t)aRg(t)aR4(t))

60 (0.931975,0.938278,0.950753,0.957055) (0.942978,0.948376,0.959108,0.964498) (0.878831,0.88984,0.911874,0.923077)
120 (0.927686,0.936,0.948079,0.954246) (0.942224,0.947547,0.958096,0.963408) (0.874088,0.886903,0.908351,0.919328)
180 (0.925126,0.931181,0.942902,0.948956) (0.942123,0.947386,0.957802,0.960951) (0.871582,0.882187,0.903113,0.9119)

240 (0.923384,0.929278,0.940672,0.946624) (0.94211,0.947326,0.957642,0.962841) (0.869929,0.880329,0.900827,0.911448)
300 (0.922029,0.926532,0.937926,0.943878) (0.942109,0.947288,0.957527,0.962686) (0.868651,0.877692,0.898089,0.908658)
360 (0.921098,0.926873,0.9377,0.943373) (0.942108,0.947256,0.957436,0.962562) (0.867773,0.877986,0.897787,0.908055)
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Fig. 3. Trapezoidal fuzzy number representing fuzzy reliability of sub-system R,
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Fig. 4. Trapezoidal fuzzy number representing fuzzy reliability of sub-system R,
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Fig. 5. Trapezoidal fuzzy number representing fuzzy reliability of whole system
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Grzegorz KOSZALKA

PREDICTING THE DURABILITY OF THE PISTON-RINGS-CYLINDER
ASSEMBLY OF A DIESEL ENGINE USING A PISTON RING PACK MODEL

PROGNOZOWANIE TRWALOSCI UKLADU TLOK-PIERSCIENIE-CYLINDER
SILNIKA O ZAPLONIE SAMOCZYNNYM ZWYKORZYSTANIEM MODELU

USZCZELNIENIATPC*

The article presents a new method for predicting the durability of an internal combustion engine, which uses results of
wear measurements of components of the piston-rings-cylinder system and computer simulations of the piston ring pack.

In contrast to traditional methods, the method proposed here does not require previous knowledge of wear limits, which,

though crucial for precise prediction, are difficult to determine reliably in modern structures. In the method presented here,

wear limits are determined on the basis of an analytical model of the piston ring pack. The article shows an example of the
application of the proposed method for predicting the durability of a motor-vehicle compression-ignition engine.

Keywords: combustion engine, durability prediction, wear, blowby, cylinder liner, piston ring.

W artykule przedstawiono nowg metode prognozowania trwatosci ttokowego silnika spalinowego, wykorzystujgcq wyniki
pomiarow zuzycia elementow uktadu tiok-pierscienie-cylinder oraz komputerowq symulacje uszczelnienia TPC silnika.
W przeciwienstwie do tradycyjnych metod, proponowana metoda nie wymaga wyprzedzajgcej znajomosci zuZycia gra-
nicznego, kluczowego dla doktadnosci prognozy, a ktorego wiarygodne okreslenie dla nowych konstrukcji jest trudne.
W prezentowanej metodzie zuzycie graniczne wyznaczane jest na podstawie analitycznego modelu uszczelnienia TPC.
W artykule przedstawiono przyktad wykorzystania metody do prognozowania trwatosci samochodowego silnika o zapto-
nie samoczynnym.

Stowa kluczowe: silnik spalinowy, prognozowanie trwatosci, zuzycie, przedmuchy spalin, tuleja
cylindrowa, pierscien tlokowy.

1. Introduction

The piston-rings-cylinder (PRC or piston) assembly is
the basic functional system of an engine, and its most important
function is to seal the combustion chamber in a tight and mobile
manner. Due to the conditions under which they operate, the
elements of the PRC assembly cannot be fitted too tightly and
so there are clearances between them. Consequently, the sealing
is not fully tight, allowing gas from the combustion chamber to
pass into the crankcase and lubricating oil to flow into the com-
bustion chamber. As the components of the engine wear out,
the clearances grow larger and tightness decreases. Some good
measures of the decrease in the tightness of the PRC assembly
include increased blowby and elevated consumption of lubrica-
ting oil. Increased blowby and oil consumption have an adverse
effect on the engine as they reduce engine power, increase the
consumption of fuel and motor oil (resulting in elevated toxic
emissions), accelerate quality wear of motor oil and wear of en-
gine components, and decrease start-up performance of diesel
engines [1, 9, 10]. Repair of a worn PRC assembly is costly and
time-consuming and, if done at all, it is usually done as part of
a complete overhaul. For many engine types, especially smaller
ones, such repair is economically unjustified. Thus, excessive
wear of the PRC system usually affects the durability of the en-
tire engine or, in justifiable cases, may determine the necessity
of carrying out a complete overhaul.

Methods used for pre-determining the durability of the pi-
ston assembly reduce the time and the costs of testing. In classic
durability prediction methods, the courses of wear of selected
components of the PRC assembly are assessed on the basis of
shortened tests and then extrapolated to determine the time after
which wear reaches a limit value (fig. 1).

To obtain reliable results when predicting durability, one
has to accurately determine the courses of wear and know the
value of the wear limit. The first of these conditions is usually
satisfied if the operating conditions during tests do not cause

imt — — — — — — — — — —

test tgo = w

Fig. 1. The principle of predicting durability

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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wear that differs qualitatively from that occurring during actual
operation of the engine and if the courses of wear is determi-
ned from measurements taken on a run-in engine. Experience
shows that the courses of wear after completion of run-in have
a linear character (the intensity of wear w is constant), especial-
ly in the case of the cylinder liner [7, 11], and engines are with-
drawn from operation before the period of accelerated wear of
components begins.

It is more difficult to establish wear limits, because there is
no linear relationship between the value of wear of components
and the reduction in the tightness of the PRC assembly. That is
why wear limits for engine components are most often determi-
ned using statistical methods on the basis of measurements of
similar objects already withdrawn from operation. Use of such
empirical models of the limit state, however, may be burdened
with considerable error associated with the different impact that
wear of components has on the operation of the assembly, even
in similar structures. This follows from the complexity of the
mechanisms governing the sealing action of the piston assem-
bly, in which even small changes in design may cause consi-
derable changes in efficiency. Moreover, it has to be born in
mind that usually the limit state is determined in this way using
engines at least one generation older than the ones for which
durability is being predicted.

The article presents a new method for predicting the du-
rability of the PRC assembly of an IC engine, in which wear
limits for the components of this assembly are determined using
an analytical model of the piston ring pack describing the cau-
se-and-effect relationships between the size of the individual
clearances and the rate of blowby. It should be emphasized that
analytical models of the piston ring pack have already been
applied for some time in the design of piston assemblies [2,
12, 13, 14, 15]. Also, the applicability of the model used in the
present work for the assessment of operational changes in the
tightness of the PRC assembly has been confirmed in previous
studies [5, 8].

2. The piston ring pack model

The tests were carried out using an integrated model of gas
flow through the clearances in the piston assembly and displa-
cement of piston rings within piston grooves. In the gas flow
model, the piston assembly was treated as a labyrinth seal com-
prising a series of volumes connected by choke orifices. The
volumes of the labyrinth were formed by inter-ring and behind-
ring volumes, while the choke orifices were created by piston
ring gap clearances and clearances between the side faces of the
rings and ring grooves (fig. 2). The instantaneous values of the
labyrinth volumes and cross-section areas of the choke orifices
were determined as a function of crank angle, taking into acco-
unt thermal deformation and wear of components. The cross-
section areas of the clearances between the side surfaces of
a ring and a groove are most strongly dependent on the instan-
taneous position of the ring within the groove. Axial positions
of rings within grooves were determined by taking into account
the forces acting on the rings: gas pressure, inertia, and friction
against the cylinder. Gas pressures and gas temperatures in the
individual volumes of the labyrinth were determined using the
laws of energy and mass conservation and the equation of state.
Gas flow rates through the individual choke passages were cal-
culated assuming isentropic flow and taking into account cases

of subcritical and critical flow and the empirical discharge flow
coefficient. The model had been described in detail in earlier
articles [3, 5].
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Fig. 2. Schematic diagram of the piston-ring pack and a correspon-
di{lg model of a labyrinth seal (p, T,— pressure and temperature
of gas in the i-th volume, m,, — gas flow rate from volume i to

volume j, x, x,, X, — axial positions of the top, second, and oil

ring, respectively) [5]

Calculations done using a numerical application of the
model yield results, among others, for pressure courses in the
individual volumes of the labyrinth, displacement of rings wi-
thin grooves, and instantaneous rates of gas flow through the
individual clearances as a function of crank angle (fig. 3). By
integrating the instantaneous flow rates through the oil ring gap
and the clearance between this ring and groove flank (m,_, and
m,  in figs. 2 and 3), the rate of blowby is obtained.

The input data necessary to carry out calculations using
the numerical application of the model include, among others,
the dimensions of engine components and pressure course in
the combustion chamber as a function of crank angle. The di-
mensions of the components are established on the basis of
technical documentation or direct measurements. In the case
of key dimensions, i.e. those that determine the cross-section
areas of clearances and the labyrinth volumes, the values ente-
red into a computational software program should account for
thermal deformation of the components. Thermal deformations
are calculated for the given operating conditions of the engine
using FEM. The deformation values determined in this way are
added to the dimensions given in the documentation or those
established on the basis of measurements of cold components
[4]. Optimally, the course of combustion chamber pressure to
be used in the calculations should be determined from measure-
ments done on an actual engine.
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Fig. 3. Pressures in the volumes between and behind the rings, axial displacements of rings within piston grooves, and gas flow rates through ring gaps
and the clearance between oil ring side face and groove as a function of crank angle, determined using the piston ring pack model

The geometrical dimensions entered into the calculations
can consider the wear of the individual elements of the piston
assembly, analogically to the way thermal deformations are ta-
ken into account. This allows one to estimate how an increase
in wear affects the tightness of the piston assembly. The possi-
bility of using the presented model for the assessment of the
effect of wear on blowby was confirmed earlier by comparing
results of numerical calculations with blowby measured in ac-
tual engines [5, 6, 8].

3. The durability prediction method

According to the proposed method, an engine should be run
in before the durability of its PRC assembly is assessed. The
time of engine operation in that period (¢, in fig. 4) should be
such that the unstabilized tribological processes associated with
run-in have definitely been completed.

The principal part of the experimental tests starts with an as-
sessment of the initial tightness of the PRC assembly done by
measuring blowby flow rate B, and by determining initial engine
wear W,. Wear is estimated through measurements of the compo-
nents of the PRC system after prior disassembly of the engine.

As a next step, the engine should be allowed to operate for
time ¢ to enable assessment of the rate of wear of its compo-
nents, having in mind that a longer operation time allows obta-
ining more precise results. The engine in that period may be run
either in a vehicle or on a test bed. The operating conditions,
however, should not diverge too far from those intended for its
normal operation. Once this testing stage is completed, measu-
rements of blowby flow rate B, and engine wear /¥, have to be
done analogically to the way in which blowby flow rate B, and
initial engine wear /¥, have been measured.

The wear rate w of components is determined on the basis
of the measurements of /¥, and W, in accordance with the fol-
lowing relationship:

Wy —W,
w2
t

(M

A second area of work on durability assessment using the
proposed method is associated with investigations of the mo-
del of the piston ring pack. Working in this area, one should
first determine all the input data necessary for the calculations,
including the results of the earlier measurements of wear of
components of the piston assembly. Next, tightness calcula-
tions should be done for input data corresponding to the initial
engine wear ¥, and for input data corresponding to the final
wear W, measured after the engine durability tests. A compa-
rison of the calculated and observed increases in the blowby
flow rate caused by wear allows one to assess the adequacy
of the model. If the results of simulations concur with the re-
sults of measurements, further simulations should be done for
higher values of wear of the PRC assembly, assuming that the
wear rates for the individual components are those determined
in the experimental tests. The aim of those calculations is to
find such a value of wear W, for which the increase in blowby
rate will reach an assumed limit value B, . The value of wear
W, determined in this way is the wear limit. The limit blowby
flow rate is determined taking into account the negative effects
of blowby on engine operation and previous experiences from
engine durability tests.

The predicted engine durability #, at a given wear rate
w and the limit value of wear ¥, is

b = =Py @

A schematic diagram for predicting engine durability on
the basis of measurements of blowby flow rate and wear of the
components of the PRC assembly is shown in fig. 4.

42 ExspLOATACIA | NIEZAWODNOSCE NR 3/2011




SCIENCE AND TECHNOLOGY

A e result of measurement e
r

tlim

Fig. 4. The durability prediction method

4. A computational example
4.1. Determination of the courses of wear

The test object was a six-cylinder compression ignition en-
gine with a capacity of 6.8 dm? and rated power of 110 kW
at the speed of 2800 rpm. The engine was equipped with wet,
cast iron cylinder liners with the nominal inside diameter of 110
mm. The piston travel was 120 mm.

To avoid errors related to the deviation of a single engi-
ne from the average of a population, the tests were conducted
on 5 engines mounted in trucks of medium loading capacity
and a gross vehicle weight of 12 Mg. All the vehicles were the
property of one transport provider and were used under similar
conditions, with an average monthly mileage of 10 000 km.
The engines were lubricated with the same CE/SF SAE 15W/40
class oil.

The tightness and wear of the PRC assembly were measu-
red after 50 000 km of travel. This amount of travel guaranteed
full run-in of the engines. The blowby flow rate was measured
at idle run. Next, the engine was partially disassembled to me-
asure the wear of its components. After removal of the heads
the cylinder diameters were measured by the micrometric me-
thod using a Carl Zeiss two-point bore gauge with the minimum
graduation of 0.002 mm. The cylinder diameters were measu-
red in two directions, parallel (A-A) and perpendicular (B-B) to
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the main axis of the engine, at four levels: 20 (top dead center
TDC of'the top ring), 35 (TDC of the second compression ring),
50, and 95 mm from the head face. Then the assembled engines
were operated under pre-disassembly conditions. Once the en-
gines had reached a mileage of 150 000 km, blowby flow rate
and engine wear were measured again in the same manner as
at 50 000 km.

The results provided a basis for determining mean values
of wear of the components of the PRC assembly for all five
test vehicles. Since the piston ring pack model does not provide
for deviations from circularity of the components of the PRC
assembly, the results for directions A-A and B-B, i.e. parallel
and perpendicular to the main axis of the engine, respectively,
were averaged. The results are shown in fig. 5a. Next, the wear
courses were extrapolated on the assumption that they were li-
near (constant wear rate w, fig. 5b).

4.2. Determination of the limit state and durability
of the engine

Input data for the calculations with the use of the piston
ring pack model were established. Geometrical data were esta-
blished on the basis of technical documentation and measure-
ments. Thermal deformations were determined using FEM and
added to the dimensions established for a cold engine. Measu-
rements of indicated pressure were carried out on an engine
test bench.

Calculations were done for dimensions of the components
corresponding to the mileages of 50 000 km and then 150 000
km. The input data for the calculations at the different mileages
differed only in the dimensions of the components which had
been changed by wear. The calculations took into account wear
of the cylinder liner (fig. Sa), wear of the running faces of rings,
and wear of the side faces of rings and piston grooves. The va-
lue of blowby determined in the numerical calculations at 150
000 km of travel was 22% higher than at 50 000 km. Because
the simulated change in blowby matched the actual one, further
numerical calculations were done for higher mileages. Wear
values (dimensions) of the individual components at higher mi-
leages were established on the basis of the previously determi-
ned courses of wear (an example for a liner is shown in fig. 5).
The calculations were done with a view to finding a mileage at
which blowby would reach a limit value. Since the investigated
engine was not a new model, specimens withdrawn from opera-
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Fig. 5. Experimentally determined diameters of cylinder liners at different distances from head (a), assumed courses of cylinder liner wear at different
distances from head (b), and predicted limit state of the cylinder liner —liner diameters at 620 000 km of travel — determined as described in

section 4.2 (a)
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tion could be used to establish limit blowby values. They turned
out to be 2.5 times higher than the values obtained in the test
engines at 50 000 km of travel. Hence this increase in blowby
was assumed to be the limit increase. In numerical calculations,
a 2.5-fold increase in blowby rate was obtained for predicted
wear at mileages of over 620 000 km. This mileage defines the
durability of the engine as predicted by the proposed method.
The predicted liner wear profile for this mileage, which is at the
same time the predicted wear limit, is shown in fig. 5a. The ac-
tual mileages achieved by engines of the investigated type have
been in the range between 500 and 800 thousand km.

5. Conclusions

The proposed durability assessment method is based on
experimentally determined wear rates for the components of the
PRC assembly and on results of numerical studies of an analyti-
cal model of the piston ring pack. Wear rates can be determined
from measurements of engines tested either on a test-stand or in
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Jacek MUCHA

THE ANALYSIS OF RECTANGULAR CLINCHING JOINT
INTHE SHEARING TEST

ANALIZA ZNISZCZENIA PROSTOKATNEGO ZLACZA
PRZETLOCZENIOWEGO W PROBIE SCINANIA*

This paper presents the results of experimental researches on effect of clinching joint’s load direction change on its cha-
racteristics and the maximum shearing force value. The single-folded clinching joints made of aluminum sheet AW1050A
have been the subject of researches. Properly prepared specimens of rectangle clinching joints with material notch have
been shear tested on the tensile testing machine UTS 100. The extreme joint destruction have been analyzed for the layout
angle f = 0°, 90°. The separation mechanism has been described for all angle values = (°, 30°, 45°, 90°. The total sepa-
ration work by joint shearing has also been mentioned.

Keywords: clinching joints, shearing, joint separation.

W pracy zawarto wyniki badan eksperymentalnych dotyczqcych wplywu zmiany kierunku obcigzenia przetloczeniowe-
go zlgcza na przebieg charakterystyki i maksymalng wartosé sity Scinania. Przedmiotem badan byly jednozaktadkowe
polgczenia przettoczeniowe blach z aluminium AW1050A4. Odpowiednio wykonane probki prostokgtnych polgczen prze-
tloczeniowych z nacigciem materiatu poddano testom scinania na maszynie wytrzymatosciowej UTS 100. Przeanalizo-
wano skrajne przypadki zniszczenia ztqcza dla kqta uloZenia [ = (¢, 90°. Opisano mechanizm rozdzielenia polgczenia dla
wszystkich wartosci kqta = (¢, 30°, 45°, 90°. Zwrécono rowniez uwage na wielkosé catkowitej pracy rozdzielenia przez

Scinanie zlgcza.

Stowa kluczowe: polgczenia przetloczeniowe, Scinanie, rozdzielenie zlgcza.

1. Introduction

When using the rectangle clinching joints, the awareness
of their static strength is extremely important. This enables e.g.
to determine load values and types, for which the joint can be
used. The most frequently considered parameter is the shearing
resistance [4, 5,6, 7, 11, 12].

The strength (and resistance) of rectangular joint on exter-
nally applied shearing load is not identical due to a merging
area shape [2, 3, 8, 13, 14]. This depends on its location in rela-
tion to the main load direction (see fig. 1).

When mounting sheet elements, the line of locally cut ma-
terial may be parallel (fig. 2a) or lateral (fig. 2b) to the merging
seam line. It is preferred that the main joint load direction coin-
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Fig. 1. The cases of rectangle and circular shearing of clinching joint

cides with the direction of the highest joint load-carrying abili-
ty. In practical conditions, usually it is not possible to locate the
direction in that way. The use of clinching joint technology is
justified by the capability of its adaptation that the tool access
is guaranteed to achieve the tool adequate support rigidity and
its retraction after the process [15].

The awareness of rectangular clinching joint strength and
related issues enables selecting proper forming process pa-
rameters and determining correct operating conditions. The
knowledge on destruction mechanism plays a crucial role when
designing and using these joints [10].

Most of available papers is related to clinching joint issue.
Only some of them deal with rectangular joints. Recently only
some researches, including joint load direction change, have
been conducted [2, 3, 8, 13, 14]. One of a few papers [2], rela-
ted to clinching joint strength analysis, presents the description

Fig. 2. Overpress joining of HVAC pipe elements made of a steel she-
et: a) with a longitudinal seam layout, b) with a perpendicular
seam layout

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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of clinching joint static shearing test. Other publications [13,
14], also interesting from this point of view, present the diffe-
rence of work to be made when destruction testing circular and
rectangular joints of various layouts in relation to the princi-
pal direction of joint strain. On the other hand, the authors in
another publication [8] have presented the effect of joint layout
change in nodes of spatial design made of thin sheet profiles on
value and characteristics of a force that forces the design de-
formation. The paper describing the rectangular clinching joint
with various layouts in the sheet construction of a controlled
crush zone [1] is also worth of interest. The specified joint lay-
out in such components also effects their separation [2].

In this paper, the author has presented the analysis of ef-
fect of the joint layout angle (in relation to the load) on the
critical value of force separating the joint. Moreover, the author
has performed the analysis of destruction of correspondingly
loaded joints.

2. The matter of joint forming

The joining process (along with material notching) is per-
formed using tools specifically designed for this method, i.e.
the punch of desired shape and the die with segments. These
segments may be pressed using the sleeve made of high strength
elastomer or flat or coil springs [6].

The joint forming process may be divided into three main pha-
ses: I —notching (notching along with prestamping); I — stamping;
III — pressing (restriking the overpress bottom) — see fig. 3.

When the punch is being immersed, the material is cut in
the point of sheet and die cutting edge and the material fractures
and separates in the end of stamping — phase 1. The achieved
material notches occur along the die cutting edges and facili-
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tate the further stamping process. Then the sheet stamping oc-
curs — phase II. This phase has a short duration and occurs right
after the complete material cut and before the overpress bottom
pressing. The further punch displacement presses the bottom
material and its pressing - phase III. The material cutting, but
on quite a lower level, accompanies also the bottom pressing.
The radial material flow (fig. 3a) and die segment displacement
is caused by the punch pressure on the overpress bottom. This
is how the ,,lock™ is created, i.e. seizing the upper sheet material
in the lower one. Once the desired sheet merging effect is achie-
ved, the joint forming punch is retracted.

The rectangular clinching joint technology enables joining
two (fig. 4a), three (fig. 4b) and even more material layers.

3. The scope and methodology of experimental
researches

The commonly available aluminum sheet AW1050A has
been used to examine the effect of merging area layout angle
in relation to the displacement deforming the joint on its critical
load values. The experimental researches have been conducted
on the specimens prepared as follows: sheet strips, width of
40 mm and length of 110 mm, cut from the sheet of thickness
1.00£0.05 mm. The material properties are as follows: the agre-
ed yield stress Rpo_ ,= 25 MPa; strength limit R =75 MPa; Young
module £ =69 000 MPa; relative elongation 4,, = 25 mm.

The sheet strips have been joined using tools of specified
geometry (fig. 5), mounted on the hydraulic jaw device, while
maintaining specified dimensions of finished specimen (fig. 6).

Depending on the punch and die geometry, various maxi-
mum pressure force to temporary shearing strength ratios may
be achieved. However, single set of tools and single final over-
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T T T T T T T T T

Przemieszczenie stempla s [mm]
Punch displacement s [mm]

Fig. 3. Forming the rectangular clinching joint with material notch: a) diagram, b) forming force characteristics

Fig. 4. Merging: a) two material layers, b) three material layers
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press thickness (X) have been used in the initial experimental
analysis.

When preparing the joint specimens, the merging area ge-
ometry layout angle £ (fig. 6) has been the only variable pa-
rameter, others have been constant. For all cases, the overpress
bottom thickness (X) has been of 0.85+0.02 mm.

The key differentiator of clinching joints is the occurrence
of specified sheet material seizing in form of lock. The achie-
ved specimens had the characteristic overpress (fig. 7a) and the
flash in the merging point (fig. 7b). The specific form of joined
material layers (fig. 7c, d) has been achieved thanks using the
2-segment flexible die.

The sheet joints for shearing tests have been properly
marked. Such prepared joints have been subjected the shearing
strength tests until complete separation. Three specimen series
have been examined for four layout angles . For each one, the
force and displacement parameters have been recorded on the
tensile testing machine UTS 100. The cross sections of joint
have been cut using the wire erosion machine. This enabled to
eliminate additional joint deformations, which occur for other
cutting methods.

b)

O N\ 1T/
=

40 8.0

!
D_g ‘
®

Fig. 5. Joint forming tools: a) appearance of a forming punch and seg-
ment flexible die, b) basic geometry
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Fig. 6. The characteristics of merging area layout and shearing test
specimen geometry

Zamek zfacza
Joint lock

Mostki przettoczenia
Overpress bridges

Fig. 7. Joint view: a) the overpress side, b) the flash side, and c) and d)
specified cross sections

4. Results and analysis

For circular joints, the load-carrying ability is an isotropic
feature. Slight differences in the shearing force characteristics
are achieved for highly anisotropic sheets [9]. On the other
hand, the rectangular joints feature the anisotropy for load car-
rying depending on its direction (fig. 8).

For examined cases of joint layout angle f = 0°, 30°, 45°,
90° different force characteristics have been achieved (fig. 9).

600

500 -

400 R’=0.9899
300
200

100

Maksymalna sita $cinajaca Ftmax [N]
Maximum shearing force Ftmax [N]

0 ——— T r
0 10 20 30 40 50 60 70 80 90
Kat p [']
Angle B[]

Fig. 8. The effect of layout angle p in relation to applied load direction
on maximum shearing force value
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Joint shearing force Ft [N]
N w
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100

o

0 1 2 3 4 5 6 7 8
Przemieszczenie s [mm]
Displacement s [mm]

Fig. 9. The effect of layout angle f in relation to applied load direction
on shearing force characteristics
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The shearing force curve is a joint reaction to displacement
that forces the joint element deformation. This reflects the or-
der of joint lock degradation and energy demand until complete
sheet separation.

If we know the shearing force characteristics (fig. 10) for
considered layout angle, the work value may be determined by
the following formula:

W:jF,(ﬂ)ds (1)
0

z | T
rel : Fi()=f(s)
cZ T/ 7" D - /T[T
AT D Lol
88 | [ W\ Fumax

05 ! ! , y

Przemieszczenie s [mm]
Displacement s [mm]

Fig. 10. The graphical interpretation of work made until joint separa-
tion
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Fig. 11. Relation of joint destruction work and layout angle 8

For tests with diametrically different joint layout angles in
relation to applied load direction, the highest work value diffe-
rences during the shearing test have been observed. The dissi-
pation of an energy for complete sheet separation for § = 90°
has been almost by 50% higher in relation to the shearing test
for B=0° (fig. 11). For angles = 30° and 45° the work made
had a value similar to the one for 90°. The last two cases are
accompanied by the mixed destruction mechanism, which was
explained further in this paper.

For all cases, the complete joined sheet separation has
occurred due to an overpress material decohesion. The separa-
tion method has depended on the shearing force components
(fig. 12), which have been influenced by the joint layout angle.

The joined aluminum sheet strips have featured such a ri-
gidity that generally all the applied load has been carried by
the merging area during the test. Thus separated sheets for all
specimens have not been deformed.

The individual shearing force curves along with the final
appearance of specimens enable describing the joint separation
mechanism.

When loading the joint for f=0° the separation has occurred
due to a partial lock tear-up in area ,,1” along with an overpress
material cohesion loss in areas ,,2” and ,,3” (fig. 13a). Basi-
cally, the longitudinal load of joint (F=F ) has firstly resulted
in bridge ,,I” stretching with force F'_ and bridge ,,II” bending
with torques Mgl i Mgz (fig. 14). The friction forces (T) have ac-

& 600
& & u——
£ 8 ——Fp
3 £ 500 —O0—Fy 3
z 2 T
2 %Z 400
2z g
© = w @
£z 58 300 F=F,
= n O i
g8 =% =
E% 2 £ 200 | FeFo
=¥ 8§
5 54 10
kel o
8 [}
» E 0 : : - ‘ ‘ b
0 10 20 30 40 50 60 70 80 90
Kat B[]
Angle B[]

Fig. 12. The effect of layout angle [ in relation to applied load direc-
tion on corresponding shearing force components

Fig. 13. The form of sheet merging area destruction achieved after the
shearing test of rectangular clinching joint for layout angle
(I — lower sheet, Il — upper sheet): a) 0°, b) 30°, ¢) 45°, d) 90°
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Fig. 14. Simplified description of joint bridge load during the shearing test for f=0°

companied the lock element displacement. For such a located
joint during the strength test, the force firstly has risen, and then
the force value has stabilized at 340 N (fig. 9). The further joint
deformation has caused the bridge I breaking (area “3”) and
decreasing the shearing force to about 60 N. Then the gradual
lock tear-up has been occurring in area “1” (fig. 13a) along with
bridge II stretching. Since then the force has been increasing
until the displacement of s~6.75 mm (fig. 9), and the critical
necking and bridge Il material breaking (area “2” on fig. 13a).

In turn, lateral joint location (the line of cut material is
perpendicular to an applied load direction) when shear testing
(F=F,) has resulted in a different force characteristics, com-
paring to the longitudinal location (fig. 9). The peak shearing
force was 480 N and by 40% higher than for an angle of 0°.

When strength testing for = 90° the joint has been destruc-
ted by lock tear-up in area ,,1” (fig. 13d), and bridge material
cohesion loss in cross sections (areas “2” and “3” on fig. 13d).
The application of shearing force F, to joint has resulted in lo-
ading the overpress with resultant bending moment (Mg1) and
shearing force (F) Asa result the lock has been torn up in an
overpress bottom area “b”, and the bridge material cut off in
cross section 1L (fig. 15).

The “I” cross section of joint has featured higher load-
carrying ability than “II ” cross section due to a larger area
and lower strains during the joint forming. In the “a” area, the
bottom material interference and its gradual rotation has been
observed, thus the final position of an overpress bottom (fig.
13d). In the end of separation phase in the II_cross section, only
the shearing force and stretching force have accompanied the
material cohesion loss.

When looking at the photos of destructed joints for interme-
diate B angle values (30°, 45°), it can be stated that the mixed
destruction mechanism has occurred. When loading the joint
for 3=30°, firstly the lock tear-up has occurred in area “1” (fig.
13b). The slight loosing of seized material has accompanied the
loading the sheet merging area, on the side of sheet cut in area
“1”. On the other hand, on the opposite side (in area “2”) the
gradual interference of joined layer material has occurred along
with an increasing sheet displacement. Thus we have the layout

S
F—
t
+— 3—"
SO R,
| il
= | S
Eamnas —l
Dno przettoczenia Zablokowany materiat
Overpress bottom “zamek”
Locked material
“joint lock”

Fig. 15. Simplified description of joint load during the shearing test for
B=90°

of an overpress material separation line (detail “3”) with an an-
gle of 90° in relation to sheet displacement.

Increasing the joint layout angle () in relation to displace-
ment direction up to 45° has intensified the phenomena occur-
ring just like for angle of 30°. As a result of the strength test, the
turning out of the overpress bottom (fig. 13¢) has accompanied
the complete material tear-up in area “1”. One of the bridges
has been separated in the point of transition into the overpress
bottom (area “2”). In previous cases the overpress bridges has
been left along with the upper sheet.

5. Summary

Based on the presented experimental analysis we can state
as follows:
- For a longitudinal joint load, the material cohesion loss
firstly occurs in one bridge, and then all load is carried out
by the rest of the lock created by pressing.
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6.
1.

2.

10.
11.
12.
13.

14.

- The energy dissipation when destructing the sheet strips - When designing the joint layout in the seam, the mounting
for $=90° has been by around 50% higher in relation to easiness and its further operation in relation to load have
B=0°test case, but the maximum shearing force has been to be considered.
higher by about 40%.

The performed researches have revealed that such an expe-
rimental analysis might be a supplement and extension of the
knowledge on rectangular clinching joint behavior for various
load directions.

The specified merging area location may improve locally
the load-carrying ability of single joints and balance the elastic
effort of a sheet construction.

- For all cases of joint layout, the diversified maximum she-
aring force has been achieved, and when considering the
destruction work value, the similar value level has been
achieved for three layout angles (30°, 45° and 90°).

- For lateral joint load, the important factor is creating po-
ssibly large material lock, which plays the significant role
in joint rigidity.
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Bozena SKOTNICKA-ZASADZIEN
Witold BIALY

AN ANALYSIS OF POSSIBILITIES TO USE A PARETO CHART
FOR EVALUATING MINING MACHINES’ FAILURE FREQUENCY

ANALIZA MOZLIWOSCIWYKORZYSTANIA NARZEDZIA PARETO-LORENZA
DO OCENY AWARYJNOSCI URZADZEN GORNICZYCH*

The article presents a general classification of quality management tools applied in different industry branches. From
among these tools the authors have chosen a pareto chart to present an analysis of mining machines participating in the
mining process. The analysis covers mining machines such as: a roadheader, chain conveyor, belt conveyer, crusher and

a support.

Keywords: quality management, Pareto chart, failure frequency.

W artykule przedstawiono ogolng klasyfikacje narzedzi zarzqdzania jakoscig stosowanych w roznych gateziach przemy-
stu. Sposrod tych narzedzi zostat wybrany diagram Pareto-Lorenza, za pomocg ktorego przestawiono analizg awaryjnosci
urzqdzen gorniczych biorgcych udziat w procesie wydobywczym kopalni. Analizie poddano kombajn, przenosnik zgrze-

blowy, przenosnik tasmowy, kruszarke oraz obudowe.

Stowa kluczowe: zarzgdzanie jakosciq, diagram Pareto-Lorenza, awaryjnos¢ urzgdzen.

1. Introduction

Most hard coal mines have an Integrated Quality Manage-
ment System and only sometimes management tools imposed
by the documentation are applied as part of the system evalu-
ation in order to assess the improvement of quality in an enter-
prise. The changing economic situation in the state, competition
as well as ever-growing requirements of coal-mine recipients
(clients) make the managers search for new ways of improving
the production (mining) process [10]. In the process of hard
coal mining it is very important to monitor mining machines as
well as to analyse the failure frequency of machines and equip-
ment taking part in this process.

2. Characteristics of quality management tools

Quality management tools are used to collect and process
data related to various quality aspects. Most frequently they are
used to supervise (monitor) the whole production cycle, star-
ting with a design, through manufacturing and finishing with
the completed production process. Quality management tools
fall into two categories: traditional (old) and new ones. tables
1 and 2 present the range of use for traditional and new quality
management tools.

Table 1 presents traditional quality management tools and
their range of use, while table 2 shows new quality management
tools and their range of use.

In this article one of traditional quality management tools
— a Pareto chart has been used to evaluate mining equipment
failure frequency. A Pareto chart is a tool which enables factors
influencing a particular phenomenon to be organised. By means
of this graphic picture it is possible to present both relative and
absolute distribution of the types of errors, problems and their
causes (fig. 1) [5].

The field under the Pareto chart has been divided into three
areas:

- Area A —in case of 20% of populations containing 80% of
cumulatve feature values.

- Area B — in case of another 30% of populations conta-
ining another 10% of cumulative feature values

- Area C — in case of the remaining 50% of populations
which contain 10% of cumulative feature values.

In practice a Pareto chart is used to group particular pro-
blems and their causes in order to solve crucial problems in
a given enterprise [11].

3. Problem analysis

In the mining industry a Pareto chart is used to monitor and
control mining machines (a cutter-loader, chain conveyor, belt
conveyor, crushers as well as power supply and control equip-
ment) which are an important element of the mining process. It
is important to evaluate these machines’ failure frequency and
reliability as well as to find which of the discovered causes re-
sponsible for the high failure rate may be eliminated in the first
place [4,16].

The construction of a Pareto chart for mining equipment
control and monitoring is divided into the following stages:

- Information collection (collecting data on mining equip-
ment failure frequency at particular stages of the mining
process),

- Putting the collected data in order (assigning particular
failures to particular mining equipment, such as a cutter-
loader, chain conveyor, belt conveyor, crusher, mechani-
sed support),

- Calculation of cumulative percentage values (establishing
the cumulative percentage values for particular failures),

- Preparating a Pareto chart,

- Interpretation of the Pareto chart.

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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Tab. 1. Range of use for old quality management tools

Tool Range of use

To solve quality-related problems which involve an extended chain of causes

It is a method of recording ideas

Discovers unrevealed connections between causes

Helps to find the source of a problem

Used when collecting date on the frequency of problems and defects during a production process and
other processes

Cause-and-effect diagram of
Ishikawa (fish bone diagram)

Check sheets « Used in data collection process

- Used when standardising a list of activities

- Pictorial presentation of processes and economic phenomena versus time
Histogram - Visual presentation of information on the course of procesess

Shows the changeability of phenomena and states

Eliminating the most frequent phenomena

Eliminating the biggest cost sources

Analysis of a problem importance and frequency

Enables a graphic presentation of relationships between variables

For identifying potential sources of incosistence

Used to find whether the two effects may result from the same cause

To evaluate process stability over long periods of time

To assess whether the process is under control at a particular period of time
To identify areas of possible improvement

To prevent manufacture of defective products

To ensure systematic control over the process

To illustrate the sequence of activities in a process

To find relations between activities

To easily specify the effects of undertaken activities

Provides a possibility of facilitating the analysis of the process course and eliminating unnecessary
activities

Pareto chart

Correlation diagrams

Check cards

Block diagram

Source: a study based on [9].

Tab.2. Range of use for new quality management tools

Tool Range of use

Solving problems connected with determining the cause and effect dependence.
Showing the co-dependence between causes leading to a particular effect.

Attempts to find dependences between causes outlined in a relation diagram.

Issues subjected to analysis are too thorough or to chaotic to be defined in a simple way.
It is necessary to support a particular solution, concept, design.

The aim is to explain and justify a stance.

A useful tool after a brainstorming session is sought.

We want to solve a specific problem (then it resembles the diagram of Ishikawa).

We present subsequent stages of activities in the process subjected to analysis.

Helps to understand the relationships between particular groups in the diagram.

Is used to communicate these relationships.

Searching for market niches.

Marketing analyses.

Shows important dependencies with regard to selected features of a product.

To evaluate any situations which may occur after implementing a new plan of activities which involves a risk of
Process Decision Pro- failure.

gramme Chart (PDPC) When implementing complicated plans of action.

When implementing plans with deadlines.

Comprehensive planning of a project or process, taking the tasks and resources into consideration.
Project implementation time analysis.

Project implementation monitoring.

Re-planning the course of a project while taking the changes into account.

Relationship diagram

Relation diagram

Systematic diagram

Matrix diagram

Matrix data analysis

Arrow diagram

Source: a study based on [9].

3.1. Characteristics of mining equipment failure frequ- - technical causes occur when the equipment and machines

ency used in the mining process are damaged. Such equipment

includes: heading machines, conveyors, mechanised sup-
ports and crushers;

- organisational causes which are independent from the
mining conditions and conditions of machine operation.
Such failures include: lack of water supply or lack of
power supply.

Breakdowns in hard coal mines may be divided according

to their causes as follows:

- mining causes, where the main causes include: rock mass
shocks, roof collapse (odpad stropu), water pumping,
lump crushing, exceeding the level of CH, etc. In general
these causes are not man-made.
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Fig. 1. Pareto chart

According to the type of failure, we distinguish the follo-
wing:

- mechanical,

- electrical,

- hydraulic causes.

In order to obtain a more detailed analysis, mining equip-
ment failures may be further divided according to the area of
their occurrence, e.g..: arms and cutting heads, traction systems,
hydraulic systems, electrical system or the body [3].

In Polish coal mining industry, coal beds are mined using
the longwall method by means of winning equipment which
works on a machine cutting basis [1,7,8]. For this reason, one
of major areas of a coal-mine activity is the use of equipment
(machines) [6]. Among others this should involve control over
rational and effective use of equipment in the mining process
[14].

Technical systems used in a hard coal mine are characte-
rised by:

- considerable scattering,

- complexity,

- working area limitation by the size of underground exca-

vations.

The main task for maintenance teams is to ensure continu-
ous work of machines and equipment (at a given moment). As
a result of such actions, the costs of machines and equipment
maintenance, and thus production costs, i.e. the costs of a mi-
ning plant functioning are reduced. If this process is disturbed,
huge losses are generated [13].

The main element in the mining process is the sequence of
getting, which consists of the following stages [2,3]:

- the process of getting,

- horizontal transport,

- vertical transport.

When following the sequence of getting we may find that
it is a series system. A failure of one of the above listed links
results in “switching off” the remaining elements of this sequ-
ence.

As the sequence of getting in the process of coal mining
(the mining of useful minerals) is a basic element influencing
the size of output, and in consequence the costs related to this
process, the failure frequency of this basic element has been
subjected to analysis [2,3]. The failure frequency of all the fa-
ces working in one of the hard coal mines belonging to Kom-
pania Weglowa S.A. in 2009 has been analysed. More than 400

types of failures have been found. Table 3 presents examples of
mining machine failures.

3.2. Practical use of a Pareto chart for evaluating mi-
ning equipment failure frequency

Mining equipment failure frequency has benn analysed
using one of the traditional quality management tools — a Pa-
reto chart.

A Pareto chart has been constructed according to the follo-
wing stages:

1. Data on the type of failures of the following mining
equipment has been collected: cutter-loaders, chain co-
nveyors, belt conveyors, curshers and mechanised sup-
ports,

2. Particular failures have been assigned to particular mi-
ning machines,

3. Cumulative percentage values have been calculated
(cumulative percentage values for particular failures)
by means of the following formulas:

100
PIE = — (1)
i IE
SPIE, = PIE, + PIE,, )
100- 14, o
4,
SPIA;= PIA,+ PIA,, 4)

where: PIE/_— percentage number of elements, SPIE/_ — cumula-
tive percentage number of elements, /E — number of elements,
PIA,— percentage number of failures, SPIA; — cumulative
percentage number of failures, /4 — number of failures.

Table 4 presents data on the type of mining equipment,
a cumulative percantage number of particular machines, a num-
ber of failures in a particular machine, a percentage number of
failures and a cumulative percentage number of failures.

Figure 2 presents a Pareto chart for the failure frequency of
the sequence of getting in one of the mines belonging to Kom-
pania Weglowa S.A.
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Tab. 3.  Examples of the types of failures and their causes

Type of failure Machine Examples of damage
Damaged cutter-loader cable
Damaged cable layer
Mechanical failures Cutter-loader Protection system exchange
Damaged cooler of the cutter-loader lower arm
Damaged water cable
No control
Electrical failures Cutter-loader Electrical damage of the cutter-loader cable
Burnt fuse of the hydraulic pump
Damaged cutter-loader water hose
Hydraulic failures Cutter-loader Damaged sealing of the cutter-loader upper head
Water hose exchange
No water for the cutter-loader
Organisational failures Cutter-loader No power supply on the face
No pressure on the face
No control
Mechanical failures Chain conveyor Damaged coupling insert
Seized bearing of the right gear
Damaged set of chokes on the upper drive contactor
Electrical failures Chain conveyor Damaged control panel
No control — damaged fuse
Organisational failures Chain conveyor N No water
0 power supply
Mechanical failures Belt conveyor Damaged coupling
Gear exchange
No control
Electrical failures Belt conveyor Fuse exchange
No brake control
Organisational failures Belt conveyor No power su’\plply on transport equipemnt
0 power supply
Mechanical failures Crushers Flux exchange
Broken ram
Electrical failures Crushers N No control
0 power supply
Mechanical failures Support Exchange olghose in pressure conduit
amaged hose
Electrical failures Support No pump control
Organisational failures Support Pipeline sealing

Tab.4. Mining equipment failure frequency

Number of Type of equip- Cumulative percentage Number of Percentage number of | Cumulative percentage
equipment ment number of elements failures failures number of failures

j SPIE 1A PIA SPIA

1 Cutter-loader 20 193 43 43

2 Chain conveyor 40 110 24 67

3 Belt conveyor 60 94 21 88

4 Crusher 80 28 94

5 Support 100 27 100

Cumulative percentage number of elements
20 40 60 80 100
250 100 100
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Fig. 2. Pareto chart
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4. Summary

The Pareto chart indicates that the highest number of failu-
es (88%) are caused by three mining machines:

- cutter-loaders,

- chain conveyors,

- belt conveyors.

The remaining machines, such as crushers and mechanised
supports cause only 12% of failures.

Taking into consideration the percentage share of the three
important mining machines (cutter-loaders, chain conveyors
and belt conveyors) it may be concluded that the total of 60%
of machines cause as much as 88% of failures.

Longwall equipment failures affect the effectiveness and
concentration of output and in consequence, translate into the

Preliminary analyses (table 3) and studies [2, 3] indicate
that most failures found in the above mentioned three types of
machines are mechanical ones. This leads to the conclusion that
the above mentioned three types of mining machines should be
subjected to thorough analysis. Such analysis should specify
the main causes of failures, methods and preventive measures
which should be taken in order to drastically reduce the failu-
re frequency of these elements of mining equipment. Persons
monitoring and controlling the work of cutter-loaders, chain
conveyors, belt conveyors should take special care of these ma-
chines’ technical condition and try to prevent any failures.

In their further studies, the authors will present the causes
and effects of these machines’ failures which have the biggest
impact on the mining sequence delays, i.e. winning machines
(cutter-loaders) and transport equipment (chain and belt co-

financial result of a mine. nveyors).
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CONVEX SUBLATTICE BASED RELIABILITY THEORY

TEORIA NIEZAWODNOSCI OPARTA NA POJECIU PODKRATY WYPUKLE)J

Classical probability theory has been widely used in reliability analysis, however, it is hard to handle when the system is
lack of" adequate and sufficient data. Nowadays, alternative approaches such as possibility theory and fuzzy set theory
have also been proposed to analyze vagueness and epistemic uncertainty regarding reliability aspects of complex and
large systems. The model presented in this paper is based upon possibility theory and multistate assumption. Convex
sublattice is addressed on congruence relation regarding the complete lattice of structure functions. The relations between
the equivalence classes on the congruence relation and the set of all structure functions are established. Furthermore,
important reliability bounds can be derived under the notion of convex sublattice. Finally, a numerical example is given
to illustrate the results.

Keywords: congruence relation, convex sublattice, lattice theory, multistate structure function, pos-
sibility theory, upper bound set.

Klasyczna teoria prawdopodobienstwa ma szerokie zastosowanie w analizie niezawodnosci, jednak trudno jest si¢ nig
postugiwaé, kiedy brak jest wystarczajgcych i odpowiednich danych na temat systemu. Obecnie, proponuje si¢ alter-
natywne podejscia, takie jak teoria mozliwosci czy teoria zbiorow rozmytych, za pomocq ktorych mozna analizowaé
niepewnosc¢ epistemiczng oraz nieostros¢ w odniesieniu do aspektow niezawodnosci ztozonych i duzych systeméw. Model
przedstawiony w niniejszym artykule oparto na teorii mozliwosci oraz na zatozeniu wielostanowosci. Podkrate wkleslg
opisano na relacji kongruencji, odnoszqcej si¢ do calej kraty funkcji struktury. Ustalono relacje pomiedzy klasami
rownowaznosci na relacji kongruencji a zbiorem wszystkich funkcji struktury. Ponadto postugujqgc sie pojeciem podkraty
wypuktej mozna wyprowadza¢ istotne kresy niezawodnosci. Wyniki zilustrowano przyktadem numerycznym.

Stowa kluczowe: relacja kongruencji, podkrata wypukta, teoria krat, wielostanowa funkcja struktu-

ry, teoria mozliwosci, gorny kres zbioru.

1. Introduction

The classical reliability theory is based upon binary struc-
ture functions and probability theory [19, 21]. In the binary
probabilistic approach, the component state and system state
may be assumed to be either perfectly functioning or com-
pletely failed, which is an oversimplification of reality [6]. The
increasing complexity of real systems has brought the emergent
need of intermediate states. With this background, the theory
of multistate structure functions was proposed to overcome the
problem [14, 15]. Moreover, in many real life cases, adequate
statistical data is unavailable to obtain due to the limitation of
experimental conditions [13]. Probability theory is shown not
the only possible way of representing imprecision and uncer-
tainty [7]. In fact, possibility theory has played a vital role in
analyzing system uncertainty [8, 12, 17]. The models for re-
liability estimation studied from a non-probabilistic point of
view are proposed to overcome the problems of approach in
past literatures [1, 9, 10, 18, 20].

In order to better represent the system or component state
space, lattice theory is essential in mathematical modelling
using non-classical reliability theory [16]. By considering the
complete lattice of a structure function, a general framework
has given us a better foundation of reliability analysis [2, 4].
Cappelle [3] presented a theory of multistate structure functions

on partially ordered sets (in casu complete lattices), which is
able to solve several problems arising from the dichotomous
model. Based on a combination of multistate structure func-
tions and possibility theory, Cappelle and Kerre [7] derived
a congruence relation on the complete lattice of structure func-
tions which links several concepts and provides powerful tools
to model physical systems. Based upon the congruence relation
proposed by Cappelle and Kerre, the concept of convex sublat-
tice is presented in reliability analysis in this paper. According
to the convex sublattice properties, the upper (lower) bound set
of structure functions on equivalence relations regarding the
congruence relation is addressed to go along with the practical
engineering. Given an equivalence class on structure functions,
it can be verified that the upper (lower) bound set of the equiva-
lence class is a convex lattice. Thus, several important bounda-
ries of the structure function set are employed. Furthermore,
the significance of the definitions and properties are explained,
both from theoretical and practical point of view.

This paper is organized as follows. In the next section,
preliminary definitions such as structure functions and congru-
ence relations are briefly reviewed. In Section 3, the notion
of a convex sublattice is applied to reliability theory, along
with the explanation of how the theorems and properties can
be used in practical engineering. Afterwards, a numerical ex-
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ample is addressed in Section 4 to exemplify the usefulness of
the introduced concepts. As a result, some conclusions are em-
ployed in Section 5.

2. Preliminary definitions

In this section, three useful notions regarding the theory
of multistate structure functions on complete lattices are intro-
duced. Considering that systems are with a finite number of
components, we first give the concept of structure function,
which can reflect the functional relationship between compo-
nents states and system state.

Definition 1™ Let (L,<), 1<i<n, and (L,<) be n+1 complete
lattices. An L x...xL — L-mapping ¢, satisfying

(i) 4(0,..,0)= 0 and ¢(1,...,.1) = 1 )

(ii) ¢ is isotone, that is
(V(x,y)e(Llx---an)z)(xSy:d)(x)ﬁqﬁ(y)) )

is called to be a structure function from (L x..xL , <) to (L,S).

M(L *..xL,, L) denotes the set of all the structure functions
from complete lattice (L *...xL ,<) to complete lattice (L,<).
The order relationship = is defined as follows: for any two
L x..xL — L structure functions ¢, and ¢,,

b =9, <:>(VxeL1><---><Ln)(¢1(x)£¢2(x)) 3)

More properties of the complete lattice of structure func-
tions will not be introduced here. For more details, the readers
are referred to [3]. In the sequel, a core notion of congruence
relation is addressed. All the equivalence classes employed in
this paper are based upon the congruence relation.

Definition 2 " Let (L,<) be a lattice and 6 a binary relation on
L; O is a congruence relation if and only if

(i) @ is an equivalence relation on L,

(ii) for any elements x , x,,y, and y, of L

X, e[yl]o and x, e[y2]0:>
= x5 Ax, €[y Ay, and x vy, ervnl, @

In this definition, [x], is the equivalence class of & which is
generated by x. The infimum (supremum) operator is denoted
by A(Vv) on the lattice (L, <), meanwhile denoted by N (L) on
the set of structure functions, that is, for any two structure func-
tions ¢, and ¢,,

NGy Lx-xL = L:x ¢(X)Ad,(X) )

The operation U can be defined analogously. The subset .S
of the lattice L is called convex iff a,be S, ce L, and a<c<b
imply that ¢ € S. Since the intersection of any number of convex
sublattice is a convex sublattice unless void, the definition of
convex sublattice is generated by a subset [11].

Definition 3" Let (L,<) be a lattice and S a subset of L, S is
a convex sublattice of L if and only if

(Va,beS)([a/\b,avb]gS) 6)

For a,be L, a<bh, the interval [a,b]={xla<x<b} is an
important example of a convex sublattice. For a chain C,
a,b e C, a<bh, the half-open intervals: (a,b]={xla<x<b} and
[a,b)={xla<x<b}, and the open interval: (a,b)={xla<x<b},
whenever nonvoid, are examples of convex sublattices.

3. Convex sublattice concept applied in reliability
theory

Regarding the definition of convex sublattice, some
interesting results are proposed to show how the convex sublat-
tice concept is related to reliability theory in this section. First,
two preliminary results, which are proposed by Cappelle and
Kerre [7], are employed as lemmas. Then, three main theorems
and one property are addressed with detailed proof. As a result,
the significance of theoretic concepts applied in practical relia-
bility engineering is addressed.

3.1. Preliminary results

The lemmas presented in this part are as a foundation of the
main theoretical results. A typical equivalence class of structure
functions is addressed in Lemma 1. On the basis of this equiva-
lence class, different subsets result in different observations.

Lemma 1 [7] Let 4 be a subset of L x...xL , ¢ and ¢ two arbi-
trary structure functions from (L x...xL ,<) to (L, <), then

peld], = (vxed)(p(x)=¢(x)) )

Lemma 2 [7] Let A and B be two subsets of L x...xL and ¢
a structure function from (L x..xL ,<) to (L,<), then

1c8=[o], <[sl, ®

Lemma 2 can be intuitively understood from fig.1. That is,
more observation will result in a smaller number of appropriate
structure functions that meet with given information.

MLy x---x L, L)

Fig.1. Relations between subsets and the relating equivalence class
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3.2. Main theoretical results

All the theorems addressed in this part will provide us with
several typical convex sublattices of (M(L x...xL , ), =), which
are with significant meaning in engineering application.

Theorem 1 Let A be asubsetof L x...xL and ¢ a structure func-
tion from (L, x..xL <) to (L,<), then ([q}]e ,-<) is a convex
sublattice of (M(L x..xL ,L),3).

Proof: Let ¢, and ¢/. be two arbitrary elements of [(}5]6", it can be

addressed from Lemma 1 that

(vxe A)(g,(x) =$(x) = ¢,(x)) ©)
Thus,
(vVxe A)((4,Ng)x) =) = (4, Ug)(¥)  (10)
Let ¢ be any element belongs to [¢i Ng,4, Ve, }, then
NP <9 24U (11)
Hence,
(VxeLxxL,)((¢,ng)(x)<$ (X)<(¢,U9)(x) (12)
which leads to
(Vxe 4)(¢'(x)=¢(x)) (13)
or equivalently
(vo'e[gna.08]) 0 0els],) (19
Then, we can get

(v0.0, <[9),, )[40 9009 ]<[0),) a9

Taking Definition 3 into account, the theorem is deduced.
([(ﬁ]ej ,'<) is a convex sublattice of (M(L x..xL ,L),X)
based on the equivalence relation 6. The lattices which are pre-
sented in the following two theorems are on the basis of equiva-
lence class [¢]0 .

Theorem 2 Let A be a subset of L x... XL , ¢ a structure function
from (L x..xL ,<) to (L,<) and M 4 (M A) denote the upper
(lower) bound set of [¢], within 9, then (M A4,<) (MA,<))is
a complete sublattice of (M(L *...xL ,L),=).

Proof: Only the proof of upper bound set M 4 a complete sub-
lattice of (M(L,x...xL ,L),=) is given here. The results about

the lower bound set M 4 can be proved analogously.
Let (¢ i € I) be a non-empty family in M 4, then

(Vi e I)(Vxe 4)(¢,(x)> ¢(x)) (16)

Thus,
(vxe 4)(if 602 60 and (vxe ) supd 020 | (17)
Since both inf¢(x) and supg,(x) are belonged to M.

(M A,<) is a complete sublattice of (M(L x..xL ,L), ).

Theorem 3 Let A be a subset of L x...xL , ¢ a structure function
from (L, x..xL ,<) to (L,<) and M A4 (MA) denote the upper

(lower) bound set of [¢], within 9, then M A4,2) ((MA,<)

is a convex sublattice of (M(L,x...XL , L), =).

Proof: As is proved in theorem 2, only the proof of upper bound
set M A4 a convex sublattice of (M(L,x...xL ,L),=) is addressed
here.

According to Definition 3, we must prove that

(V4.6 €M, 4)([ 6,096, 09, ]cM,4)  (I9)

Since for any structure function ¢, €[], ,
A

(Vx e 4)(,(x) =9(x)) (19)
Furthermore, for any ¢, ¢/_ €M A and any xel x..xL ,
$(x)24,(x), ¢,(x)24¢,(x) (20)

Hence,
(VxeLxx L), N )2 6, (). (6, 96)(x)>6,(0)21)
which leads to that for any ¢ e [qﬁi NG, Y ¢J ,

(VxeLx-xL)( ¢'(x)=¢,(x) (22)

It is obvious that ¢ is an upper bound of [¢]84, that is
de MA.

Thus, it can be obtained that (1) holds from the selection of ¢'.

It turns out that (M 4,<) ((MA,<)) is a convex sublattice
of (M(L,x..xL ,L),2), and complete sublattice at the mean-
time. That is to say, the upper (lower) bound set of [¢]94 within

M exists and can be figured out. Adding subset B of L x...xL ,
more interesting results can be figured out in the following.

Corollary 1 Let 4 and B be two subsets of L x...xL (A=B) and
¢ a structure function from (L x...xL ,<) to (L,<), then the up-
per (lower) bound set of [d)]gﬂ within [¢]94 is a convex sublat-

tice of ([d’]@ ,5).
Proof: Immediate from Theorem 3 and Lemma 2.

Property I Let 4 be a subset of L x...xL , ¢ a structure function
from (L x..xL ,<) to (L,<) and M A(MA) denote the upper
(lower) bound set of [¢]94within M, then (i) the maximum and

minimum of (M A4,<) is the supremum of (%, <) and ([¢] <),

o, >~
respectively; (ii) the maximum and minimum of (M A,<) isthe
infimum of (M, <) and ([¢] <), respectively.

9.4 T
Proof: There are two parts in statement (i):
1) The maximum of (MHA,S) is the supremum of (M, <);
2) The minimum of (M A4,<) is the supremum of ([¢]94 ,S)

Let ¢ denote the supremum of (M,<). According to
[¢]91 C M, it can be immediately obtained that ¢ is an upper

bound of ([(]5] <), that is 9 € M A. For V11 € M 4,  is an up-

0.4 T
per bound of ([(]5]04 ,S) within (M, <), then € (M,<). Based on

the denotation of ¢, ¢(x)=7(x) holds for V xe L x---xL .

Thus, ¢ is an upper bound of (M 4,<). It can be deduced that ¢
is the maximum of (M 4,<).
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The other statements can be addressed in a similar way.

Corollary 2 Let A and B be two subsets of L x..xL (A< B), ¢
a structure function from(L,x...xL ,<) to (L,<) and M B(M B)
denote the upper (lower) bound set of [¢] within [(/’) , » then

BE
(i) maximum and minimum of (M B,<) is the supremum of
([(b]e ,S) and ([¢]SB ,S), respectively; (ii) maximum and mini-

mum of (MB,<) is the infimum of ([(]5]03 ,S) and ([¢]e4 ,S),

respectively.

Proof: Immediate from Property 1 and Lemma 2.

In the preceding paragraphs, main theoretical results have
been addressed, together with the boundary of bound set. It will
be shown how to apply these results of convex sublattices to
actual problems.

3.3. Explanations and discussions

In real life situations, it is necessary to estimate structure
functions. How can we narrow the scope of appropriate structu-
re functions from a set of observation? Mathematically, consid-
ering a subset 4 of L x..xL , set A;{(x,y)\xeA} is called an
observation set of ¢ in which ¢(x)=y. Thus, an ordered couple
(x,y) is called an observation, which is an element of 4, [5]. As
a matter of fact, it is rarely possible to investigate all the obse-
rvations. Suppose that system state space is presented as a lim-
ited amount of elements of L x...xL , denoted by 4, thus the set
of observation 4, is determined. Additionally, given the obser-
vation 4 " [¢]9A represents the equivalence class of structure

functions which satisfy Equation (7). Hence, the bounds of set
[(/’)] , can be figured out. Based on the determined observations,

engineers are always fond of the structure functions superior to
any in [¢] , - In fact, for any xe4, x denotes the state vector of

n subsystems (components) and different structure function
corresponds to a different system structure. As for the same
state vector of n subsystems (components), for instance, parallel
and series system may lead to different results of system state.
This system structure can be represented by the structure
function. Undoubtedly, people are willing to find structure for
system which can be under better state based on the same
subsystem (component) state. This is why it is essential to study
the upper bound set of [(b]g‘. According to the order relation

within the set of all the structure functions, those are superior to
any in [¢]a should be superior to any element of the upper bo-

und set of ["5]0,,'

It can be proven from Theorem 2 that both the supremum and
the infimum of the upper bound set of [¢] , exist. It is indicated

in Theorem 3 that any structure function situated between the
supremum and the infimum is an upper bound of [(/’)] , - Further-

more, the lower and upper bound of M A4 can be substituted and
transformed through Property 1, which will result in useful
bounds. Given a data of subsystem (component) state, good
structure function is capable of leading to a good system state.
Engineers are able to compare the characteristics between the
examining structure function and those within [d)] b, Comparison

of the examining structure function and those within [d)]e is
A

directly converted to the comparison of the examining structure
function and the infimum of the upper bound of [d)] , or the su-

premum of the lower bound of [¢] b, Consider a structure func-

tion ¢ from ([0,11<) to ([0,11,2), ¢:[0,1] = [0,1]: (3, x,) >
% , Let 4 be the set of {(0,0),(;,;),(1,1)} , it can be

figured out that ¢ (x ,x,)=min(x ,x,) and ¢,(x,,x,)=max(x ,x,) is the
supremum of the lower bound of [¢] 0, and the infimum of the

upper bound of [(/5]9 , respectively. Thus, given the examining

structure function @(x,,x,)= x,-x,, it is easy to find out that both ¢,
and ¢, are superior to . Therefore, comparison of the examining
structure function and those within [¢] , is given.

A

4. Numerical example

In this section, the numerical example in Ref. [4] is used to
illustrate the results in Section 3.
Consider a structure function ¢ from ([0,1]% <) to ([0,1],=),

X, + X,

¢:[0,1] = [0,1]: (x,x,) > (23)

It is easy to know the value of ¢ in some specific points,
such as,

14 1 13 1 12 1
d(53)=5 dlii)=s md55)-5 @

13 12
For the sake of simplicity, set {(0,0),(4,4}(3,3}(1,1)}

1 4)Y(13)(12
is denoted by 4 and set {(0,0),[5,5],(4,4},(3,3],(1,1)} is

denoted by B. It is indicated that [¢] 0, and [¢] , are presented as

closed intervals denoted by [/(4,¢),u(4,¢)] and [I(B, $),u(B,d)],
respectively [7]. The denotations in the intervals are expressed as
follows,

[(4.9)(x)= sup §(y), u(4¢)®)=_inf ¢(y) (25

ye[0x]N4 ye[x1]n

(BA)W= swp ¢(v). u(BH)= inf oy) (6)

ye[ox]NB [

Hence, the following expressions are obtained after some
calculations:

1(4,0):[0,1] = [0,1]: (x,,x,) >
I 5 x=x=1

- % ; (xl,xz)e{%,l}{%,l}ug,l}{%l} V(L)) @7
0 ; elsewhere

u(4,0):[0,1] =[0,1]: (x,,x,)

;0 x5 =x,=0

L e e ] v o
1

; elsewhere
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I(B,¢) . [0’1]2 N [071] . (xl’xz) N The virtual and hatched part in Fig.2 states the domain rela-

ted to A and B, respectively, in the calculation of boundary
1 structure functions. From this figure, it can be found out that

% : (anz)E[%al}x[il}U[i,l}{%a{} 29) 1(A,¢)<1(B.¢)and u(A4,¢)>u(B,¢). Thus, it is obvious that

;ox=x,=1

— 2 [qb] , < [(;5] , » which can be obtained from 4 < B and Lemma 2.
Ullxgl\{(ll)} : ’
3’ 3’ ’ Furthermore, it is easily deduced that if M B (M B) (the up-
0 ;  elsewhere per (lower) bound set of [¢], within [¢] ,) is the closed inter-
. val [u(B,$),u(A4,¢)] ([I(4,4),[(B,$)]), then the following state-
u(B,9):[0,1] >[0,1]:(x,,x,) > ments can be seen in this numerical example:
0 ; x=x=0 1) The maximum of (M B,<) is the supremum of ([(/5]0 ,S);
1 1 4 1 3 N .
5 (x,x,)€ O,g x 0’§ U O’Z x O’Z (30) 2) The minimum of (M B,<) is the supremum of([(ﬁ]gg ,S);
H
U{O’l} x [0,2} \{(0.0)} 3) The maximum of (M B,<) is the infimum of([¢]0 ,S);
3 3 ’
1 ;  elsewhere 4) The minimum of (M B,<) is the infimum of ([¢] i ,S).

10.

These results meet with the theoretical results in the previo-
us sections. It is stated in a practical point of view that lower
and upper bound of the bound set can be substituted and trans-
formed, which will lead to some useful reliability bounds.

4. Conclusion

Based on the notion of congruence relationship, a convex
sublattice on the complete lattice of structure functions is pre-
sented in this paper. It is indicated that the relationship between
lattices of equivalence classes and set of all the structure func-
tions gives a better comprehension in system reliability, from
both theoretical and practical point of view. The upper bound
set of equivalence class regarding congruence relation presen-
ted in this paper has been shown to be a vital notion in engine-
ering applications. Finally, theoretic properties are testified in
the numerical example.

0 VS 14 13 x

Fig.2 comparison of the domains regarding A and B
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SYSTEMY KONTROLNO-POMIAROWE W PRZEMYStOWYCH PROCESACH

MEASURING & CONTROL SYSTEMS IN INDUSTRIAL
DIE FORGING PROCESSES

KUCIA MATRYCOWEGO*

The paper presents portable measuring & control systems, designed and built by the authors, and their application to

the analysis of two industrial processes: the precision hot forging of CV universal joint casings in closed dies in the crank
press (GKN Driveline Olesnica) and the forging of concrete slab carrying handles in a TR device in the eccentric press

(INOP Poznan). The systems enable the measurement, archiving and analysis of forging force-time/displacement traces

correlated with tool temperature, as well as the measurement of production speed and the quantity of produced forgings.

Recently an acoustic emission (AE) signal registration capacity has been incorporated into the system to investigate the
changes occurring during the forging process, especially progressive tool wear. The information obtained in this way is to

be used to improve the operating conditions of the forging presses and to optimize the whole forging process by means of
CAD/CAM/CAE software based on FEM. The measuring & control systems consist of an industrial computer (comprising
a real-time controller, a multi-speed measurement card, RAM memory, large capacity hard disks and a set of amplifiers
and transducers) and sensors ( force, displacement, pyrometers, thermocouples, linear and angular encoders, accelero-
meters and AE). Two applications (based on LabView) have been developed for each of the systems. One of the applica-
tions is installed on the industrial computer and is used to control the system as well as to record and process the voltage
signals received from the individual sensors. The other application enables the analysis of the processed signals.

Keywords: portable measuring and control systems, industrial forging processes.

W pracy przedstawiono zastosowania autorskich, przenosnych systemow pomiarowo-kontrolnych do analizy dwoch prze-
mystowych procesow: kucia na ciepto obudowy przegubow homokinetycznych na prasie korbowej w matrycach zamknie-
tych (GKN Driveline Olesnica) oraz kucia zaczepow do przenoszenia plyt betonowych na prasie mimosrodowej w przy-
rzqdzie TR (INOP Poznan). Zbudowane przez autorow systemy pozwalajq na pomiar, archiwizacje i analize przebiegow
sit kucia w funkcji czasu/przemieszczenia skorelowane z pomiarem temperatury narzedzi, pomiary predkosci procesu oraz
ilosci wykutych odkuwek. Ostatnio wzbogacono je o rejestracje sygnatu akustycznego AE w celu okreslenia zachodzgcych
zamian podczas procesu a szczegolnie postgpujgcego zuzycia narzedzi. Uzyskane informacje majg postuzy¢ rowniez do
poprawy warunkow eksploatacji pras oraz do optymalizacji catego procesu kucia wykorzystujgc narzedzia CAD/CAM/
CAE oparte o MES. Prezentowane systemy zbudowane sq z komputera przemystowego (kontrolera czasu rzeczywistego,
wielokanalowej szybkiej karty pomiarowej, kosci pamigci operacyjnej, dyskow twardych o duzej pojemnosci, zestawu
wzmacniaczy i przetwornikow) oraz odpowiednich czujnikéw pomiarowych (sity, przemieszczenia, pirometrow, termopar,
enkoderow liniowych i kgtowych, akcelerometrow, czujnikow AE). Do kazdego z systemow opracowano po 2 aplikacje
(na bazie programu LabView). Pierwsza aplikacja jest zainstalowana w komputerze przemystowym i stuzy do sterowania
systemem oraz zapisem i przetwarzaniem sygnatow napieciowych uzyskiwanych z poszczegolnych czujnikow. Druga prze-
znaczona jest do analizy zarejestrowanych sygnatow.

Stowa kluczowe: przenosmy system pomiarowo kontrolny, przemystowy proces kucia.

1. Introduction

Because of their advantages, such as high productivity,
small finishing allowances and the very good service properties
of the finished products, forging processes belong to the most
commonly used product manufacturing technologies [6, 11, 16,
18].

Industrial forging processes are conducted using powerful
forming machines, usually presses and hammers. Today most
forging shops use their own (often “old”) machines, adapting
them for the current production [1, 7]. It is seldom that they
decide to purchase a new machine dedicated to a specific pro-
duction. Forging machines and equipment usually have simple

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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measuring & control systems capable of controlling only the
maximum forging force, the machine running speed, the num-
ber of forgings and the initial temperature of the preforms.

The great number and variety of factors affecting forging
process correctness, and their interaction make die forging
processes very difficult to analyze. For this reason FEM based
CAD/CAM/CAE tools are increasingly often employed to de-
sign, analyze and optimize forging processes [4, 8, 9, 13, 14,
15, 17]. For a comprehensive analysis and verification of the re-
sults obtained in this way it is often necessary to measure many
additional quantities which for various reasons are difficult to
measure in the course of forging. In order to improve produc-
tivity and the quality of the forgings more precise control of
process parameters than the one of which the current control
systems are capable is needed [10, 12].

The authors have developed mobile systems for measu-
ring and controlling the principal forging process parame-
ters. The data acquired by the systems will be used to impro-
ve the operating conditions of forging presses, to increase
the life of forging tools and to optimize the forging process
by means of FEM based CAD/CAM/CAE software.

The measuring & control systems were employed in two
forging processes: the hot forging of the CV universal joint ca-
sing in closed dies in the crank press (GKN Driveline Ole$nica)
and the forging of concrete slab carrying handles in a TR device
in the eccentric press (INOP Poznan).

2. Multioperation forging of CV universal joint
casing

2.1. Process description

The industrial forging of the CV universal joint casing in
the GKN Driveline Forge consists of four hot forging operations
and one cold forging operation (fig. 1). The forging process has
many stages and it proceeds as follows. From a storehouse bun-
dles of metal bars are delivered to a cutting machine where they

are cut into proper lengths. Then the preforms are heated in an
induction heater to a temperature of about 900°C. It is critical
that the process temperature remains constant in order to ensure
the proper quality of the forgings. The preforms heated up to
the proper temperature are fed into the press where they are
deformed in four operations. The high quality of the forging is
assured thanks to process stability and on-time control. After le-
aving the press the forgings are subjected to controlled cooling.
Then they go to a shot-blasting machine where they are cleaned
of graphite. Subsequently they are transferred to the mechanical
working room and to the half-shaft assembly lines.

2.2. Description of measuring & control system

The system was to measure and record the forging forces
versus punch path length or time (for the four operations), the
temperature of the tools and the preforms. Another aim of the
recording was to verify the numerical modelling of the forging
process, being run in parallel. The measuring system, designed
and built by the authors, was installed on a Shuler industrial
press with a maximum press load of 20000kN. The system con-
sists of a real-time controller based on the MPC5200 400MHz
processor using the CompactRIO platform. An industrial com-
puter, a reconfigurable chassis with FPGA circuits, and ana-
log and digital input/output measuring cards (fig. 2a) form the
whole setup working in tandem with a 1 terabyte hard disk.
This configuration enables the high-rate recording of data from
the sensors, offering many signal processing possibilities. The
computer records data coming from four MP55 extensometer
amplifiers (fig. 2b), a ZE-115-M encoder mounted on the press
crankshaft and four 5B47 thermocouple amplifiers. The ther-
mocouples are installed in four dies. Thanks to the FPGA cir-
cuits the computer can analyze the recorded signals in real time
and control the production process. In response to an improper
value of one (or several) of the process parameters the other
parameters can be changed in order to bring the process back
on course.

P

Fig. 2. Measuring system: a) Industrial computer CompactRIO with installed input/output modules, b) MP55 amplifiers
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The special system data processing application has filters
(whose settings are fixed by the operator) and tools for sear-
ching the saved files whereby characteristics fragments of force
waveforms or defined events (e.g. an exceedance of a critical
force or temperature value in a particular operation) can be
easily and quickly found and compared for the particular opera-
tions. The program allows one to save the results to text file and
to plot graphs in Excel (fig. 3).

2.3. Application of measuring & control system

The measuring & control system was used to analyze the
forging forces during the particular operations and at the be-
ginning and end of the forging process (after between 10-20
hours of work) and to compare them with the force waveforms
obtained from FEM simulations (fig. 4).
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One can notice close similarity between the FEM wave-
forms and the recorded traces, especially for the characteristic
points corresponding to the successive degrees of cross section
reduction. Some of the differences may stem from the imperfect
tuning of the numerical model due to the different tribological
conditions: constant friction coefficient values were assumed
in the FEM model whereas in the industrial process the friction
forces undergo changes. Research is underway to bring the nu-
merical model as close as possible to the real industrial process,
e.g. by increasing the precision with which the friction coeftfi-
cient is calculated and taking into account the variation of the
friction coefficient in the course of the process.

When one examines the traces for the particular operations,
recorded over 10-20 hours, it becomes apparent that the maxi-
mum “parabolas” occur at the beginning of the process (the ste-
ady state after 20 minutes of forging) while the minimum force
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Fig. 4. Comparison of recorded force traces (I — at beginning and II — after 10-20 hours of continuous operation) and waveforms obtained from nu-
merical modelling for: a) 1st forging operation, b) 2nd forging operation, c) 3rd forging operation and d) 4th forging operation
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values occur towards the end of the forging process. Assuming
that the whole process proceeded without disturbance, the re-
duction in the force may indicate progressive wear of the tools.
This was confirmed by measurements of the post-forging die
impressions by means of an optical scanner, statistical analyses
of the tool life and microstructural examinations.

The results relating to the influence of the amount of the
lubricating medium on tool temperature were found to be inte-
resting, particularly for the industrial press operators. A water-
graphite mixture was used in the forging of CV universal joint
casings. Special sets of tools each with a hole into which a ther-
mocouple would be inserted (4 mm below the tool surface) had
been constructed to measure the temperature of the tools during
the forging process.

In this way the real tool temperature during forging was
measured. The measurements of real tool temperature by means
of the measuring system and the thermocouples inserted thro-
ugh the special groove into the dies shows that many factors af-
fect the temperature of the tools during the forging process (fig.
5a). When the flow rate of the lubricating mixture was doubly
increased, the temperature dropped by about 100°C. Stopping
the press for twenty seconds resulted in a further drop in tem-
perature by about 100°C. A break lasting for the time needed
to produce two forgings resulted in a temperature decrease of
20°C. On the basis of the obtained results the press operators
were able to select the optimum lubricant amount and feeding
time for the forging process in order to minimize the thermal
shock causing the thermal-mechanical fatigue of the tools. The
rationalization of the cooling and lubrication conditions ulti-
mately resulted in increased durability of the dies. The measu-

a) two press cycles
without forming

double increase in
Iubricant flow rate

double decrease in

topped for 20
press Sopped®® ™ * | | tubricant flow rate

double ncrease in
Iubricant flow rate

Temp [°C]

S e
b
b

rements made with the thermocouples also served to verify the
Finite Element Model of heat exchange for the die in the second
operation in the forging of the CV universal joint (fig. 5b). The
temperature of the preforms and forgings was also recorded
by means of pyrometers and a thermovision camera (fig. 6).
Thanks to the investigations also the temperature of rejected
preforms was determined.

2.4. Expansion of measuring & control system

The system is to be expanded to include wireless operator
panels displaying the actual process parameters and traces of
the signals coming from the sensors. Moreover, a system for the
remote configuring and control of the computer via a mobile
phone and text messages and the Internet is to be added. Two-
way communication with the user will make it possible to im-
mediately notify the persons responsible for the proper running
of the forging press about any irregularities and to send reports
for particular periods.

3. Forging of concrete slab carrying handles
3.1. Description of forging process

The P1.3T carrying handle (an element fixed to concrete
slabs for carrying the latter on construction sites) is hot forged
from a bar (the temperature of the erforms was about 1100°C)
in three operations in a PMS 160B eccentric press (fig. 7a)
using a TR device (fig. 7b). Figure 7c shows the final product
and the erforms. Figure 8 shows the tools used in the 2" and 3%
forging operation. The punches and the die inserts are made of
steel WCL and ORVAR SUPREME (WCLV).

b)

Fig. 5. Variation in temperature during ana-
lyzed forging process: a) variation
in temperature during forging of CV
universal joints , b) thermomechani-
cal FEM model for two operations

Fig. 6. Temperature measurement: a) rejected pre-
forms, b) thermal photograph featuring he-
ated up die impressions and preform

<80,0°C

Fig. 7 Stand for forging carrying handles: a) TR device, c)
final product with erforms
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Fig. 8. Tools for forging carrying handles: a) dies for 2" operation, b) matrices for 3 operation, ¢)2" and 3 operation punch with AE sensor

3.2. Description of measuring & control system

The measuring & control system was designed in order to
fully monitor the forging of the carrying handle (the measu-
rement of the force versus time and displacement in conjunc-
tion with the measurement of the temperature of the tools and
the AE signal). The system, designed and built by the authors,
was installed on a special laboratory stand (in INOP in Poznan)
which made it possible to conduct forging in semi-industrial
conditions. The authors decided to use the system for pione-
ering acoustic emission investigations of tool wear (punches for
the 2" and 3™ operation were fitted with AE probes, fig. 8c).
An industrial computer was designed and optimized for such
investigations. The computer has a four-core processor, a 2GB
fast operating memory, hard disks with a capacity of 2 TB and
analog modules working directly with sensors. Four sensors
are connected to the computer: a temperature sensor (a type
K sheathed thermocouple, d = 0.5 mm) placed in the punch,
a position sensor (mounted on the forging device), a sensor (K
Nordic Transducer) registering the upsetting force and a bro-
adband acoustic emission sensor (VS45-H Vallene) registering
acoustic emission in a band of 20-450 kHz. The latter sensor
is connected to an AEP3 preamplifier (Vallene, fig. 9b) with
a configurable amplification of 35-49 dB and a band-pass filter
with selectable characteristics.

The acoustic emission phenomenon is commonly used in
on-destructive testing. The elastic wave generated as a result of
alocal dynamic change in the energy state, caused by, for exam-
ple, a breach in the structure of the material can be registered
on its surface by an acoustic emission sensor. The range of the
generated frequencies is quite wide, extending from tens of ki-
lohertz to megahertz [2, 3, 5, 10]. Piezoelectric AE sensors can
register elastic waves and convert them into electrical signals.
By using several AE sensors and analyzing the time of arrival
of the elastic wave at the successive sensors one can determine
the place from which the wave was emitted (fig. 10).

The computer supervising application analyzes the acoustic
emission signal in real time. Recording on the hard disks starts
when the voltage received from the AE circuit exceeds the set
threshold and ends when the voltage falls below this threshold.
Also a certain time before and after the event is included. Thanks
to this solution the whole available information can be recorded
and disk space saved. The duration of each AE event (since the
moment the system is activated) is remembered whereby one
can later correlate the AE events with the force, temperature
and position traces. Thanks to the high computing power it is
possible to analyze AE signals and those from the other sensors
and make decisions contributing to longer machine life and pre-
venting low quality products from being produced [3].

dB re 1Vipbar
3

-110

100 200 300 400 500
VS45.H, f(kHz)

Fig. 9. Industrial computer: a) view of setup, b) front panel, c) AEP3 amplifier and d) characteristic of AE sensor VS45-H shown in fig. 7¢

Acoustic wave

Defect (crack)

AFE sensor

Amplifier and filters

recording
UU v ™ computer

Analyzing and

Fig. 10. Dynamically arising defect (microcrack) generating elastic wave which is registered by AE sensor. After it is amplified signal from sensor gets

to recording computer
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A special application (for system data handling) based
on LabVIEW was also developed for the forging of carrying
handles. Using its specialist filters one can search the whole
saved file and easily and quickly find the defined events (an
exceedance of the force in a given operation or a temperature
exceedance). The results can be saved to text file. This virtual
tool is operated by changing the particular user panels and the
positions of the adjusters and switches by means of a keyboard
or a computer mouse (fig. 11).

The application offers the possibility to select AE events
correlated with force and temperature (fig. 12).

In order to enable a more in-depth analysis of the AE signal,
the possibility of determining (for three selected AE events) two
highly valuable parameters, i.e. the power spectrum (fig. 13a)
and the Wigner-Ville transform, and filtering individual signals
was included in the application.

The power spectrum allows one to determine the frequency
of AE event occurrence for the maximum RMS signal ampli-
tudes while the Wigner-Ville transform can be used to estima-
te the duration of an AE event for specified signal frequencies
(e.g. the duration of wave propagation in a fractured tool).

3.3. Application of measuring & control system

Currently research is underway to explore the possibility
of applying the measuring & control system to the AE analysis
of the punches for the 2" and 3™ operation since it is for these
tools that thermal-mechanical fatigue is observed (fig. 14). The
average life of the punches used in these operations is 10-12

thousand units, after which they are renovated (subjected to fa-
cing to a depth of 2 mm).

An analysis of the AE signal is difficult and arduous since
each production process in real conditions is accompanied by
events which may generate an elastic wave in the surroundings
of the sensor. Such events are various tool impacts, fluid flows
in the machine, vibrations of machine components and so on.
In real systems, there are also many other acoustic emission
sources besides the above interfering signals. Elastic waves
originating in other machine parts and in the workpiece reach
the sensor mounted on the surface of the punch. Therefore it is
necessary to explore the machine and it surroundings with re-
gard to acoustics. Various solutions, such as band-pass filtration
making it possible to register AE signals with a specified frequ-
ency range and threshold registration consisting in registering
the AE sensor signal only when the voltage exceeds a certain
threshold, are used to eliminate interference. For this reason
first the AE events (fig. 13) originating from known phenomena
and elements (e.g. the interference generated by the operation
of the press, the putting of a erform into the die, the closing and
opening of the device, etc.) should be identified. After most of
the AE events have been identified one can search the signal for
new events. Then the broadband sensor is replaced with a reso-
nance sensor. Thanks to the narrowing of signal frequency it is
possible to increase the measurement sensitivity and identify
the events being symptomatic of microcracs in the punch or of
its wear.

Fig. 11. Front panel of application for monitoring force versus time/displacement and panel for analysis of selected quantities, using signal filtration

Toutvpene T
—
i

AE
Nuingi_am/nia/”‘[r

5

Amplitude
o
7
Amplitude
o

ot}
0%
1,46

i ll‘
11,4000

0320 11300 13600 113800

=

- Handle forging force versus
= - " time, Cycle duration 17-18 s

' v i 10:
11,465 u4a7 10475
Time Time

1400 1400 114600

12500 15000 17500 00000 2300 250000

Caase]

ysmrem— |

events selected for analysis AE

ol

1A% a8 ne

[t e e e
114800 115000 115200 115400 11,500

Cassls]

i
I

25000 MO0 2500 BONO 7000 40000 42500 450000
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Fig. 14. Worn out punch for taper forging after 14 thousand forgings: a) macro view, b) magnification showing thermal-mechanical wear of most de-

graded front part of tool

4. Conclusions

The measuring & control systems presented in this paper
enable the monitoring of selected parameters of industrial ma-
nufacturing processes. In the case of industrial forging the prin-
cipal parameters are the forging forces as a function of time/
displacement, and the temperature of the tools and the pre-
forms. The systems, designed and built by the authors, enable
the measurement, archiving and advanced analysis of the above
(mutually correlated) quantities. In addition, one of the systems
uses AE signal measurement to determine tool wear, which is an
innovative solution. The setup consist of an industrial compu-
ter and proper sensors. The systems could be created thorough
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SERVICE PROBLEMS OF AN AXIAL COMPRESSORS OF A LAND BASED,

HIGH POWER, REACTION GAS TURBINES

PROBLEMY EKSPLOATACYJNE OSIOWYCH SPREZAREK REAKCYJNYCH

STACJONARNYCH SILNIKOW TURBINOWYCH DUZYCH MOCY

A compressor blade failure was experienced at the 69 MW gas turbine of a combined cycle (C.C.) unit after four years
operation since the last overhaul. Three unit failure events occurred at small periods, which caused forced outage. Visual
examination carried out after the failure events indicated that the compressor vanes (diaphragms) had cracks in their
airfoils initiating at blade tenons welded to the diaphragm outer shroud at some stages. Also, many stationary vanes and
moving blades showed foreign object damage (FOD), rubbing and bending. A compressor failure evaluation was comple-
ted including cracked vane metallographic analysis, unit operation parameter analysis, history-of-events analysis, and
crack initiation and propagation analysis. This paper provides an overview of the compressor failure investigation, which
led to identification of the vane high cycle fatigue (HCF) failure mechanism generated by rotating stall during unit start-
ups, highly accelerated by corrosion generated by the fogging system and influenced by high stationary vane and moving
blade brittleness as the primary contribution to the observed failure. They are provided recommendations to avoid similar

failure of the compressor blades in the future.

Keywords: fogging, blades failure, high cycle fatigue, rotating stall, vibratory stresses, corrosion.

W sprezarce turbiny gazowej o mocy 69 MW, pracujgcej w cyklu kombinowanym wystgpily uszkodzenia topatek po czte-
rech latach eksploatacji od ostatniego remontu giownego. Zarejestrowano trzy przypadki uszkodzen w krotkim odstepie
czasu, ktore spowodowaly potrzebe zatrzymania i remontu turbiny. Badania wzrokowe przeprowadzone po kazdym stwier-
dzeniu uszkodzen, ujawnily pekniecia w topatkach niektorych stopni palisad kierowniczych zlokalizowane w piorach to-
patek. Peknigcia zaczynaly sie w stopach topatek spawanych do bandaza zewnetrznego palisad kierowniczych. Znaczna
liczba topatek kierowniczych i wirnikowych miata rowniez uszkodzenia spowodowane przez obce ciata, przytarcia i byly
pogiete. Przeprowadzono badania i analize uszkodzen sprezarki wlgczajge w to badania metalograficzne peknietych topa-
tek, analize parametrow operacyjnych turbiny, analize historii zarejestrowanych przypadkow uszkodzen i analize inicjacji
i propagacji peknigé. W niniejszym artykule opisuje sie badania uszkodzen palisad topatkowych sprezarki, ktore dopro-
wadzity do konkluzji koricowej, ze pekniecia topatek palisad kierowniczych byly rezultatem zmeczenia wysokocyklicznego
materiatu topatek, spowodowanego przez oderwania wirow w czasie uruchomienia turbiny, przyspieszone przez korozje
wywolang chtodzeniem mieszankowym. Uszkodzenia utatwita znaczna kruchosé materiatu topatek sprezarki. Zostaly sfor-
mutowane zalecenia, aby unikng¢ podobnych uszkodzen topatek sprezarki w przysziosci.

Stowa kluczowe: chlodzenie mieszankowe, uszkodzenia topatek sprezarki, zmeczenie wysokocyklicz-
ne, oderwanie wirujqce, naprezenia spowodowane drganiami, korozja.

1. Introduction

Inlet cooling systems are a popular choice worldwide to
add power to gas turbines, especially during peak demand pe-
riods in summer time when high ambient temperatures redu-
ce output [5]. Increased power output is achieved by injecting
a water-droplet ‘fog’ into the turbine air inlet. Evaporation of
water droplets within the inlet stream causes the air to be co-
oled, increasing mass flow through the turbine and turbine po-
wer output by up to ten per cent, depending on environmental
conditions. As a rule of thumb, one per cent of injected wa-
ter (relative to the intake airflow) boosts turbine power by 5-7
per cent [2, 5-6]. However, the main pre-requisite for proper
fogging system performance is that the water droplets must be
small enough to evaporate in their path through a compressor
[5]. If the water droplets are larger than required, evaporation
occurs within the compressor outlet, rather than at the early
compressor stages. This reduces inter-cooling process efficien-
cy and therefore the degree of power augmentation obtained

[6]. The presence of large particles can also increase the risk of
compressor blade erosion and corrosion [1]. Fogging presents
additional technological challenges such as the proper adjust-
ment and modification of gas turbine air-cooling, combustion,
control and protection systems [2]. Caution must also be taken
to maintain compressor stability and blade mechanical inte-
grity. Of prime importance are droplet size and water droplet
distribution and concentration within the fog, as this defines
how rapidly the droplets evaporate in the compressor system
[2]. Inlet fogging is very common for combustion turbines in
all cycle configurations. For all classes of turbines there are
two types, one which applies just enough fog to evaporate all
the water prior to any moisture coming in contact with rotating
turbine parts and another that actually allows the first several
stages of compression to run wetted. For complete evaporation
from typical high pressure fog nozzles, a residence time of aro-
und 3s is required [1, 4]. No fog nozzle produces homogeneous
droplet size, but rather droplets are produced over a range of
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sizes. Larger droplets are unlikely to evaporate in time and will
impinge on IGV’s and compressor blades, causing erosion and
corrosion [2]. A significant amount of water will also impinge
on duct surfaces, silencers etc, requiring an extremely effecti-
ve drain system and a lined duct since demineralized water is
quite aggressive. If the drain system is ineffective and/or fails,
a slug of water could be ingested into the compressor causing
catastrophic failure [2]. In some cases water injection into the
compressor (overspray) will cause mismatching of successive
stages as flow coefficients will increase and design temperature
rises will not be met. This will cause points on the compressor
map to move towards the surge line and increase stage loading,
possibly pushing the later stages nearer to stall [2]. Excessi-
ve water injection, along with off-design operating conditions,
non-standard fuels, combustion dilution and compressor blade
degradation can lead to aerodynamic instabilities and subsequ-
ent high-cycle fatigue failures [1, 4]. This paper provides an
overview of the compressor stationary vane (diaphragm) failure
investigation, which led to an identification of the HCF failu-
re mechanism generated by rotating stall during unit start-ups,
highly accelerated by corrosion generated due to the fogging
system.

2. Compressor blades failure analysis
2.1. Background

The gas turbine under evaluation is a 69-MW Combined
Cycle (C.C.) unit operated at 3600 rpm, which consists of 19
compressor stages and 4 gas turbine stages and had accumu-
lated approximately 200,000 operation hours [3]. During the
last main overhaul in 2005, all compressor moving and statio-
nary blades were replaced. In 2006, the unit was equipped with
a fogging system at the compressor air inlet duct to increment
unit power output during high ambient temperature days (hot
days) as is shown in fig. 1

Raw Water

Fig. 1. Outline of the fog inlet air cooling system

Fog water nozzles were installed upstream of the compres-
sor inlet air filter without any water filter/catcher before the
water spray nozzles. Since the last overhaul up to the date of the
first failure event in December 2008, the unit had accumulated
27,000 operation hours and 97 start-ups in total, and 740 hours
operation and 4 start-ups with a fogging system [3]. Three fail-
ure events of the unit occurred at small periods. The first failure
occurred in December 2008, a second event in March 2009 and

a third event in May 2009. The compressor damage distribution
during the three failure events is shown in fig. 2.

Fig. 2. Compressor damage distribution during the three failure
events

Legend: 1-19 — Compressor stages
@ - FOD of moving blades and vanes
. - Rubbing of moving blades and vanes
. - Fracture of moving blades and vanes

During the first failure event in December 2008, there was
FOD and rubbing of compressor moving blades (see fig. 3) and
FOD, rubbing, bending and fracture of compressor stationary
vanes (diaphragms) as shown in fig. 4. There were also vane
fractures at the vane union diaphragm shrouds, stages 8 to 10
as shown in fig. 5.

Fig. 4. Compressor stationary vane (diaphragms) damage stage 11
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Fig. 5. Vane fractures at the union of vanes with diaphragm shrouds
stages 8 to 10.

During the second failure event in March 2009, there oc-
curred FOD of compressor moving blades and stationary vanes
(diaphragms) stages 1 to 19 as shown in figs. 6 and 7. The fa-
ilure was attributed to the fogging system water spray nozzle,
which broke and was separated from the nozzle support struc-
ture and then introduced in the compressor flow path channel at
high velocity causing FOD in the compressor. During the third
failure event in May 2009, there occurred FOD of compressor
moving blades and stationary vanes (diaphragms) stages 12 to
19 as shown in figs. 8 and 9.

Fig. 6. FOD damage of compressor moving blades

Fig. 7. FOD damage of compressor vanes (diaphragms)

Tenon Fracture mitiation Outer shroud

S

Fig. 8. General view of compressor damage in the bleeding zone be-
tween stages 12y 13

Outer shroud

"
=

Fig. 9. Damage of stationary vanes of stage 13
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Many blades/vanes were heavily impacted and deformed,
some moving blades and stationary vanes were fractured. An
apparently fatigued type fracture surface was found in the
union of vane tenons with diaphragm outer shrouds, stage 13,
as shown in fig. 10. It can be seen from fig. 10 that fracture
was initiated at the vane tenon weld heat affected zone and the
presence of fatigue beach marks can be observed. Also, there
were corrosion deposits on the compressor vanes and casing
as shown in fig. 9. Among the three compressor failure events
presented, the third one is the root cause analysis in this paper.

7
O

Fig. 10. Fracture surface of compressor diaphragm vane tenons, stage
13 with appearance of HCF

2.2. Analysis of the compressor vane cracking mecha-
nism

Vane cracks were developed in the vane tenons at the outer
shroud of the diaphragm (fig. 11). As mentioned before, these
cracks were of the high cycle fatigue type (fig. 10) and initia-
ted in the heat affected zone adjacent to the tenon weld. They
were caused by vibratory stresses which occurred during start-
up acceleration as a result of diaphragm resonance in one of its
first three natural frequencies [7] with local air flow disruptions
associated with the presence of rotating stall cells, as expla-
ined before, and upstream rotating blade wakes. The first three
diaphragms vibratory mode shapes corresponding to mentioned
previously diaphragms natural frequencies are shown in fig. 12
[7]. The manufacturer reported that the stress concentration fac-
tor due to the weld heat affected zone of diaphragm tenons is
3.5 approximately [7]. Due to this fact and the presence of cor-
rosion pits on the vane/tenon, local stresses rise significantly in
this zone, leading to fatigue failure initiation and propagation.

Fig. 11. Fracture localization at compressor vanes of diaphragms

Fig. 12. Diaphragm first three vibratory mode shapes

2.3. Analysis of compressor “Rotating Stall”

The rotating stall phenomenon is generic to all axial flow
compressors and can be explained as follows. The throat area
and vane and blade angles at each compressor stage are de-
signed to operate with maximum efficiency at full speed. In
the low speed range, the air is not sufficiently compressed in
the front stages to allow it to flow readily through the smaller
throat areas in the rear stages. This choking in the rear stages
reduces incoming air flow and, hence, velocity. This reduction
in velocity in turn causes an increase in the incidence angle of
air impinging on blades in the front stages. When this incidence
angle exceeds a given amount, the blade in question stalls; i.e.,
the air flow separates from the suction side of the blade causing
turbulence and low velocity flow (fig. 13).

\—=—

Absolute Air relative
air velodity velocity
N
3 \
Rotor sp/e'ed angle I\
First stage
moving blade

Smooth flow over blade Blade stall at part speed
at full speed where where incidence angle is
incidence angle is small large

Fig. 13. Stall diagram in compressor blades when the incidence angle
exceeds a boundary angle
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This stalling does not occur simultaneously over all the
blades in the stage but instead occurs as one or more pockets,
called stall cells, distributed around the stage circumference
(fig. 14). By a somewhat involved mechanism these cells rota-
te, hence, the term “rotating stall”. The speed range over which
rotating stall can occur in the analyzed unit identified by the
O.E.M. referring to the same frame is between 1500 rpm and
2600 rpm [7]. The manufacturer reported some similar cases of
diaphragm failures in other units of the same frame caused by
rotating stall [7].

@)

Three stall cells One stall cell

Fig. 14. Typical stall cell patterns.

There may be one to four cells present, with the number of
cells decreasing with increasing speed, and they rotate at 50 %
to 65 % of rotor speed [7]. Each time a stall cell passes over
a rotating blade or stationary vane, the aerodynamic load on
that component is sharply reduced as a result of low velocity
flow in the cell. Hence, the effect of rotating stall cells is to
induce vibratory stresses on vanes and blades. These stresses
reach their maximum when the rotating stall excitation frequ-
ency or one of its harmonics is coincident with the blade natural
frequency. The stall excitation frequency is relatively low even
when compared to the blade first mode resonance frequency;
thus only the higher harmonics will cause resonance and only
to the first blade mode. However, due to the number of cells
which can occur and their irregular shape and spacing, many
harmonics of the fundamental stall excitation frequency can be
present. Although rotating stall during start-up cannot be elimi-
nated, its effects are minimized by modulating the inlet guide
vanes (IGV) and increasing inter-stage bleeding. Normally the
vibratory stresses generated at blades/vanes are low, but the
presence of corrosion pits on blade/vane surfaces can drama-
tically reduce material fatigue strength, causing small surface
cracks which propagate due to stress concentration at the crack
front. Since rotating stall only exists in the low speed range,
cracking is related to the number of startups rather than opera-
ting hours at full speed.

2.4. Metallurgical investigation

A metallurgical investigation of the failed vanes was car-
ried out, including metallography, SEM (scanning electronic
microscopy), fractography and chemical analysis. The vane air-
foil zone microstructure is shown in fig. 15. The microstructure
consists of tempered homogenous martensite typical for forged
stainless steel according to specification AISI 410. Chemical
composition and hardness tests of the failed vanes confirmed
concordance of the blade material used to the design specifica-
tion. The average blade material hardness was 24 HRC, which
falls within design limits. Also, a hardness test was performed
on the fracture surface of vane/tenon stage 13. The hardness

falls within the range 40-56 HRC. This value is very high (brit-
tle material) and means that, after vane-to-shroud welding, no
stress relieving process of the diaphragms was executed. Frac-
tography evaluation was achieved on the exposed vane/tenon
crack surface using scanning electronic microscopy (SEM) to
determine the origin of the fracture. Fig. 16 shows a general
view of the vane/tenon fracture surface. Two different zones
were found: a dark zone with appearance of sudden fracture
and a shiny zone with beach marks typical of a HCF failure
mechanism.

Fig. 17. Detail of the vane/tenon fracture initiation zone, stage 13
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Fig. 17 shows a detail of the fracture initiation zone of the
vane/tenon stage 13. It can be appreciated that fracture initia-
tion was trans-granular which is typical for an HCF mechanism
and the presence of micro cracks on the fracture surface close to
the fracture initiation zone. Blade fracture initiated in corrosion
pits (Fig. 18 b). The presence of beach marks on the fracture
surface is noticeable (fig. 18a) as well as a high quantity and
density of corrosion pits, which indicates severe corrosion at-
tack (fig. 18b). Twelve (12) beach marks were counted on the
fracture surface, and no visible striation lines were detected.
The shiny appearance of this fracture surface zone suggests
that it is a recent fracture. Fig. 19 shows an Energy Dispersion
Spectrum (EDS) of deposits found on the vane fracture surface
in two zones: the dark zone and the shiny zone shown in fig.
16. It may be concluded from fig. 19, that the dark zone/surface
has more oxygen concentration than the shiny one has, which
means it was exposed more time to a corrosive ambient than
the latter. Deposits of Na, Al, S and Zn were also found on the
fracture surface, among which Na and S are principal corrosive
agents in reaction with water.

Fig. 18. Details of the fracture surface shiny zone from figure 16. Be-
ach marks a) and corrosion pits b) on the fracture surface of
vane/tenon stage 13

Quantitative results Quantitative results

g8 8 & 8

Weight%

2

-

C O Na Al 5§ Cr Fe Zn Cc o] Cr Fe
a). Dark zone from Fig. 14. b) Shiny zone from Fig. 15.

Fig. 19. Deposits found on the vane/tenon fracture surface, diaphragm
stage 13: a) Dark zone frome fig. 16, b) Shiny zone from figure
16

2.5. Compressor vane failure analysis

Analyzing details of the features recorded in compressor
vanes/diaphragms (stage 13) and the failure mechanism presen-
ted above, it may be concluded that failure origin/initiation and
propagation can be attributed to high cycle fatigue (HCF) ge-
nerated by the rotating stall phenomenon during unit start-ups
with very important corrosion contribution. Metallurgical inve-

stigation results revealed that fracture initiation points were lo-
calized in corrosion pits that raise local stresses compared to the
original unaltered surface. Corrosion products (deposits) were
also found in the same zone. The fog water nozzles had been
installed upstream of the compressor inlet air filter without any
water filter/catcher before the water spray nozzles. Because of
this, many compressor stages operated with humid air which, in
contact with corrosive agents, developed a corrosion process.
These findings lead to the conclusion that blade high cycle fa-
tigue failure initiation and propagation were highly influenced
by corrosion processes. From fig. 20 it can be appreciated that
the existence of assembly clearances between the vane and
outer diaphragm shroud is an open way for corrosive agents to
deposit on the vane/tenon heat affected zone (weakest zone),
causing corrosion pits that lead to accelerated fatigue initiation
of the vane/tenon.

. Vane

E—

S

Fig. 20. Scheme of the union of diaphragm vanes with the outer shro-
ud

Severe FOD impacts on the vanes close to the diaphragm
outer shroud during the first failure event (December 2008) co-
uld generate sudden partial fractures of the vanes/tenons due to
their high hardness and related brittleness, as appears in the dark
zone in fig. 16. Diaphragm stages 13 and 14 in which vanes/
tenons fatigue fractures occurred during the third failure event
(fig. 10, May 2009) operated continuously since the overhaul
in 2005 and were present during all unit failure events. These
vanes were probably fractured partially during the first failure
event by FOD and not detected by non destructive examination.
As can be seen in fig. 11, if tenon fracture is localized within the
diaphragm outer shroud width (not propagated to the vane air-
foil), this fracture is covered by the weld and outer diaphragm
shroud, making it impossible to detect by the magnetic particle
examination commonly used for diaphragm non-destructive te-
sting. It supports the conclusion mentioned above that tenon
partial fractures (dark zone in fig. 16) were developed during
the first failure event. This conclusion is supported also by the
chemical analysis of the vane/tenon fracture surface presented
in fig. 19, which indicates that the fracture dark zone (fig. 16,
sudden fracture) is more oxidized than the shiny zone (fatigue
fracture), meaning that sudden fracture was developed some
time before fatigue fracture. A pre-existence of initial sudden
fractures at the vanes/tenons before the unit third failure event
is also supported by the fact that vane fatigue failure soon deve-
loped during the third failure event after only two unit start-up
attempts. Diaphragm vanes are joined to the shrouds by one
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weld in the case of stages 12 to 19 (fig. 21a) and by two welds
in the case of stages 1 to 11 (fig. 21b). It may be seen from fig.
21 that the joint with two welds (fig. 21b) provides a better di-
stribution of flexural moments (M) because each weld is loaded
by half of the moment (M/2). In the case of joints with only one
weld (fig. 21a) the load is twice as high, and the probable failu-
re of this joint is much greater. During the first and third failure
events, vane fatigue fracture is related to rotating stall initiated
at vanes of the front stages, before air bleeding, see fig. 2a) and
fig. 2c) which is consistent with the rotating stall mechanism
described in previous sections. Fatigue fracture of the rear stage
vanes, after air bleeding during the third failure event (fig. 2c)
is related to upstream rotating blade wakes associated with ro-
tating stall. Also, the weaker vane-to-shroud weld joint design
of the rear stages (fig. 21a) accelerated the fatigue fracture of
these vanes. Other possible causes of vane failure were verified
including IGV angles and IGV schedule control logic, exces-
sive water injection by fogging (water overspray), possible
off-design operating conditions and compressor blades/vanes
degradation, but no related irregularities were found.
b

p————

i

Fig. 21. Design of the diaphragm vane-to-shroud weld joint: a) Stages
12-19; b) Stages 1-11.

4. References

It may be concluded that compressor diaphragm failure ori-
gin/initiation and propagation can be attributed to high cycle
fatigue (HCF) generated by a rotating stall phenomenon during
unit start-ups. Vanes/tenon HCF during the third failure event
was very high, accelerated by the pre-existence of sudden vane
fractures and corrosion pits caused by the humid ambient ge-
nerated by the fogging system. Also, vane fatigue failure was
accelerated by the high brittleness of vane tenons (heat affected
zone) generated by the welding process without any stress relie-
ving process. The stress concentration factor for the weld heat
affected zone in the analyzed case was 3.5 [7].

3. Conclusions

Based on an analysis of the results from compressor vane
metallographic examination, unit operational parameters, rota-
ting stall phenomenon, fogging system, compressor vane crac-
king mechanism, and chemical analysis of deposits, it may be
concluded that compressor diaphragm failure initiation and pro-
pagation was driven by a high cycle fatigue mechanism accele-
rated to a high degree by corrosion processes in the vane tenon
heat affected zone. The rotating stall phenomenon is generic to
all axial flow compressors during startup and was identified by
the O.E.M. referring to the same frame. The vibratory stresses
generated at blades/vanes are low, but the presence of corrosion
pits on the blade/vane surface dramatically reduced material
fatigue strength, causing small surface cracks which propaga-
ted due to stress concentration at the crack front. Conditions
for the corrosion process were generated by fogging (humid
air), assembly union geometry between vanes and diaphragm
outer shrouds and the presence of corrosive agents in the com-
pressor flow. Vane fatigue failure was accelerated by the high
brittleness of vane tenons (heat affected zone) generated by the
welding process without any stress relieving process and weak
design of vane-to-shroud weld joints in some stages.
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A NETWORK RELIABILITY EVALUATION METHOD BASED
ON APPLICATIONS AND TOPOLOGICAL STRUCTURE

METODA OCENY NIEZAWODNOSCI SIECI OPARTA NA APLIKACJACH

| STRUKTURZE TOPOLOGICZNEJ

Applications play an important role in the reliability evaluation of communication networks. In other words, the reliability
of a network can be totally different when different applications are considered for the same network. However existing
reliability evaluation methods, which are mostly based on the graph theory, give no or little consideration to applications.
This paper proposes a concept of network application reliability and a Markov-based method for analyzing the proposed
network application reliability measure. Furthermore, based on the reliability of each individual application, a method
is proposed to evaluate the overall network reliability that incorporates effects of different applications running on the
network. Both a case study and experiments are performed to illustrate the proposed concept and methods.

Keywords: application, Markov model, network, reliability.

Aplikacje odgrywajg waznq role w ocenie niezawodnosci sieci komunikacyjnych. Innymi stowy, niezawodnos¢ sieci moze
by¢ catkowicie rozna dla réznych aplikacji tej samej sieci. Niestety, istniejgce metody oceny niezawodnosci, w wigkszosci
oparte na teorii grafow, poswigcajq niewiele lub nie poswiecajg weale uwagi aplikacjom. W niniejszym artykule przed-
stawiono koncepcje niezawodnosci aplikacji sieciowych oraz opartg na modelu Markowa metode analizy proponow-
anej miary niezawodnosci aplikacji sieciowych. Ponadto, na podstawie niezawodnosci poszczegolnych aplikacji, zapro-
ponowano metodg oceny ogdlnej niezawodnosci sieci, ktora tgczy efekty roznych aplikacji dziatajgcych w danej sieci.

Zaproponowang koncepcje i metody oméwiono na podstawie studium przypadku oraz badan eksperymentalnych.

Stowa kluczowe: aplikacja, model Markowa, sie¢, niezawodnos¢.

1. Introduction

Reliability analysis has become an essential step in the de-
sign, operation, and tuning of network systems [4, 24]. Consid-
erable research efforts have been expended in the network reli-
ability analysis. As a pioneer, Lee first defined and evaluated
the network reliability mainly based on network connectivity
[6]. Following the similar idea, a series of network reliability
evaluation algorithms and optimization methods have been
proposed [1, 3, 7, 8, 9, 12, 13, 19, 20, 21, 23, 28, 30, 32]. All
these studies are based on the graph theory and the network to-
pology. Among these works, synthesis evaluation methods are
especially discussed in [1, 7, 8, 28, 30]. Later on other more
advanced synthesis evaluation methods have been proposed,
including but not limited to AHP (Analytic Hierarchy Process)
[14, 27], fuzzy reliability evaluation [17], and ANN (Artificial
Neural Network) [5]. Since 1980s, network congestion and traf-
fic delay have become noticeable factors in the network reli-
ability research. For example, Barberis and Park investigated
network availability considering throughput and delay [10, 25].
Tao and Chen considered routing dynamics and congestion into
the network reliability computation [33]. In general, the exist-
ing network reliability research can be classified into two types
[29]: inherent reliability considering topology connectivity and
applicable reliability considering network traffic. The former
focuses on topology structure, and has been analyzed using

probability theory and graph theory. The latter focuses on how
the network works and what is in the network, and examines
performance reliability of the network [11, 15, 22].

Those research works on network reliability, however,
gave little or no consideration to the effects of applications,
though the network reliability and performance can be differ-
ent when different applications run on the network. Recently
studies on application-layer network performance testing [18,
26] have started. The performance of application layer is quite
different from and not directly related to the performance of
the other layers in the OSI model. And end users are usually
concerned with the performance of specific applications [2,
31]. It is worth noting that the Internet Engineering Task Force
(IETF) proposed a performance testing methodology and some
metrics on the application layer in RFC 3511 [16]. And the
influence of applications for network reliability has also been
noticed in [34, 35].

To the best of our knowledge, there is no work considering
various applications and incorporating the effects of them in
the evaluation of the network reliability. In this paper, a concept
of network application reliability is proposed and a Markov-
based method for analyzing the proposed application reliability
measure is discussed. Furthermore, based on the reliability of
each individual application, a method is proposed to evaluate
the overall network reliability that considers the effects of dif-
ferent applications running on the network. Both a case study
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and experiments are performed to illustrate the proposed con-
cept and methods.

2. Concept and model

The following concepts are defined and used in the latter
discussions:

A network: is a group of hardware devices and services. It
has the transportation ability to support applications for users.

A service: is a function that a network provides to users.
Usually a function is supported by a software system or a group
of cooperating software systems.

An application: is the usage of services by a group of users
with some demanded performance requirements.

Application profile: represents the information of an ap-
plication, including information of the users involved and a set
of operation probabilities of the application;

Usage profile: contains a set of application profiles and
their occurrence probabilities.

The proposed application-centric model for communication
network reliability is shown in fig.1.

terminal et e——— -

userl user2 ——-usernl userl user2 ==-usernZ . userl user2 ===-usernm

]
1 process
J mapping

A)
process \\
mapping

network
reliability reliability for:
intio |
application .
- - - - - Jd
A A terminal O transfer equipment — link

Fig.1. Network reliability model

Let R represent the overall network reliability, and R, rep-
resent reliability for application 4. R is a function of R, and
usage-profile. Namely R is a function of reliabilities for all ap-
plications, and the relationship among all the applications in
the network. Let H, be the set of hardware that application 4,
involves. {Feature}, means a set of reliability of each element
in H. Before evaluating the application reliability, each ap-
plication should be mapped to its topology. The main idea of
this mapping is to separate devices into groups according to
the usage of the application, as illustrated in fig.1. We use topo
log y, to indicate the mapped topology of /, namely how the
hardware components involved in 4, are connected. Deploy,
represents how application 4, is deployed in the network. 4pp
- profile, shows the application profile of application 4. The
application reliability R, is a function of {Feature } , topo logy,
deploy, and App - profile,.

3. Proposed algorithms

Algorithms for computing the application reliability and the
overall network reliability are explained in this section. Two
assumptions are made in the proposed algorithms: 1) All the
network components (nodes or links) fail statistically-inde-
pendently; and 2) The transfer of data flow in the network is
a Markov process, meaning that the determination of the next
node to transfer the flow depends on the present node, not the
past path.

As briefed in Section 2, R, is a function of {F eaturej}i, topo
log v, deploy, and app - profile, and R is the function of {R}
and usage-profile. The substances of the parameters in this al-
gorithm are:

1) F eaturej}l.: reliabilities of the components.

2) Topo log y;: the transfer matrix.

3) Deploy: mapping to the network components according

to the deployment of the services.

4) App - profile;: the transfer probability of the application

when it is running.

5) Usage - profile: the number and importance of the ap-

plications.

The general algorithm can be described as the following
process:

Step 1: prepare {Featurej}[ and Usage - profile: Analyze
the network, and prepare the static parameters including the re-
liabilities of nodes and links from the history usage data (they
usually can be obtained from devices providers). Assign the
weight for each application according to its importance in the
network.

Step 2: analyze applications on the network. For each ap-
plication 4, determine its concerned services as a set S, and its
process (data flow) for the network reliability.

Step 3: analyze deploy, for each application 4. Based on the
information obtained in step2, analyze where each service is in-
stalled and what nodes and links its process concerns. Because
the data flow has direction, every application 4, is mapped to
two diagrams, request diagram and response diagram, corre-
sponding to request data flow and response data flow, respec-
tively.

Step 4: analyze App - profile. Acquire the multi-branch
transfer probabilities of the nodes for each application 4, using
history data or statistic methods for both request diagram and
response diagram.

The transfer probability of a link is computed as the ratio of
the size of the data flow through the link to the total size of data
flows through all the links involved in the application. For ex-
ample, a node used in a specific application connects with three
links which are named as a, b, and c, respectively. The sizes of
the data flows going through the three links are respectively
20KB, 30KB and 50KB. Thus the transfer probabilities of the
three links are respectively 0.2, 0.3, and 0.5.

Step S: calculate reliability R, for each individual applica-
tion 4, using the method presented in Section 3.1.

Step 6: evaluate the overall network reliability using the
method described in Section 3.2.

3.1. Reliability evaluation for an application

Let H; and H, respectively represent the set of nodes for

i

request diagram and response diagram of application 4, R’
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and R] respectively represent reliability corresponding request

diagram and response diagram. There are six steps to compute
the reliability of application 4.

Step 1: obtain the transfer matrix Q based on the request
diagram of application 4.

Let n, and n, represent network nodes, namely 7;,n; € H .

Represent a lmk from n, to n, with /,, the reliability of n, with N,

the reliability of /, with L, and the transfer probablhty from n,
to n, with P,. We regard every node in the network as a state of
the Markov model. The model also includes states C and F that
represent the application request is completed successfully
(N.=1) and the request is failed (NV,=1) respectively. Thus the
complete state space for the Markov model is {n,,n,,...,n, ,C,FF}.
The state transition matrix is named 7:

n n, n;
m 0 NLI’})IZ NIL!j})I/
r;, 0 NrLz 2 NL P
T= : H
n. |0 N, L( Py N, L< mP( T
nC" 8 b i nj
F oo 0 0
n, C F
NIL]nI)Iu NrchPrc 1__F|
NL' P, N‘L;(.P,.(. 1-F,
: I G))
= N, L( ~Dn P( ~)n N, L(n—l)cP(n—nC 1-F,
. 0 b 1-F,
0 "0 0
0 0 0
Where,
n
F,=Y NL,PB,+N.L.P. L. =1P. =00rl 2)
j=2

Every element 7(a,b) in matrix T represents the probability
of successful transfer of a flow from node 7, to node n,. The
value of 7{(a,b) is the product of N, L , and P ,. For instance,
the element 7(;,2) in row n, and column n, is the product of
the reliability of n, the reliability of /, and the transfer prob-
ability from n, to n,, namely the product of N, L, and P,. n,
represents the requester of the application whose in-degree is 0.
C represents the completion state and F represents the failure
state. Both of them are absorbing states with out-degrees of 0.
Therefore, elements in the first column and the last two rows
in T are 0.

The matrix Q is obtained by removing the row and column
of F' from matrix 7.

n, n, n,
n 0 NIL_rzprz NL Pr
oo |0 MR N,L,,P,
n,, 0 Nn an 1)zP(n n2 Nrr*lL(nfl)]P(nfl)‘/
n, 0 N» n2 nZ : i nj
0 0
n, C
NL B, NL P
N[‘um NxLzCPC (3)
NﬂflL(nfl)nEnfl)n anlL(nfl)UEnfl)L'
) 0 n*nctnc
0

Step 2: derive matrix ¥, and calculate the determinant of
W denoted as |WV].
For any integer m (m>0), 0"(i,j) is the probability that
the data packet is transferred from 7, to n, within m steps. It is
supposed that S is a matrix with the order of n+1, and:

S:I+Q+Q2+~~:iQ’° 4)

where, / is an identity matrix.

The application reliability is thus the transfer probability
from n, to C, thatis, R’ =S(n,C). When W =1-Q, we have:

S=w'=1-0)" 6))
Then the value of [¥] can be computed.
Step 3: remove the first column and the last row of #, name
the remaining matrix as M, and calculate |[M].
Step 4: calculate R’ as the reliability for request diagram

of application 4, with the formula:

IM]
=(-1)" (6)
W
where, 7 is the number of nodes in the application request dia-
gram.
Proof:
- W' (n,C) ()" M| M|
R =S(n,C)=W"(n,C)=—1—== =)' (N
1 ‘ Wi W Wi

where, W™ is the adjoint matrix of W.

t
Step 5: using the above similar steps, calculate R based
on the response diagram for application 4.
Step6: computed reliability for application 4, using the fol-
lowing formula:

R =R xR! (8)

3.2. Reliability evaluation for the entire network

There is typically more than one application existing in the
network. Therefore a method is needed to integrate the single
application reliabilities to obtain the entire network reliabil-
ity. In this work, the overall network reliability is evaluated as
a weighted sum of reliabilities of all applications running on the
network, as shown in (9).

=;z»2w—1 ©)

Where w, represents the weight of application 4, which in-
dicates the number of users or the significance of the applica-
tion. Consider an example where there are three applications of
three groups of users called Lan1, Lan2 and Lan3 with the same
significance level. The topology reliabilities of these applica-
tions are respectively R, = 0.9, R, = 0.8, R, = 0.9, and the num-
ber of users of Lan1, Lan2 and Lan3 are respectively 6, 7 and 7.
The weights of these applications are computed as o = 6/
(6+7+7)=0.3, ©,=0.35, ,=0.35. Thus, the overall network re-

liability is R = Za).R,, =0.865.

i=1
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4. Case study

In this section, a case study is performed to show how
a network reliability can be evaluated using the method
described in Section 3.

4.1. System description

Figure 2 illustrates a small campus network with teaching
VOD (Video on Demand) applications running on it. Reliabili-
ties of nodes and links in this network are given in table 1 and
table 2, respectively. Lanl, Lan2 and Lan3 are three different
groups of users. There are 10 users in Lanl, 15 in Lan2, and
25 in Lan3. Lan 1 is a LAN of student dormitories and faculty
apartments; Lan 2 is a LAN of the teaching zone, and Lan 3 is
a LAN of the teaching showcase area.

Servicel and Service2 are grouped together to support
a VOD providing application where users can watch part of the
teaching videos and TVs (referred to as applicationl hereafter),
and they are installed separately on Serverl and Server3. Ser-
vice3 itself also supports the same VOD providing application
as a main server for all the video sources (application2) and
it is installed on Server2. Service4 supports a HTTP applica-

ol
N
Sever 1 \ll 1 /

TV/Video sources /

/router
]4 router \\ 15

/Mmh 1 swncl;\z

i El o S
Data Network router3

routhr2
I

tion where users access to the Internet or other communication
networks (application3), and is installed on Server2 too. These
three applications run on the network: users can visit applica-
tionl through Lanl, application2 through Lan2, and applica-
tion3 through Lan3.

4.2. Network Reliability Evaluation

Using the method of Section 3, the reliability of this ex-
ample network reliability can be evaluated using the following
steps:

Step 1: prepare data, including reliabilities of the nodes and
links, shown in tables 1 &2.

Step 2: analyze applications. For example, for applica-
tionl, users request Servicel (on Serverl) for a special video by
a browser. If this video can be provided by Servicel, it can be
downloaded by the users. Otherwise, the request will be trans-
ferred to Service2 (on Server3) to find the video.

For applicationl, S,={browser, Servicel, Service2}. In this
step, only services are analyzed without consideration of hard-
ware, namely, these services can be installed on different serv-
ers involving different transform devices.

) Server 3
/l,f‘/ ~ TV/Video sources

IPTV Receiver

IPTV Receiver H
v G

IPTV

; { »
PV N Receiver
Receiver {2~
Plasna

and LCD Scfeens

Plasma
and LCD Screens

Fig. 2 Network structure of the case

Tab. 1. Reliability of the Nodes Tab. 2. Reliability of the Links

Node R, Node R, Link L, Link L,
lan1 1 router2 0.97 I, 0.99 I 0.98
lan2 1 router3 0.99 l, 0.98 Iy 1
lan3 1 switch4 0.98 I, 0.98 I 0.99
switch1 0.98 switch5 0.98 / 1 / 0.99
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Step 3: figure out the request diagram for applicaitonl.
Based on S, obtained in Step2, servers, switches, and routers are
figured out based on the actual network configuration, shown
in figure 3. Note that if Servicel and Service2 are installed on
different servers or the different routing rules are involved, then
the diagram will be different.

In this case, request diagram concerns all the devices to sup-
port applicationl. But if the routing rules in Router] are changed
to deliver its data packages only to Router3, then the request
diagram will be changed to another one without Router2.

Step 4: establish the transfer probabilities of the multi-
branch nodes for request diagram for application].

In this example system, the requests of applicationl are sent
to serverl with a probability of 0.8, and to server 3 with a prob-
ability of 0.2 (when the object file is not found on serverl).
That is, the transfer probabilities of /, and /, are 0.8 and 0.2,
respectively. Similarly, the transfer probabilities of /. and [, are
0.6 and 0.4, respectively. For the nodes with only one outgoing
link, the transfer probability of the link is simply 1.

Step 5: calculate R’ and R/ for applicationl. Here the

evaluation of R is explained in detail:

1) Add a state C for application] indicating that this appli-
cation request is completed successfully. Derive matrix
O, from the reliabilities of correlative nodes and links as
well as the transfer probabilities.

2) Compute the matrix W =I-Q,, and the value of its deter-
minant |W¥|. W, is an upper triangular matrix here, and
W [=1.

3) Remove the first column and the last row from W, to get
a new matrix M,, then obtain the result [M[~-0.86852.

4) The request reliability of applicationl can be calculated

as:
nl Myl ~0.86852
R =(— *7—0.86852
where, n represents the number of nodes in the topology
of figure 3, which is 9.
r3
1_1 Wlth { S ice2}
Serverl 4
With Switc
{Servicel }
Sw1tch5
h
l 7/ Route3
/
@ — " Router
1= 4
4" Routerl
Switchl

A with
m {browser}

Fig. 3 Request Diagram of applicationl

Calculate reliability R| in the similar way. In this example,

response diagram is the same as the request diagram with op-
posite directions. So we have R/ =R =0.86852. Thus,

R =R’ xR/ =0.86852> =0.75433 .

Step 6: Similarly, following step 2 to step 5, reliabilities of
application2 and application3 can be evaluated as: R,~0.68800,
R =0.69499.

Step 7: calculate the network reliability as a weighted sum
of all the single application reliabilities. The weights of the
three applications are calculated as the proportion of their users.
Thus the entire network application is calculated as:

3
R= Z@Ri =0.2*0.75433+0.3*0.68800 + 0.5*0.69499 = 0.704761 .

i=1

5. Experiments and analysis

Further experiments are performed on the example network
under different conditions to study the effects of component re-
liability and applications on the network reliability.

5.1. Experiment 1: Influence of component reliability
on network reliability

Fig. 4. shows the change of the application reliability R , R
and R,, and network reliability R, when the reliability value of
sw1tch4 N, changes. Similarly, fig. 5. shows the effect of the
change of rehablhty of switchS N on the reliabilities of single
applications and the entire network.

Based on fig. 4 and fig. 5, we can see that R, R, R, and
R decrease as N, or N_; decreases. In addition, switch4 is more
important than switch5 to application 1 and application 2, be-
cause R and R, reduce more rapidly in fig. 4 than in fig. 5. As
shown through this example, our algorithm can facilitate the
study of sensitivity or importance of different components to
the network reliabilities.

Influence of reliability of switch4

—~—RI ——R2
- R3 — R

0.8

0. 995 099 0985 098 0975 097 0965 096 0965 0. 95
Reliability of switch4

Fig. 4 Reliabilities decrease as the reliability of switch4 is reduced

Influence of reliability of switch5

N —~Rl —R2
087 e B3~ R
0.86

0.85 [ _

gl .m.t.‘-:::.:“\“.\

Y e
ol - :
) SRSUE S s |
o | | ‘ ‘ ‘ ‘ ‘ ‘ ‘

0.995 0.99 0.985 Q. ?,8 q975 0.97 0.965 0.96 0.955 0.95
Reliability of switch5

Fig. 5 Reliabilities decrease as the reliability of switch5 is reduced
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5.2. Experiment 2: Influence of applications on net-
work reliability

Experiments are performed on the example network to
study the effects of applications on the network reliability.

When the proportion of the requests sent to Serverl and
Server3 in applications changes, the changes of network reli-
ability are shown in figure. 6. In particular, as the portion of
requests sent to Server 1 decreases and portion sent to Server 3
increases, both the reliability of application1R,, and the overall
network reliability R decrease. This is reasonable because the
branch to Serverl has a greater reliability than the branch to
Server3.

The influence of component reliability on the overall
network reliability has been studied and widely acknowledged.
Meanwhile, the reliability of a network can be totally differ-
ent when different applications are considered for the same

network. Experiments performed in Sections 5.1 and 5.2 show
that our evaluation method reflects the influence of not only
components but also applications on the network reliability.
This research is our first step for studying application-oriented
reliability for communication networks with deterministic rout-
ings. It has provided another view of network reliability, which
can reflect the users’ requirements better.

6. Conclusions and future work

Traditional network reliability algorithms mainly focus on
network topology/connectivity while giving little or no consi-
deration to applications running on the network. Thus results
obtained using the traditional methods are not convincing eno-
ugh for practical projects in enterprises because applications
can affect the performance/reliability of a network greatly.
A new application-centric network reliability concept and cor-

responding evaluation algorithm have been proposed in this
paper. As shown through the case study and experiments, the

Influence of application profile

0. 885 —R1l algorithm considers the effects of both component reliabilities
0.875 — R and applications in the network reliability evaluation.
0.865 Our future work will focus on (1) how to classify applica-
0.855 tions to reduce the computational overhead when the number of
0. 845 service is large; (2) how to optimize the algorithm to avoid the
’ e computational complexity caused by the excessive matrix or-
0. 833 o 0.‘9 0 és 0_‘8 N 7‘5 0 ‘7 N (;5 0_‘6 N 5;5 der when the number of nodes related to a specific application
0.05 0.1 015 0.2 0.25 0.3 0.35 0.4 0.45 is enormous; and (3) how to abstract more useful information
probabilities of request in application 1 sent to serverl/server3 about applications and components and incorporate it into the
Fig. 6. The influence of applications on network reliability algorithm.
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THETEST METHODS AND THE REACTION TIME OF DRIVERS
METODY BADAN A CZAS REAKCJI KIEROWCOW*

The paper presents issues related to determination of the driver s reaction time. A brief review of methods for determining
the reaction time of drivers has been conducted. The results of own researches on the reaction time of drivers in pre-ac-
cident situations have been presented. The scenario of an accident situation according to which they were conducted has
been presented. The presentation includes results of measurements of the reaction time set in the three test environments:
on a test track, in a driving simulator and on the psychological aptitude test stand. A comparison of the obtained reaction
time values has been conducted and the correlation between them has been determined.

Keywords: drivers’tests, the reaction time of drivers, test methods.

W artykule przedstawiono zagadnienia zwigzane z wyznaczaniem czasu reakcji kierowcy. Przeprowadzono krétki prze-
glagd metod wyznaczania czasu reakcji kierowcow. Zaprezentowano wyniki wltasnych badan dotyczqcych czasu reakcji
kierowcow w sytuacjach przedwypadkowych. Omowiono scenariusz sytuacji wypadkowej, wedlug ktorego zostaly one
przeprowadzone. Przedstawiono wyniki pomiarow czasu reakcji wyznaczone w trzech srodowiskach badawczych: na to-
rze badawczym, w symulatorze jazdy samochodem oraz na stanowisku do badan psychotechnicznych. Dokonano poréow-

nania otrzymanych wartosci czasu reakcji i wyznaczono korelacje pomiedzy nimi.

Stowa kluczowe: badania kierowcow, czas reakcji kierowcow, metody badan.

1. Introduction

Motor vehicle accidents are inherent in traffic and are usu-
ally the result of many different reasons that occur in an emer-
gency situation (including human error).

In different countries the risk to participate in road acci-
dents is different, and differences between countries are quite
significant. Therefore, periodic analysis of accidents are made
for both quantitative and qualitative assessment of their causes
[11, 14]. But in order to determine how a particular driver’s
performance could affect the course of a road accident, it is
very often necessary reconstruct an accident in detail. For such
reconstruction usually carried out using specialized computer
programmes, it is necessary to use multiple parameters charac-
terizing both a vehicle, a driver behaviour and environmental
conditions. While the vehicle parameters and environmental
conditions are relatively easy to determine, however in case of
a driver it is generally difficult to estimate the rules. The action
of'the driver is dependent on many factors: fatigue, stress, expe-
rience in driving a motor vehicle, etc. One of the parameters
characterizing driver’s behaviour that is necessary for recon-
struction is the reaction time. It is worth mentioning that the
driver’s reaction time is one of the basic parameters which have
a very strong influence on the final outcome in the analysis of
the course of the accident, and their recommended values are
given in the manuals and training materials for court experts.

Depending on the value of a driver reaction time an expert
takes for analysis of the accident may depend on the extent of
any fault of a driver.

Most of literature report values of reaction time obtained in
the tests on the so-called reaction on a simple stimulus (single
beep or light) - in which a driver during the study is to react on
one of the control elements of a car (brake pedal, handbrake

lever, steering wheel). Examples of such studies are very well
known and widely used until recently with the results of M.
Burckhardt, and H. Burg [1]. In these studies, which were made
on the actual way involved two cars driving behind each other.
A test driver of a second car was to react to brake lights that
light up of the car in front. A total of 41 persons have been exa-
mined in this way during these studies. During 1 hour (time for
the test of 1 participant) was recorded about 100 reaction time
values, which means that subsequent reactions of the driver
followed on average every 40 seconds. Reaction time values
determined by this method have been adopted by resolution of
the symposium of the German forensic experts (20 Deutsche
Verkehrsgerichtstag in Goslar, 1982 [4]) and have been widely
used in Germany in the 80’s and 90’s. According to this recom-
mendation, but also because of much more careful, than in other
cases, a statistical processing of results carried out, they were
widely regarded as one of the most correct and reliable. This is
confirmed by the fact of their citation in the major publications
of books on the dynamics of braking [2] or the reconstruction
of road accidents [26].

A similar method of measurement Nishida [18] used in his
study. The literature is full of other descriptions of test methods
of drivers’ reaction time to a single stimulus, such as the special
ring tone [25], or a single light pulse of a stimulator, stuck on
the windscreen [5, 15].

In real road situations (except driving in a column), the dri-
ver reacts to complex stimuli and the behaviour of the driver
trying to avoid an accident involves both braking and (or) tur-
ning a steering wheel.

In the literature 10 - 15 years ago it is difficult to find data
on the reaction time in which both the stimulus and the driver’s
reactions are complex. In many studies of reactions to complex

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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stimuli carried out frequently simulated situations were highly
simplified. For example, in papers [5, 16], tests of reactions to
stimuli were the tests using the lights stuck on the windscre-
en of the car before the driver. The driver had to react both to
a colour and light system, which have a manoeuvre assigned
to them — for example weak or strong braking, turn left or turn
right, etc.

In recent years, studies on the roads or tracks increasingly
rely on the implementation of certain selected, recognized as
representative, contract accident scenarios. Examples are the
tests described in paper [17], in which on a track was simulated
a perpendicular car intrusion to the crossroads. The authors of
this work carried out a similar scenario in the tests described
in [10, 22, 23]. Another example might be testing the driver’s
reaction to a small children’s bike [15] pushed out (from behind
a parked car in the right lane).

In studies aimed at introducing an assistant system, in the
recent period, it became popular to use air-filled dummies made
of a thick foil in the shape and dimensions of the vehicle [9,
20, 21] to support different research scenarios such as ,,sudden
braking” ‘sudden bypassing”, etc.

In summary, it can be concluded that the number of this
type of research available in the literature is small and covers
only some specific cases. In addition to the lack of data for cer-
tain situations, other important drawbacks of the data obtained
in this way are:

- their obsolete for the present population of drivers (grow-
n-up and adjusted to the environment with a large variety
of complex technical equipment);

- lack of data on high-risk groups, particularly young dri-
vers aged 18 to 25 years (in this group, road accidents in
the European Union countries, including Poland, are the
main causes of death);

- their origin countries (e.g. Germany or the USA) with
significantly differing levels of development of the mo-
torization and the conditions under which it operates (the
density and organization of traffic, condition of roads and
markings, the share of motorways in the overall road ne-
twork, the method of driver training, etc.).

In view of the above conclusions, the authors focused on
one indicator of driver’s performance, which is the reaction
time and have decided to carry out research designed to extend
knowledge in this field. They were to help find answers to qu-
estions about the possible correlation between drivers’ reaction
time obtained with different testing methods.

2. Test methods of drivers’ reaction time

Despite years of research, yet has not been developed a me-
thod that most professionals in the field of accident reconstruc-
tion would be considered by far the best one for determining
the reaction time of drivers. Generally, you can specify the fol-
lowing ways to implement this type of research:

1. Tests on psychological aptitude test stands for drivers

(or similar).

2. Experiments on roads or testing tracks.

3. Research in driving simulators.

4. Study (observation types) in the actual road conditions.

The authors of this publication, in a study of driver beha-
viour in pre-accident situations determined drivers’ reaction ti-

mes in the first three research environments for the same group
of 30 drivers.

2.1. Studies on simple testing stands

The study aimed to determine the reaction time of drivers
conducted on simple stands historically have been used first.
Currently, such tests can be encountered only occasionally but
they are generally regarded as a complementary test. These stu-
dies, however, have been applied commonly by psychologists
to evaluate its suitability for the profession of the driver, and
many publications appear the values obtained in this way the
reaction time.

In the studies that use this method by the authors the times
of simple and complex reactions have been determined [10].
Determination of a simple reaction time was based on the dri-
ver’s reaction to a single simple stimulus - light or sound. Dri-
ver’s reaction was to press a key at the time of the appearance
of a stimulus. The research of a complex reaction consisted in
a specific type of stimulus - the light colour or sound, has been
assigned with a specific manipulator on which the driver should
press with a hand or foot

2.2. Experiments on roads or test tracks

Studies on roads or test tracks are recognized by majority
of professionals as the best way to simulate traffic situations
[16], to perform various vehicle dynamics studies [19], as well
as determining the reaction time. Opportunity to reflect actu-
al conditions of vehicle motion, the parameters of the road, as
well as the ability to measure the reaction time in a real car are
undeniable advantages of such studies. However, the value of
results obtained in this way and their usefulness for the analysis
of certain types of accidents, strongly depends on way the expe-
riment is conducted. In recent years, the tests of the behaviour
of drivers tests based on certain scenarios of accidents are per-
formed on test tracks. These include generally a very specific
road situation, and therefore the value of reaction time obtained
in this way are also limited in their scope of use.

The study conducted by the authors, widely described in
[10, 12, 22, 23] include a scenario in which on the track was
simulated a perpendicular intrusion of car at the crossroads.
Schematic test scenario is given in figure 1.
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Fig. 1. Schematic scenario of an accident situation

The driver of the “Vehicle 1” moving at a speed V1 is for-
ced to react to avoid collision with vehicle 2 which enters the
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crossroads without giving it priority — fig. 1. This scenario was
based on observation of the actual situation at the crossroads
located in Kielce (fig. 2).

Fig. 2. Real crossroads

Picture of the implementation of research conducted by the
authors shown in fig. 3.

A detailed description of the tests carried out on the track
is given in [12].

Curtains limited visibility

“ehicle 2
maock-up

Fig. 3. Realisation of a scenario during research on a track

2.3. Research in driving simulators

The development of computer technology influenced signi-
ficantly propagate research in simulators. Driving simulators
are devices in which the driver directs the car using the same
control elements, like in a real car (the accelerator pedal, brake,
steering wheel), but the car traffic is implemented in a virtual
environment [3]. Simulators can be divided into: dynamic si-
mulators, which in addition to mapping the traffic situation on
the big screen, inertial forces acting on the driver are mapped,
for example during braking or in a curvilinear motion and static
simulators in which these forces are not mapped.

One of the indisputable advantages of simulators is the pos-
sibility of an exact match to the environment and to perform
such scenarios which implementation of the road conditions
would be impossible or would involve danger. During the re-
search carried out by the authors in the simulator [13] a select-
ed, the same to tests on the track scenario has been realised
(fig. 4).

Fig. 4. View of imitation the crossroads in the simulator

3. The analysis of the obtained values of reaction
time

In this analysis, the influence of research methods on the
reaction time values obtained are presented on the basis of au-
thors’ own research. The advantage of such a comparison is that
during research an identical accident situation has been carried
out (fig. 1). In order to obtain a high degree of surprise of dri-
vers, the studies strongly reduced the visibility of the driver by
installing curtains on the track, for example, in the simulator
by mapping a high hedge and used so-called “empty runs” in
which the obstacle does not appear. The same group of drivers
was tested in various research environments. Were also consi-
stent for the whole research of results’ analysis.. A detailed de-
scription of these studies can be found in the works: [7, 8, 12].

Basic studies were carried out on Kielce Track and in the
AutoPW driving simulator [10] at Warsaw University of Tech-
nology. The task of the drivers was aiming to avoid a collision
with an obstacle, the driver himself decided whether only to
brake or carry out only avoidance manoeuvre or perform both
of these manoeuvres simultaneously. This feature, according to
the authors, makes conditions similar to the real situation, in
which the driver is not imposed on his behaviour. The results
obtained have been confronted with the results of tests on a test
psychological aptitude stand of drivers.

The analysis of research results used the concept of risk
time. Risk time is defined as the time period allowed to the
driver after noticing the obstacle to a possible collision with it.
It is used by the driver for actions to avoid any accident or its
consequences. Risk time used by the driver to perform defen-
sive actions was calculated as the ratio of the car distance from
the obstacle at the time of accident risk appearance (fig. 5) to
its speed. This parameter, as shown by the analysis carried out
in the work of authors [9, 24], is a very important parameter
characterizing a pre-accident situation and driver behaviour.
Tests were conducted for 15 different time values of risk time
for three speeds 40, 50 and 60 km/h and five distances from an
obstacle 10, 20, 30, 40, 50m.
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Detailed results of the analysis of drivers’ reaction time in
the event of accident risk based on research carried out on Tor
Kielce have been presented in the article [9].

In the present study the reaction times are as follows:

- mental reaction time, understood as the time since the
appearance of an obstacle to the start of leg from the ac-
celerator, hereinafter referred to briefly: “the accelerator
pedal” reaction time;

- psycho-motor reaction time when braking, determined as
the time from emergence of an obstacle to the onset of the
brake pedal force, hereinafter referred to briefly: “brake”
reaction time;

- psycho-motor reaction time during a turn, determined
as the time from emergence of an obstacle to the onset

reaction to the steering wheel, hereinafter referred to as:
“turn” reaction time.

Dependence of reaction time for particular emergency bra-
king manoeuvres, i.e., braking with a foot brake, engine bra-
king and steering have been shown in fig. 6. For all the mano-
euvres of the dependence of the risk time function is linear. The
average reaction time value and standard deviation (value in
parentheses) for selected values of risk time has been presented
in table 1.

Similarly, the values of the reaction time of drivers during
testing in the simulator have been determined. Graphical com-
parison of results has been shown in fig. 7. In the case of reac-
tion time results obtained in the simulator, presented dependent
on risk time, we can say that they also have a linear character.
Examples of reaction time values obtained in the simulator are
shown in table 2.

Psycho-technical research has been conducted on the same
group of drivers. Each of the drivers was examined twice. Ob-
tained results are presented in fig. 8. The average values of sim-
ple reaction time have been compared with the reaction time
obtained during the experimental tests, both on the track and
in the simulator.

Determination has been made of the R correlation coeffi-
cient of simple reaction time compared to the reaction time set
for the turning manoeuvre and braking with a foot brake for all
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Fig. 6. The reaction time of drivers in the risk time function obtained during testing on the track; a) “turn’ reaction time , b) “brake” reaction time ,
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Tab. 1. Summary of sample values of reaction time obtained on the track
Reaction time GLEEL
0,72 1,44 2,16 2,88 3,6
Mental
“Accelerator pedal” 0,47(0,10) 0,66 (0,16) 0,99 (0,15) 1,04 (0,37) 1,5 (0,56)
Psycho - motor performance during
braking, ,Brake” 0,65 (0,08) 0,85(0,15) 1,31(0,20) 1,42 (0,31) 1,85 (0,48)
Psycho - motor during a turn, ,Turn” 0,45 (0,09) 0,68 (0,16) 0,87 (0,29) 1,15(0,21) 1,54 (0,56)
Tab.2.  Summary of sample values of reaction time obtained in the simulator
Reaction time Risktimg, s
0,72 1,44 | 2,16 | 2,88 3,6
Mental
“Accelerator pedal” 035(0.19) 0,45(0,11) 0,51(0,17) 0,66 (0,19) 0,81(0,36)
Psycho-motor performance during .
braking,, Brake” Brak reakgji 0,64 (0,15) 0,73 (0,18) 0,92 (0,33) 0,96 (0,22)
sycho-motor during a turn, ,Turn , , \ \ , , , ; : 2
Psych duri Turn” 0,43 (0,06) 0,49 (0,13) 0,62 (0,21) 0,81 (0,39) 1,23 (0,58)

the samples (with different values of initial risk time). Corre-
lation coefficients values for simple reaction time and reaction
time - ,,brake” is shown in table 3 and for the simple reaction
time and reaction time - ,,turn” (table 4). These correlations
were determined for the results obtained on the track and in
the simulator.
Obtainedlowandevennegativecorrelationcoefficient values
indicate that there is no correlation between simple reaction time
determined at the stand and the time determined in the research on
track and in the simulator, both the turning reaction and braking.

The second study was to examine complex reaction time valu-
es. The results obtained are presented in fig. 9.

According to the authors there was a trial to determine the
inter-relationship between the values of reaction time. Corre-
lation coefficients were determined for the complex reaction
time, and brake reaction time (table 5) and turning of wheels
(table 6) obtained in studies on the track and in the simulator.
In this case, also low or even negative correlation coefficient
values have been obtained.

Tab. 3.  The correlation coefficients between simple reaction time and the values of “brake” reaction time (time for different values of risk time)

Risk time, s 0,6 0,72 0,9 1,2 1,44 1,8 1,8 2,16 2,4 2,7 2,88 3,0 3,6 3,6 4,5
Truck R -0.124 | -0.037 | -0.348 | -0.470 | -0.141 | 0.446 | -0.184 | -0.034 | -0.468 | -0.620 | -0.487 | -0.395 | -0.193 | -0.461 | -0.106
simulator - - - -0.104 | -0.004 | -0.085 | -0.129 | 0.236 | 0.133 | 0.213 | 0.155 | 0.199 | 0.126 | 0.222 | 0.145
Tab. 4. The correlation coefficients between simple reaction time and values ,turn” reaction time (for different values of risk time)
Risk time, s 0,6 0,72 09 1,2 1,44 1,8 1,8 2,16 24 2,7 2,88 3,0 3,6 3,6 4,5
Truck R 0.277 | -0.354 | -0.017 | -0.318 | -0.307 | -0.319 | -0.092 | -0.188 | 0.068 | 0.008 | -0.014 | 0.120 | -0.154 | 0.141 | -0.200
simulator -0.466 | -0.771 | -0.219 | 0.209 | 0.054 | 0.364 | 0.446 | 0.576 | 0.094 | 0.395 | 0.520 | 0.203 | 0.220 | 0.461 | 0.117
Tab. 5. The correlation coefficients between complex reaction time and the values “brake” reaction time (time for different values of risk time)
Risk time, s 0,6 0,72 0,9 1,2 1,44 1,8 1,8 2,16 2,4 2,7 2,88 3,0 3,6 3,6 4,5
Truck R 0.324 | -0.289 | -0.163 | -0.023 | -0.074 | 0.192 | -0.093 | -0.050 | 0.007 | -0.083 | -0.180 | -0.095 | 0.055 | 0.031 | 0.134
Simulator - - - 0.062 | 0.145 | -0.213 | -0.204 | -0.020 | -0.034 | -0.371 | -0.148 | 0.066 | 0.075 | -0.276 | -0.118
88 ExspLoATACIA | NIEZAWODNOSCE NR 3/2011




SCIENCE AND TECHNOLOGY

/ Average value( 407s

S
i)
£
203
=
R
g 0.2
=
01
=
& o
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
nurmber of driver
Fig. 9. Comparison of the complex reaction time
Tab. 6. The correlation coefficients between complex reaction time and values of ,turn” reaction time (for different values of the time risk)
Risk time, s 0,6 0,72 0,9 1,2 1,44 1,8 1,8 2,16 2,4 2,7 2,88 3,0 3,6 3,6 4,5
Truck R 0.128 | 0.030 | 0.001 |-0.207 | -0.311 | -0.177 | -0.027 | -0.092 | 0.162 | -0.085 | -0.120 | -0.220 | -0.064 | -0.049 | -0.191
simulator -0.304 | -0.971 | -0.144 | 0.133 | 0.211 | 0.302 | 0.077 | 0.158 | -0.071 | 0.473 | 0.159 | 0.016 | 0.194 | -0.176 | -0.075

4. Conclusions

The values of the reaction time of drivers assigned to each
set of manoeuvres on the track and in the simulator is characte-
rized by a linear dependence of risk time. Both of these values
are closely correlated. Through the results can be seen, howe-
ver, that the reaction time of drivers obtained in the simulator
for all tested manoeuvres achieves smaller values in relation to
the measured values on the track.

The reason is that drivers are aware that they driver a car
in a virtual environment, so even very violent manoeuvres are
safe. You can “with impunity”, without any consequences to
perform rapid turns, leave off a road, drive through fences, ga-
tes, etc. During the test on the track the drivers act in a way not
to lead to a dangerous situation of rapid overloading the car, the
roll-over, etc.

The resulting accuracy has been also indicated in the litera-
ture [6]. The difference between the published opinions and the
results in the present study lies in the fact that in the cited works
a fixed value time difference obtained on the track and in the
simulator has been given. According to [6] reaction times on
the track are longer by 0.3 s for the brake and did not differ for
the reaction with a turning. According to Mc Gehee and others
[17] the reaction times on the track are longer by 0.1 seconds
for the braking and 0.03 s with a turning. The research presen-
ted in this paper shows that this difference is not constant, but

varies depending on the risk time characterizing of a given trial
(see figure 10).

The obtained values of the measured reaction time as a psy-
chological aptitude test stand have been compared with those
obtained on the track and in the simulator (fig. 11). The figure
contains lines corresponding to the simple and complex reac-
tion times, even though it is a constant, not depending on risk
time.

While analogizing graphs of fig. 10, we can say that simple
and complex reaction time is significantly shorter than obtained
for the same drivers during testing on the track or in the simula-
tor. Only in the case of a determined reaction time for trials with
very small values of risk time (0.5-1.0 s), they are similar. It is
worth noting that only for “turn” reaction time, the difference
in values between the track and simulator weakly depends on
risk time, so it is close to a constant value. When we analyse
“brake” and “accelerator pedal” reaction time, it then was can
notice, that them the greater the risk time value, the greater the
difference between the results obtained on the track and in the
simulator.

When you present the obtained results of reaction time for
each maneuver in a single graph (fig. 11), one can say that in the
case of testing on the track, the reaction time for “accelerator”
is less since the “turn” one. The highest values of reaction time
have been obtained for “brake”.
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Fig. 10. Comparison of the time for considered manoeuvres: a) “turn” reaction time, b) “brake” reaction time , c) “accelerator pedal” reaction time
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If the average reaction time of drivers in the simulator ge-
nerated the lowest values have been determined for the “accele-
rator” reaction time and the highest for the “turn”.

You need to be aware, however, that the above-mentioned
behaviour of drivers, each sequence of manoeuvre has been de-
termined for a particular scenario of a pre-accident situation.
For other scenarios, the situation of the driver’s mode of action
may vary. Therefore, the authors in their attempt for further
work is to determine the impact of different scenarios on obta-
ined reaction time of drivers.

Determined correlation coefficients between “brake” and
“turn” reaction time in relation to the simple and complex re-

5. References

action time are very small, and in many cases even negative. In
total, 120 studies conducted correlation only in 4 cases the ab-
solute value of the correlation coefficient was greater than 0.5.

No correlation has been found with the results of the experi-
ment on the track and the simulator shows that the reaction time
obtained in studies on simple psychological stand can not be
treated as the actual reaction time of drivers in traffic situations
and can not be used in the reconstruction of road accidents.

This conclusion is very important because in some publi-
cations the reaction time determined in similar stands is taken
as the actual reaction time of drivers in the analysis of the ac-
cident.

Burckhardt M, Burg H. Die Brems-Reaktionsdauer von Pkw-Fahrer. Der Ferkehrsunfall 1981; 12: 224-235.

2. Burckhardt M. Fahrwerktechnik: Bremsdynamik und Pkw-Bremsanlagen. Wiirzburg: Vogel Verl., 1991.

3. Chodnicki P, Guzek M, Lozia Z, Mackiewicz W, Stegienka I. Static autoPW driving simulator, version 2003. Zeszyty Naukowe
Politechniki Swigtokrzyskiej seria Mechanika, Kielce 2004; 79: 157-164.

4. Dannert G. Grundprobleme der Reaktionzeit des Kraftfahrers. Ferkehrsunfall und Fahrzeugtechnik 1998; 12: 328-334.

5. Froming R. Assesment of Integrated Pedestrian Protection System. PhD thesis. Fortschritt-Berichte VDI. Reihe 12. Verkehrstechnik/
Fahrzeugtechnik 2008; 681.

6. Green M. How long does it take to stop? Methodological analysis of driver perception-brake times. Transportation Human Factors
2000; 2(3): 195-216.

7. Guzek M, Jurecki R, Lozia Z, Stanczyk T. L. Comparative analyses of driver behaviour on the track and in virtual environment.
Driving Simulation Conference Europe DSC 2006 Europe, Paris 2006: 221-232.

8. Hillenbrand J. Fahrerassistenz zur Kollisionsvermeidung. PhD thesis. Fortschritt-Berichte VDI, Reihe 12, Verkehrstechnik/
Fahrzeugtechnik 2008; 669.

9. Jansson J, Johansson J, Gustafsson F. Decision Making for collision avoidance systems. SAE Paper 2002-01-0403.

10. Jurecki R.S. Modelowanie zachowania kierowcy w sytuacjach przedwypadkowych.. Rozprawa doktorska. Modeling driver
behavior in pre-crashes situations. Doctoral dissertation. Politechnika Swietokrzyska, Wydziat Mechatroniki i Budowy Maszyn,
Kielce, 2005.

11.  Jurecki R. Wypadki drogowe w Polsce, skutki i przyczyny. Road accidents in Poland, the consequences and causes. III Konferencja
naukowo- Techniczna “Problemy bezpieczenstwa w pojazdach samochodowych”. Wydawnictwo Politechniki Swictokrzyskiej.
Zeszyty Naukowe Politechniki Swigtokrzyskiej seria Mechanika 2002; 79: 223-232.

12.  Jurecki R, Stanczyk T.L. Driver model for the analysis of pre-accident situations. Vehicle System Dynamics 2009; 47 (5): 589-
612.

13. Jurecki R. S, Stanczyk T. L, Lozia Z. Badania manewru omijania pojawiajacej si¢ przeszkody w warunkach badan na torze oraz
w symulatorze jazdy. Zeszyty Naukowe Instytutu Pojazdéw Politechniki Warszawskiej, Warszawa 2005; 1(56): 65-78.

14. Kisilowski J, Zalewski J. Wybrane problemy analizy przyczyn wypadkow drogowych w Polsce w latach 1995-2004. Eksploatacja
i Niezawodnosc - Maintenance and Reliability 2008; 1: 37-43.

15. Krause R, de Vries N, Friebel W.-Ch. Mensch und Bremse in Notbremssituationen mit Pkw — neue Erkenntnise zu Prozesszeiten
beim Bremsen. Teil 1. Ferkehrsunfall und Fahrzeugtechnik 2007; 6: 164-171.

16.

Magister T, Krulec R, Batista M, Bogdanovi¢ L. The driver reaction time measurement experiences. Innovative Automotive
Technology — IAT’05. Bled, 21+-22" April 2005.

90 ExspLOATACIA | NIEZAWODNOSCE NR 3/2011




SCIENCE AND TECHNOLOGY

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

McGehee D.V, Mazzae E.N, Baldwin G.H.S. Driver reaction time in crash avoidance research: validation of a driving simulator
study on a test track. Proceedings of the 14" Triennial Congress of the International Ergonomics Association and the 44" Annual
Meeting of the Human Factors and Ergonomics Society (IEA 2000). San Diego/USA 2000; 6.

Nishida Y. Driving characteristics of the elderly: risk compensation of the elderly driver from the viewpoint of reaction behavior.
JSAE Review 1999; 20: 375-380.

Parczewski K. Wnek H. Wykorzystanie modelu samochodu do analizy ruchu pojazdu po torze krzywoliniowym. Eksploatacja
i Niezawodnosc - Maintenance and Reliability 2010; 4: 37-46.

Schorn M. Quer-und Léangsregelung eines Personenkraftwagens fiir ein Fahrerassistenzsystem zur Unfallvermeidung. PhD thesis.
Fortschritt-Berichte VDI, Reihe 12, Verkehrstechnik/Fahrzeugtechnik 2007; 651.

Stéhlin U. Eingriffsentscheidung fiir ein Fahrerassistenzsystem zur Unfallvermeidung. PhD thesis. Fortschritt-Berichte VDI.
Reihe 12. Verkehrstechnik/Fahrzeugtechnik 2008; 683.

Stanczyk T. L, Jurecki R. Czasy reakcji kierowcoéw w stanach zagrozenia wypadkowego. Materiaty 111 Konferencji “Rozwdj
techniki samochodowej a ubezpieczenia komunikacyjne” Radom, 2006. Wyd. WSB im. J. Chrapka: 321-348.

Stanczyk T. L, Jurecki R. Fahrereaktionszeiten in Unfallrisikosituationen — neue Fahrbahn- und Fahrsimulatorversuche.
Verkehrsunfall und Fahrzeugtechnik 2008; 07-08: 235 — 246.

Stanczyk T., Jurecki R. O przyczynach roznic w publikowanych warto$ciach czasow reakcji kierowcow. Materiaty X Konferencji
,Problemy rekonstrukcji wypadkow drogowych”. Krakow — Szczyrk 2006. Krakow: Wydawnictwo Instytutu Ekspertyz
Sadowych: 157-171.

Tornros J. Effect of driving speed on reaction time during motorway driving. Accident Analysis and Prevention 1995; 27 (4):
435-442.

Wypadki drogowe. Vademecum biegltego sadowego. Pr. zbiorowa. Krakow: Wyd. IES, 2002.

Dr inz. Rafat S. JURECKI
Dr hab. inz. Tomasz L. STANCZYK prof. PSK

Department of Motor Vehicles and Transport

Kielce University of Technology

Faculty of Mechatronics and Mechanical Engineering

7 Aleja Tysigclecia Panstwa Polskiego, 25-143 Kielce, Poland
e-mail: rjurecki@tu.kielce.pl

e-mail: stanczyk@tu.kielce.pl

MAINTENANCE AND RELIABILITY NR 3/2011 91




MANUFUTURE 2011 CONFERENCE WITH MEDIA PATRONAGE
OF EKSPLOATACJA | NIEZAWODNOSC - MAINTENANCE AND RELIABILITY

www.manufuture2011.eu

Within the second half of the year 2011 Poland will take
over the Presidency of the EU Council. One of the event which
is planned to be organized in Poland during that time is Manu-
future 2011 conference on 24-25 October 2011 in Wroclaw.

For the first time the Manufuture conference will be orga-
nized in the country, which is placed in Central Europe and is
recognized as a new EU member state. It offers a unique op-
portunity to present the potential of this EU region in manufac-
turing research, as well as to invoke discussion on the future
of product development and manufacturing in view of unique
internal market with an idea of elimination exclusion zones.

The main objective of the conference is to present the vi-
sion of future manufacturing and its role in further growth of
Europe - building smarter, greener and more competitive Euro-
pean industry based on partnership between EU, EECA region,
Balkan countries and Turkey.

The conference is organized under the auspices of Europe-
an Commission and Polish Presidency of the EU Council 2011,
with local academic and governmental institutions.

At the Manufuture 2011 conference the following
main areas will be discussed:

» Cooperation West-East Europe in global manufacturing
» Cooperation and partnership of EU member states with
Balkan countries as well as EECA region and Turkey

» Cooperation between old and new EU member states

» Current stage of research and innovations in advanced
manufacturing

* SMEs in transforming European economies

» Public engagement activities

 Effective models of academia-research-industry coope-
ration

¢ Industrial education.

—
SEVENTH FRAMEWORK
PROGRAMME

Manufuture 2011 conference is organized in coherence
with Fumat 2011 conference (www.fumat2011.eu) and has re-
ceived funding from the European Union’s Seventh Framework
Programme. It will be forum of exchanging views, ideas and
opinions on further development of industrial manufacturing
in Europe. Engagement of crucial decision makers, representa-
tives of industrial organizations, academic area and social orga-
nizations will assure a significant role on European and national
field.

Conference will be accompanied with a wide range of ac-
tivities towards youth and young people, including prima-
ry school and secondary school pupils. In the frame of those
activities cooperation with Festival of Science is considered.
During the Festival the NMP theme would be agitated and all
could consist of at least 10 thematic lectures with 200 pupils
and students. The action ‘NMP for school’ requires at least 20
parallel meetings at schools, accompanied with a media cam-

paign.

Wroclaw city and Manufuture 2011 conference venue

Wroclaw is the main academic and industrial centre of the
Lower Silesia Region and one of the most important in Po-
land. It is the fourth largest city in the country and the largest
one in the west side of the country. Wroclaw is inhabited by
over 630 000 citizens and offers place for incubating companies
through establishing Wroclaw Technology Park, Wroclaw In-
dustrial Park and Lower Silesian Innovation and Science Park.

Manufuture 2011 conference will take place in perfectly lo-
cated The Regional Center for Business Tourism. This center
is a new high capacity meeting facility being developed at the
complex one of the finest and interesting building in Wroclaw,
inscribed on the World Heritage List of UNESCO - the Cen-
tennial Hall. The Regional Center for Business Tourism offers
flexible meeting spaces of the highest quality.

*
B MANUFUTURE-EU
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