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48/2023/IX 

Senatu Politechniki Lubelskiej 
z dnia 30 listopada 2023 r. 

 
w sprawie nadania  

prof. dr. Witoldowi Pedryczowi 
ausa Politechniki Lubelskiej 

 
  

  oraz  pkt 2 Statutu Politechniki Lubelskiej, na wniosek 
Rady Dyscypliny Naukowej Informatyka Techniczna i Telekomunikacja Politechniki Lubelskiej, 
Senat  u :  

 

Senat Politechniki Lubelskiej opiniami prof. dr. a 
Kacprzyka z Instytutu , prof. dr. 

a Kozielskiego z Politechniki iej oraz prof. dr. a Tadeusiewicza 
z Akademii -Hutniczej , 
naukowy, dydaktyczny i organizacyjny jako wybitny 

n a d a j e 

prof. Witoldowi Pedryczowi 

 

DOKTORA HONORIS CAUSA 
POLITECHNIKI LUBELSKIEJ 

 

rektora Politechniki Lubelskiej. 
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Dr hab. inż. Jerzy Montusiewicz, prof. uczelni
Przewodniczący Rady Dyscypliny Naukowej
Informatyka Techniczna i Telekomunikacja

LAUDACJA
z okazji uroczystego nadania 

prof. dr. hab. inż. Witoldowi Pedryczowi
godności Doktora Honoris Causa Politechniki Lubelskiej

Magnificencjo Rektorze,
Wysoki Senacie,
Czcigodni Doktorzy Honoris Causa,
Profesorowie Honorowi Politechniki Lubelskiej,
Wielce Dostojni Goście

Z woli Senatu Politechniki Lubelskiej, na wniosek Rady Dyscypliny
Naukowej Informatyka Techniczna i Telekomunikacja, wobec wysoce 
pozytywnych opinii dorobku prof. dr. hab. inż. Witolda Pedrycza przed-
stawionych przez profesorów powołanych na recenzentów w proce-
durze nadania najwyższej godności akademickiej: Janusza Kacprzyka, 
Ryszarda Tadeusiewicza i Stanisława Kozielskiego, a reprezentujących 
znakomite polskie ośrodki naukowe: Instytut Badań Systemowych 
Polskiej Akademii Nauk w Warszawie, Akademię Górniczo-Hutniczą
im. Stanisława Staszica w Krakowie oraz Politechnikę Śląską w Gli-
wicach, a także z woli Wysokich Senatów tych uczelni, mam zaszczyt
wygłosić laudację komplementującą osiągnięcia naukowe i zasługi
Uhonorowanego.
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Profesor Witold Pedrycz, Członek Zagraniczny Polskiej Akademii 
Nauk, jest cenionym w kraju i za granicą autorytetem w środowisku 
naukowym skupiającym specjalistów z dziedziny nauk technicznych 
w zakresie szeroko rozumianej informatyki. To światowej sławy uczony 
w obszarze zbiorów rozmytych, sztucznej inteligencji, a zwłaszcza inte-
ligencji obliczeniowej. Jest absolwentem Politechniki Śląskiej w Gliwi-
cach, gdzie zdobywał kolejne stopnie naukowe: mgr. inż. z wyróżnieniem 
w 1977 roku, dr. w 1980 roku oraz dr. hab. w 1984 roku. Tytuł profesora 
nauk technicznych otrzymał w Instytucie Badań Systemowych Polskiej 
Akademii Nauk w 2001 roku. Profesor Witold Pedrycz urodził się w tym 
samym roku, w  którym do życia została powołana nasza Alma Mater. 
Przyznanie Profesorowi Witoldowi Pedryczowi w 2023 roku godności 
Doktora Honoris Causa jest piękną klamrą zwieńczającą jubileusz 70-lecia 
Politechniki Lubelskiej.

W latach 1977–1990 swoją karierę naukową Profesor Witold Pedrycz 
związał z macierzystym Wydziałem Automatyki i Informatyki Politech-
niki Śląskiej w Gliwicach. Wiedziony ciekawością świata i wewnętrznym 
imperatywem pogłębiania wiedzy podjął decyzję o wyjeździe na staż do 
Delft University of Technology w Niderlandach, a następnie do University 
of Manitoba w Kanadzie. W 1990 roku zamieszkał na stałe w Kanadzie, 
gdzie w latach 1990–1998 pracował na etacie profesora w University of 
Manitoba, by następnie przenieść się do University of Alberta. Pomimo 
piastowania wielu znaczących funkcji i stanowisk na uniwersytetach 
i w organizacjach naukowo-technicznych w Kanadzie, pielęgnował więzi 
z Polską. W 2001 roku uzyskał w Polsce tytuł profesora, w 2009 roku 
został członkiem zagranicznym PAN, w latach 2012–2017 pracował na 
Katolickim Uniwersytecie Lubelskim Jana Pawła II, a od 2019 pracuje 
jako profesor wizytujący w Politechnice Lubelskiej, prowadząc zajęcia na 
kierunku Informatyka na Wydziale Elektrotechniki i Informatyki.

Profesor Witold Pedrycz wniósł wybitny wkład w rozwój wielu gałęzi 
informatyki technicznej, budując ich podstawy teoretyczne i wprowadza-
jąc rozwiązania praktyczne. Jego rozważania naukowe w zakresie: inteli-
gencji obliczeniowej, obliczeń granularnych i relacyjnych, modelowania 
i  sterowania rozmytego, metod grupowania, modeli ziarnistych i  modeli 
rozmyto-neuronowych, rozpoznawania wzorców, a także modeli grupo-
wego podejmowania decyzji są studiami pionierskimi i oryginalnymi. 
Prace te wywarły znaczący wpływ na postęp badań w skali światowej. 
W rozwijanej koncepcji obliczeń ziarnistych Profesor Witold Pedrycz 
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zaproponował oryginalne podejście do wykorzystania ziaren informacji. 
Stworzył zaawansowane metody grupowania, dotyczące między innymi 
sposobów włączenia wiedzy dziedzinowej wraz ze zbiorem posiadanych 
danych do algorytmów grupowania. Wprowadził oryginalny paradygmat 
modelowania systemów, polegający na włączeniu ziaren informacji istot-
nych dla przetwarzania niejednorodnych danych i oceny jakości wyników. 
Ponadto opracował oryginalne modele wieloatrybutowego i grupowego 
podejmowania decyzji, pokazując przy tym, w jaki sposób skutecznie 
poradzić sobie z aspektami niepewności danych oraz z informacjami 
w postaci lingwistycznej. 

O doniosłości Jego pionierskich badań naukowych świadczą wskaźniki 
bibliometryczne: wartości indeksu Hirscha – 131 oraz 77, odpowiednio 
według bazy Google Scholar oraz Web of Science, a także liczba cyto-
wań, przekraczająca odpowiednio 97 tys. i 30 tys. Od wielu lat Profesor  
Witold Pedrycz zajmuje znaczącą pozycję na liście World’s TOP 2% Scien-
tists. W roku 2023 była to pozycja 725., natomiast w obszarze Networking 
& Telecommunications – 10., a w obszarze Information & Communication 
Technologies – 26. 

Zdobytą wiedzą i doświadczeniem Profesor Witold Pedrycz chętnie 
dzielił się ze środowiskiem naukowym, w tym z młodymi adeptami nauki, 
między innymi recenzując ponad 120 dysertacji doktorskich. Pomimo 
że wypromował blisko 70 doktorantów, nie stroni od bezpośredniego 
kontaktu ze studentami, prowadząc również zajęcia na kierunku Informa-
tyka w Politechnice Lubelskiej. Takie właśnie zajęcia prowadził Profesor  
Witold Pedrycz przez ostatnie dni poprzedzające tę wspaniałą uroczystość. 

Profesor Witold Pedrycz realizował kilkadziesiąt międzynarodowych 
projektów naukowo-badawczych we współpracy z naukowcami z ca-
łego świata, między innymi z: Australii, Chin, Kanady, Polski, Singapuru,  
Taiwanu, Włoch, czy Ameryki Południowej. Pełnił funkcję redaktora na-
czelnego czasopism naukowych o wysokich współczynnikach wpływu: 
Information Sciences (Elsevier), WIREs on Data Mining and Knowledge 
Discovery (Wiley), Journal of Granular Computing (Springer), a także 
współredaktora wielu innych czasopism oraz opracowań zbiorowych. 
Uczestniczył aktywnie w organizacji Institute of Electrical and Electronics 
Engineers (IEEE), będąc między innymi członkiem komitetów: IEEE CIS 
Task Force on Explainable Fuzzy Systems, IEEE CIS Distinguished Lecture 
Programme, IEEE Frank Rosenblatt Award Committee czy IEEE L.A. Zadeh 
Award Committee. 
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Profesor Witold Pedrycz został uhonorowany godnością doktora 
honoris causa Azerbaijan State Oil and Industry University oraz Macao 
University of Science and Technology, a także uzyskał tytuł honorowego 
profesora Hebei University (China) oraz School of Computer Science, 
Nottingham University (UK). Jest członkiem Royal Society of Canada, 
Engineers Canada oraz International Society of Management Engineers. 
W 2007 roku otrzymał prestiżową Nagrodę Norberta Wienera, a w 2009 – 
Międzynarodową Nagrodę Soft Computing. Uzyskał również nagrody: 
IEEE Fuzzy Systems Pioneer Award, Hispanic American Fuzzy Systems 
Association, IEEE Canada Computer Engineering Silver Medal oraz K-S 
Fu NAFIPS Award. 

Profesora Witolda Pedrycza miałem przyjemność poznać osobiście 
w czerwcu 2019 roku, gdy współorganizował wraz z pracownikami 
Katedry Informatyki konferencję International Conference on Compu-
tational Intelligence, Information Technology and Systems Research. 
W bezpośrednich rozmowach dał się poznać jako ciepły i wrażliwy 
człowiek, który w każdej chwili jest gotowy na podjęcie wspólnych 
działań w celu rozwiązania ważkich problemów naukowych. Współpraca 
Profesora z pracownikami Katedry Informatyki Politechniki Lubelskiej 
zaowocowała wieloma artykułami w międzynarodowych czasopismach 
naukowych i materiałach konferencyjnych oraz uzyskaniem wspólnych 
nagród za patent czy wybitny artykuł konferencyjny. Współpraca ta 
była bez przeszkód kontynuowana nawet w trudnym czasie pandemii. 

Dzisiejsza uroczystość nadania godności Doktora Honoris Causa Poli-
techniki Lubelskiej Profesorowi Witoldowi Pedryczowi to wielkie święto 
dla naszej społeczności akademickiej i całego środowiska informatycznego 
w Polsce. 

Panie Profesorze, jestem zaszczycony, że wspólnie możemy świętować 
to doniosłe wydarzenie. 

Lublin, 16.05.2024 r. 
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Prof. Jerzy Montusiewicz, D.Sc, Ph.D., M.Sc (Eng.)
Chairman of the Scientific Discipline Council
Technical Informatics and Telecommunications

LAUDATION
on the occasion of the ceremonial awarding
of Professor Witold Pedrycz with the dignity

of Doctor Honoris Causa of the Lublin University of Technology

Magnificence Rector,
Honourable Senate,
Venerable Doctors Honoris Causa,
Honorary Professors of the Lublin University of Technology,
Very Distinguished Guests

By the will of the Senate of the Lublin University of Technology,
at the request of the Council of the Scientific Discipline of Technical
Informatics and Telecommunications, in view of the highly positive
opinions about the achievements of Professor Witold Pedrycz presented 
by professors appointed as reviewers in the procedure of awarding
the highest academic dignity: Janusz Kacprzyk, Ryszard Tadeusiewicz
and Stanisław Kozielski, and representing outstanding Polish research
centres: the Systems Research Institute of the Polish Academy of 
Sciences, the AGH University of Krakow and the Silesian University
of Technology, and also by the will of the High Senates of these
universities, I have the honour to deliver a laudation complimenting 
the scientific achievements and merits of the Honoured Person.
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Professor Witold Pedrycz, Foreign Member of the Polish Academy 
of Sciences, is an authority respected in Poland and abroad in the 
scientific community bringing together specialists in the field 
of technical disciplines of broadly understood computer science.  
He is a world-renowned scientist in the field of fuzzy sets, artificial 
intelligence, and especially computational intelligence. He is a graduate 
of the Silesian University of Technology, where he obtained successive 
degrees: M.Sc. with honours in 1977, Ph.D. in 1980 and habilitation 
in 1984. He received the title of professor of technical sciences at the 
Systems Research Institute of the Polish Academy of Sciences in 2001. 
Prof. Witold Pedrycz was born in the same year in which our Alma 
Mater was founded. Awarding Prof. Witold Pedrycz in 2023 with the 
dignity of Doctor Honoris Causa is a beautiful highlight of the 70th 
anniversary of the Lublin University of Technology.

In the years 1977–1990 Prof. Witold Pedrycz pursued his scientific 
career at his home Faculty of Automation and Computer Science, 
the Silesian University of Technology. Driven by curiosity about 
the world and an internal imperative to deepen his knowledge, he 
decided to go for an internship at the Delft University of Technology 
in the Netherlands, and then to the University of Manitoba in Canada.  
In 1990, he settled permanently in Canada, where in 1990–1998 he 
worked as a professor at the University of Manitoba, and then moved 
to the University of Alberta. Despite holding many important functions 
and positions in universities and scientific and technical organisations 
in Canada, he cultivated ties with Poland. In 2001, he obtained the title 
of professor in Poland, in 2009 he became a foreign member of the 
Polish Academy of Sciences, in 2012–2017 he worked at the John Paul II 
Catholic University of Lublin, and since 2019 he has been working as 
a visiting professor at the Lublin University of Technology, conducting 
classes in the field of Computer Science at the Faculty of Electrical 
Engineering and Computer Science.

Prof. Witold Pedrycz made an outstanding contribution to the 
development of many branches of technical computer science by 
building their theoretical foundations and introducing practical 
solutions. His scientific considerations in the field of: computational 
intelligence, granular and relational computations, fuzzy modelling and 
control, grouping methods, granular models and fuzzy-neural models, 
pattern recognition as well as models of group decision-making are 



17

pioneering and original studies, with a high impact on the progress 
research on a global scale. In the developed concept of granular 
computing, Prof. Witold Pedrycz proposed an original approach to 
the use of information grains. He created advanced grouping methods, 
including ways of incorporating domain knowledge together with 
the set of existing data into grouping algorithms. He introduced an 
original systems modelling paradigm, which involved the inclusion 
of information grains important for processing heterogeneous data 
and assessing the quality of results. In addition, he developed original 
models of multi-attribute and group decision-making, showing how 
to effectively deal with aspects of data uncertainty and linguistic 
information.

The importance of his pioneering scientific research is evidenced 
by bibliometric indicators: Hirsch index values – 131 and 77, according 
to the Google Scholar and Web of Science databases, respectively, as 
well as the number of citations exceeding, respectively, 97,000 and 
30,000. For many years, prof. Witold Pedrycz has held a significant 
position on the World’s TOP 2% Scientists list. In 2023, he was 725th, 
in the Networking & Telecommunications area – 10th, and in the 
Information & Communication Technologies area – 26th.

His acquired knowledge and experience Prof. Witold Pedrycz 
willingly shared with the scientific community, reviewing over 
120 doctoral dissertations, and with young science adepts entering the 
path of scientific development. Even though he has supervised nearly 
70 PhD students, he does not shy away from direct contact with students, 
also conducting classes in the field of Computer Science at the Lublin 
University of Technology. These were the classes conducted by Professor 
Pedrycz in the last days preceding this wonderful celebration.

Prof. Witold Pedrycz has carried out several dozen international 
scientific and research projects in cooperation with scientists from all 
over the world, including: Australia, China, Canada, Poland, Singapore, 
Taiwan, Italy and South America. He served as editor-in-chief of 
scientific journals with high impact factors: Information Sciences 
(Elsevier), WIREs on Data Mining and Knowledge Discovery (Wiley), 
Journal of Granular Computing (Springer), as well as co-editor of 
many other journals and collective works. He actively participated 
in the Institute of Electrical and Electronics Engineers (IEEE), being 
a member of, among others, the following committees: IEEE CIS Task 



18

Force on Explainable Fuzzy Systems, IEEE CIS Distinguished Lecture 
Programme, IEEE Frank Rosenblatt Award Committee, and IEEE  
L. A. Zadeh Award Committee.

Prof. Witold Pedrycz was honoured with an honorary doctorate 
from Azerbaijan State Oil and Industry University and the Macao 
University of Science and Technology, he was awarded the title  
of honorary professor at Hebei University (China) and the School  
of Computer Science, Nottingham University (UK), he is a member of 
the Royal Society of Canada, Engineers Canada and the International 
Society of Management Engineers. In 2007, he received the prestigious 
Norbert Wiener Award, and in 2009 – the International Soft Computing 
Award, as well as the following awards: IEEE Fuzzy Systems Pioneer 
Award, Hispanic American Fuzzy Systems Association, IEEE Canada 
Computer Engineering Silver Medal and the K-S Fu NAFIPS Award.

I had the pleasure of meeting Professor Witold Pedrycz in person 
in June 2019, when he co-organised the International Conference on 
Computational Intelligence, Information Technology and Systems 
Research together with employees of the Department of Computer 
Science. In direct conversations, he became known as a warm and 
sensitive person who is ready at any time to take joint action to solve 
interesting scientific problems. The Professor’s cooperation with 
the employees of the Department of Computer Science of the Lublin 
University of Technology resulted in many articles in international 
scientific journals and conference materials, as well as obtaining 
joint awards for a patent or an outstanding conference article. This 
cooperation continued without any problems even during the difficult 
time of the pandemic.

Today’s ceremony of awarding the dignity of Doctor Honoris Causa 
of the Lublin University of Technology to Professor Witold Pedrycz 
is a great celebration for our academic community and the entire IT 
environment in Poland.

Professor, I am honoured that we can celebrate this momentous 
event together.

Lublin, May 16, 2024



Opinie i uchwały





21



22



23



24



25



26



27



28



29



30



31



32



33



34



35



36



37





Listy gratulacyjne





41



42



43



44



45



46



47



48



49



50



51

 

 

                                               
0850 283 6000 

www.istinye.edu.tr/en/ 

 

Dear Witold, 
 
It is with the greatest respect and sincere appreciation that I write to congratulate you on the award 
of an honorary doctorate from the Lublin University of Technology in Poland. This distinguished 
honor is a clear testimony to your tireless dedication, exceptional expertise, and significant 
contributions to the academic field. It not only represents a significant achievement for every 
individual in the academic field, but also serves as a beacon of excellence and a source of 
inspiration for scholars worldwide. 
 
On this momentous occasion, I feel compelled to reflect and share with you my thoughts on the 
foundations of fuzzy sets, an area that has been at the forefront of our joint research endeavors. 
Your invaluable contributions to this field have profoundly expanded our collective knowledge 
base. More importantly, they have played an indispensable role in enriching our understanding of 
both the theoretical foundations and wide-ranging applications of fuzzy sets. Their work in this 
area is not only academically rigorous but also highly practical, combining theoretical concepts 
with real-world applications. 
 
In addition, I would like to share my perspective on the Journal of Information Science, especially 
from my point of view as associate editor. As Editor-in-Chief, you have played an important role 
in this constantly evolving and expanding discipline. Not only have you set the direction of 
scholarly discourse in the field, but you have also had a profound and lasting impact on both the 
academic community and the broader field of modern technology. Your visionary leadership and 
editorial acumen have been instrumental in taking the journal to new heights of scientific excellence 
and relevance. 
 
I congratulate you once again on this well-deserved recognition of your honorary doctorate, 
thinking of the wider impact of your work and its lasting legacy in the academic community. Your 
journey has been marked by a relentless pursuit of knowledge, an unwavering commitment to 
academic excellence and an enduring passion for scientific research. 
 
I look forward to our continued collaboration and am excited to see the impact your work will have 
on the international academic and scientific stage. Here's to many more years of success, 
innovation, and ground-breaking achievements in your illustrious career. 
 
Sincerely, 
Tofigh Allahviranloo, PhD, Professor 
Head of the Research Centre for Performance and Productivity Analysis 
Istinye University, Istanbul, Turkey 
http://www.linkedin.com/in/allahviranloo 
Date: 02/09/2024 
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               Campinas, February 2024 
 
 
Dear Witold, 
 
I am very happy to write this letter to congratulate you for your honorary doctorate by the 
Lublin University of Technology, Lublin, Poland.  As you may recall, we first met in San 
Diego, USA, by occasion of the 1992 IEEE Conference on Fuzzy Systems. I confess I was 
impressed by your work on a multilayer architecture driven by fuzzy logic operations, and its 
application in a multicriteria optimization.  Your ideas to use linguistic variables and fuzzy 
decision theory to quantitatively reveal pattern structure in self-organizing maps you 
anticipated in 1994 are of the most relevance even today. Linguistic variables and self-
organization offer a way to transparency in AI makes decisions. Nowadays, this is called AI 
explainability!  I feel fortunate that our 1992 meet translated into a long standing, fruitful, and 
friendly academic collaboration.  

Your pioneering work on fuzzy neural logic networks in the early nineties was unique. Today 
we witness substantial advances and a diversity of neural fuzzy models based on fuzzy 
operations you suggested. The ideas on fuzzy logic neural nets also induced innovations in 
unexpected areas such as fuzzy Petri nets. The principle of justifiable granulation you 
introduced was a major step towards a theory of fuzzy information granulation. The innovative, 
and the many pioneering ideas and methodologies you developed put you amongst the most 
distinguished professor and researcher of fuzzy systems and computational intelligence 
worldwide. We are very grateful to you for all you have done to us during the last decades. 

I have also been impressed with your voluntary work as President of NAFIPS, President of 
IFSA, chair of IFSA and NAFIPS conferences, Editor-in-Chief of Information Sciences of 
Elsevier, IEEE Transaction on Systems, Men, and Cybernetics, and as Co-Editor-in-Chief of 
Granular Computing of Springer, and many other activities.  

Your honorary doctorate is a highly deserved recognition. It fully complies with your profile as 
a bright and virtuoso educator, scientist, and human being. I wholehearted wish to count with 
you as a continuing source of trust and inspiration in our journey to the future. 
 
Sincerely yours, 

 
Prof. Fernando Gomide, Fellow IFSA, Fellow IEEE 
School of Electrical and Computer Engineering 
University of Campinas 
13083-852 Campinas, SP, Brazil 
Phone: +55 19 98176-1135 
Email: gomide@unicamp.br 
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Granular Computing and Machine Learning: 
A Unified Perspective and Pursuits of New 
Development Horizons

Witold Pedrycz  | Department of Electrical & Computer Engineering University of Alberta,  
  Edmonton Canada; 
  Systems Research Institute, Polish Academy of Sciences Warsaw, Poland 
  e-mail: wpedrycz@ualberta.ca

1.  Introduction

The apparent reliance on data and experimental evidence in system 
modeling, decision-making, pattern recognition, and control engineer-
ing, just to enumerate several representative spheres of interest, entails 
the centrality of data and emphasizes their paramount role in data 
science. To capture the essence of data, facilitate building their essential 
descriptors and reveal key relationships, as well as having all these 
faculties realized in an efficient manner as well as deliver transpar-
ent, comprehensive, and user-oriented results, we advocate a genuine 
need for transforming data into information granules. In the realized 
setting, information granules become regarded as conceptually sound 
knowledge tidbits over which various models could be developed and 
deployed in real-world environment. 

A tendency, which is being witnessed more visibly nowadays, 
concerns human centricity. Data science and big data revolve around 
a two-way efficient interaction with users. The same applies to Machine 
Learning in conjunction to the deployment of this technology to areas 
of high criticality. Users interact with data analytics processes meaning 
that the terms such as data quality, actionability, transparency are of 
relevance and are provided in advance. With this regard, information 
granules emerge as a sound conceptual and algorithmic vehicle owing 
to their way of delivering a more general view at data, ignoring irrele-
vant details and supporting a suitable level of abstraction aligned with  
the nature of the problem at hand. 
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Our objective is to provide a general overview of Granular 
Computing, identify the main items forming a comprehensive research 
agenda and identify its far-reaching and impactful role in addressing 
challenges in Machine Learning and fostering their new directions.  
To organize our discussion in a coherent way and highlight the main 
trends as well as deliver a self-contained material, the study is struc-
tured in a top-down manner. Some introductory material offering some 
motivating insights and main concepts and objectives are presented 
in Section 2. The formal frameworks of information granules into  
the existing formalisms are covered in Section 3. Section 4 is devoted 
to the design of information granules with the use of the principle of 
justifiable granularity. We also show linkages of this principle with 
unsupervised learning and clarify a role of clusters as data-driven 
information granules. The key conceptual and design challenges emerg-
ing in Machine Learning are highlighted in Section 5. We also offer 
some insights as to the function of information granules in address-
ing these quests. A new and promising direction of knowledge-data 
Machine Learning (ML) is identified in Section 6. Some prospects and 
main conclusions are covered in Section 7.

2.  Information granules and information granularity

The framework of Granular Computing along with a diversity of its 
formal settings offers a critically needed conceptual and algorithmic 
environment. A suitable perspective built with the aid of information 
granules is advantageous in realizing a suitable level of abstraction.  
It also becomes instrumental when forming sound and pragmatic  
problem-oriented tradeoffs among precision of results, their easi-
ness of interpretation, value, and stability (where all of these aspects 
contribute vividly to the general notion of actionability).

Information granules are intuitively appealing constructs, which 
play a pivotal role in human cognitive and decision-making activities 
[27][32][47]. We perceive complex phenomena by organizing existing 
knowledge along with available experimental evidence and structuring 
them in a form of some meaningful, semantically sound entities, which 
are central to all ensuing processes of describing the world, reasoning 
about the environment, and support decision-making activities. 
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The terms information granules and information granularity them-
selves have emerged in different contexts and numerous application 
areas. Information granule carries various meanings. One can refer 
to Artificial Intelligence (AI) in which case information granularity is 
central to a way of problem solving through problem decomposition, 
where various subtasks could be formed and solved individually. Infor-
mation granules and the area of intelligent computing revolving around 
them being termed Granular Computing are quite often presented 
with a direct association with the pioneering studies by Zadeh [47].  
He coined an informal, yet highly descriptive and compelling concept of 
information granules. Generally, by information granules one regards 
a collection of elements drawn together by their closeness (resem-
blance, proximity, functionality, etc.) articulated in terms of some 
useful spatial, temporal, or functional relationships. Subsequently, 
Granular Computing is about representing, constructing, processing, 
and communicating information granules. The concept of information 
granules is omnipresent and this becomes well documented through 
a series of applications, cf. [6][8][9][10][12][25][26][28][30][31][34].

Granular Computing exhibits a variety of conceptual develop-
ments; one may refer here to selected and representative pursuits 
including graphs, information tables, knowledge representation.

It is again worth emphasizing that information granules permeate 
almost all human endeavors. No matter which problem is taken into 
consideration, we usually set it up in a certain conceptual framework 
composed of some generic and conceptually meaningful entities – 
information granules, which we regard as being of relevance to the 
problem formulation, further problem solving, and a way in which  
the findings are communicated to the community. Information gran-
ules realize a framework in which we formulate generic concepts by 
adopting a certain level of generality. 

Information granules naturally emerge when dealing with data, 
including those coming in the form of data streams. The ultimate objec-
tive is to describe the underlying phenomenon in an easily understood 
way and at a certain level of abstraction. This requires that we use 
a vocabulary of commonly encountered terms (concepts) and discover 
relationships between them and reveal possible linkages among  
the underlying concepts. 
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Information granules are examples of abstractions. As such, they 
naturally give rise to hierarchical structures: the same problem or 
system can be perceived at different levels of specificity (detail) depend-
ing on the complexity of the problem, available computing resources, and 
particular needs to be addressed. A hierarchy of information granules 
is inherently visible in processing of information granules. The level of 
captured details (which is represented in terms of the size of information 
granules) becomes an essential facet facilitating a way a hierarchical 
processing of information with different levels of hierarchy indexed by 
the size of information granules. 

Even such commonly encountered and simple examples presented 
above are convincing enough to lead us to ascertain that (a) informa-
tion granules are the key components of knowledge representation 
and processing, (b) the level of granularity of information granules 
(their size, to be more descriptive) becomes crucial to the problem 
description and an overall strategy of problem solving, (c) hierarchy 
of information granules supports an important aspect of perception 
of phenomena and deliver a tangible way of dealing with complexity 
by focusing on the most essential facets of the problem, (d) there is 
no universal level of granularity of information; commonly the size of 
granules is problem-oriented and user dependent.

Human-centricity comes as an inherent feature of intelligent 
systems. It is anticipated that a two-way effective human-machine 
communication is imperative. Human perceive the world, reason, and 
communicate at some level of abstraction. Abstraction comes hand 
in hand with non-numeric constructs, which embrace collections of 
entities characterized by some notions of closeness, proximity, resem-
blance, or similarity. These collections are referred to as information 
granules. Processing of information granules is a fundamental way in 
which people process such entities. Granular Computing has emerged 
as a framework in which information granules are represented and 
manipulated by intelligent systems. The two-way communication of 
such intelligent systems with the users becomes substantially facil-
itated because of the usage of information granules. 

It brings together the existing plethora of formalisms of set theory 
(interval analysis) under the same banner by clearly visualizing that in 
spite of their visibly distinct underpinnings (and ensuing processing), 
they exhibit some fundamental commonalities. In this sense, Granular 
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Computing establishes a stimulating environment of synergy between 
the individual approaches. By building upon the commonalities of 
the existing formal approaches, Granular Computing helps assemble 
heterogeneous and multifaceted models of processing of information 
granules by clearly recognizing the orthogonal nature of some of the 
existing and well-established frameworks (namely, probability theory 
coming with its probability density functions and fuzzy sets with their 
membership functions). Granular Computing fully acknowledges 
a notion of variable granularity, whose range could cover detailed 
numeric entities and very abstract and general information granules.  
It looks at the aspects of compatibility of such information granules and 
ensuing communication mechanisms of the granular worlds. Granu- 
lar Computing gives rise to processing that is less time demanding 
than the one required when dealing with detailed numeric processing.

3.  Frameworks of information granules

There are numerous formal frameworks of information granules; for 
illustrative purposes, we recall some selected alternatives.

Sets (intervals) realize a concept of abstraction by introducing 
a notion of dichotomy: we admit a certain element to belong to a given 
information granule or to be excluded from it. Along with the set theory 
comes a well-developed discipline of interval analysis [3][18][19]. 

Fuzzy sets deliver an important conceptual and algorithmic 
generalization of sets [20][32][46]. By admitting partial membership 
of an element to a given information granule, we bring an impor-
tant feature which makes the concept to be in rapport with reality.  
It helps working with the notions, where the principle of dichotomy is 
neither justified, nor advantageous. Furthermore, owing to the smooth 
nature of membership functions, fuzzy sets are helpful in realizing 
optimization tasks, in particular those engaging gradient-based opti-
mization schemes. Fuzzy sets come with a spectrum of operations, 
usually realized in terms of triangular norms. 

Shadowed sets [24] offer an interesting description of information 
granules by distinguishing among three categories of elements. Those 
are the elements, which (i) fully belong to the concept, (ii) are excluded 
from it (iii) their belongingness is completely unknown [43].
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Rough sets [22][23] are concerned with a roughness phenome-
non, which arises when an object (pattern) is described in terms of 
a limited vocabulary of certain granularity. The description of such 
nature gives rise to so-called lower and upper bounds of concepts 
forming the essence of a rough set. 

The list of formal frameworks is quite extensive; as interesting 
examples, one can recall here probabilistic sets and axiomatic fuzzy 
sets. At the practical end, one should emphasize that while the existing 
approaches come with some conceptual motivation pointing at their 
relevance, it is of paramount importance to have them equipped with 
sound development mechanisms and estimation procedures; in several 
cases this is not the case. 

 Information granules of higher type and higher order
There are two important directions of generalizations of information 
granules, namely information granules of higher type and informa-
tion granules of higher order. The essence of information granules of 
higher type comes with a fact that the characterization (description) 
of information granules is described in terms of information granules 
rather than numeric entities [29][37]. Well-known examples are fuzzy 
sets of type-2 [16][45], granular intervals, or imprecise probabilities. 
For instance, a type-2 fuzzy set is a fuzzy set whose grades of member-
ship are not single numeric values (membership grades in [0,1]) but 
fuzzy sets, intervals or probability density functions truncated to the 
unit interval. There is a hierarchy of higher type information granules, 
which are defined in a successive manner. Therefore, we talk about  
type-0, type-1, type-2 fuzzy sets, etc. In this hierarchy, type-0 informa-
tion granules are numeric entities, namely, numeric measurements. With 
regard to higher order information granules, those are granules defined 
in some space whose elements are information granules themselves. 

4.  Design of information granules – a principle of justifiable 
granularity

A task of building information granules constitutes a central item on 
the agenda of Granular Computing with far-reaching implications  
on its applications. 



65

Information granules are designed through the process of abstract-
ing available experimental evidence. Let us start with an illustrative 
example. Consider a collection of numbers representing readings of 
temperature over the past month. By eyeballing them and without 
any computing, we conclude that we witnessed high temperature. 
What has been done, we build an information granule by arranging 
the existing data in a form of a single descriptor located at the higher 
level of abstraction. The principle of justifiable granularity guides 
a construction of an information granule based on available experi- 
mental evidence [26]. The resulting information granule becomes 
a summarization of data (viz. the available experimental evidence). 

This principle mimics this process by admitting that the 
constructed information granule is meaningful (semantically sound) 
and well justified in light of the existing data. Formally, these two 
intuitively appealing criteria are expressed by the coverage and speci-
ficity measures. The first one expresses an extent to which the granule 
“covers” (includes) the data, viz. it is supported by available experi-
mental evidence. The specificity measure quantifies an extent to which 
the granule is specific (precise) and stresses semantics (meaning) of 
the granule.

In case of one-dimensional numeric data {x1, x2,..., xN}  
as witnessed in the above example and an information granule given 
in the form of a numeric interval A=[a, b], these two criteria are 
expressed as cov(A)= card{xk | xk ∊ [a, b])} and spec(A)= g(length(A)) 
with g standing for the monotonically decreasing function,  
length(A)= b – a, respectively. The criteria are in conflict; with 
the objective to maximize both of them, the optimization problem 
could be posed as the maximization of the product of coverage and 
specificity completed with respect to the bounds a and b, namely  
arg maxa,b [cov(A)spec(A)].

The principle can be extended to multidimensional data and as 
a result of optimization, we arrive at the optimal parameters of the 
granule describing its geometry; for instance A(x;m; ) with  and  
denoting the parameters (geometry) of the granule. 

The generic design process can be extended in different ways. 
In general, the principle can be developed and applied to the construc-
tion of information granules expressed in different formal settings. 
Furthermore, interesting considerations involve the design scenarios 
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where information contents are also involved that stems from the ML 
context: 
(i)   data belonging to different classes and the design is intended to 

build the granule of data belonging to a single class (homogeneous 
granule); in this construction, inhibitory information is considered, 

(ii)  building granule in the presence of weighted data, 
(iii) building granules of the lowest variability with respect to some 

auxiliary variable. In these cases, not only geometric characteristics 
are formed but the information content I becomes quantified in  
the obtained granule A(x;m; ). 
The principle is also useful in expressing equivalency between 

two information granules being expressed in the presence of avail-
able experimental data. An information granule  is equivalent to in 
terms of the principle when the equality cov(A)spec(A) = cov(B)spec(B) 
is satisfied. This helps us determine the parameters of A. Likewise, 
one can build an information granule expressed in different formalisms 
such as building a fuzzy set equivalent with probabilistic information 
granule B . If some underlying probabilistic characteristics of data are 
available, the above requirement can be read as cov(A)spec(A) = p cov(B)
spec(B) with p denoting the underlying probability density function. 

The principle of justifiable granularity highlights an important 
facet of elevation of the type of information granularity: the result 
of capturing a number of pieces of numeric experimental evidence 
comes as a single abstract entity – information granule. As vari-
ous numeric data can be thought as information granule of type-0,  
the result becomes a single information granule of type-1. This is 
a general phenomenon of elevation of the type of information granu-
larity. The increased level of abstraction is a direct consequence of the 
diversity present in the originally available granules. This elevation 
effect is of a general nature and can be emphasized by stating that 
when dealing with experimental evidence composed of information 
granules of type-, the result becomes a single information granule of 
type-(n +1). Thus, we can express this finding in the form: a number 
of data of type-n are abstracted to a single type-(n +1) information 
granule.

For instance, numeric data (which are type-0) give rise to a single 
information granule (type-1), type-1 data (e.g., fuzzy sets) give rise 
to type-2 information granule (viz. type-2 fuzzy set), etc.
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 As a way of constructing information granules, the principle of 
justifiable granularity exhibits a significant level of generality in two 
essential ways. First, given the underlying requirements of coverage 
and specificity, different formalisms of information granules can be 
engaged. Second, experimental evidence could be expressed as infor-
mation granules articulated in different formalisms and on this basis 
certain information granule is being formed. 

The use of the coverage and specificity criteria provide an inter-
esting insight into a way in which a location of information granu- 
le and numeric datum is characterized as illustrated in Figure 1. 
The numeric datum and information granule (in this case a triangular 
fizzy set) show the highest level of compatibility when both coverage 
and specificity are made the highest, namely the product of these two 
measures becomes maximized. 

Fig.1.  Distribution of numeric datum and information granule visualized  
in the coverage-specificity space

The design of information granules can be carried out through 
clustering. Along with a truly remarkable diversity of detailed algo-
rithms and optimization mechanisms of clustering, the paradigm itself 
delivers a viable prerequisite to the formation of information granules 
(associated with the ideas and terminology of fuzzy clustering, rough 
clustering, and others) and applies both to numeric data and infor-
mation granules. Information granules built through clustering are 
predominantly data-driven, viz. clusters (either in the form of fuzzy 
sets, sets, or rough sets) are a manifestation of a structure encountered 
(discovered) in the data. 
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Numeric prototypes are formed through invoking clustering algo-
rithms, which yield a partition matrix and a collection of the proto-
types. Clustering realizes a certain process of abstraction producing 
a small number of the prototypes based on a large number of numeric 
data. Interestingly, clustering can be also completed in the feature 
space. In this situation, the algorithm returns a small collection of 
abstracted features (groups of features) that might be referred to as 
meta-features. 

As a matter of fact, in view of the general definitions of clusters 
and key objectives of clustering, clusters can be sought as information 
granules. In this sense, the clustering techniques and the principle of 
justifiable granularity intertwine and build a coherent environment: 
clustering could identify some initial locations of information granules 
(for instance, in the form of numeric prototypes as typically build in 
K-Means or FCM methods) and the principle can elevate such proto-
types to their granular counterparts. An overall organization of the 
relationships among the resulting constructs are displayed in Figure 2.

Fig. 2.  From data to information granules and linguistic summarization

It is worth stressing that there is a striking difference between 
clustering and the principle of justifiable granularity. First, clustering 
leads to the formation at least two information granules (clusters) 
whereas the principle of justifiable granularity produces a single 
information granule. Second, when positioning clustering and the 
principle vis-à-vis each other, the principle of justifiable granularity 
can be sought as a follow-up step facilitating an augmentation of the 
numeric representative of the cluster (such as e.g., a prototype) and 
yielding granular prototypes where the facet of information granularity 
is retained. 
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5.  Challenges of Machine Learning and a perspective of 
Granular Computing

With the rapid advances in ML, it becomes apparent that there are 
a number of evident challenges. Addressing them is required to further 
foster the progress in the area and expand a spectrum of application 
areas. We identify several of them and point out that information  
granules offer some interesting, conceptually and algorithmically 
viable solutions. 

 Confidence/credibility of ML results
As data are central to all ML models, the quality produced by the models 
are directly implied by the location of a new situation vis-à-vis data 
being used for training purposes. Obviously, going beyond some bound-
aries of acquired “expertise” of the model associated with substantial 
risks that have to be assessed. Questions emerge: given x, what confi-
dence/credibility level could one associated with the produced result? 
Is the result credible? Could the result trigger some legitimate action 
or the system so that actionability becomes secured.

Information granularity plays a pivotal role with this regard.
Instead of a numeric result produced by the model, information granule 
produced by the ML can offer a useful and quantifiable solution to 
the problem. The specificity of the output information granule can 
serve as a sound measure describing the quality of the result. 

Different formal approaches could be envisioned here. We recall 
the two of them:
(i)   granular embedding Numeric parameters, a, of the ML model M(x; a) 

are elevated to their granular counterparts by forming information 
granules distributed around them. The transformation G, A = G(a; ), 
denotes the mapping of a ∊ Rp (with p standing for the number of 
parameters of the model) to a p-dimensional vector of information 
granules A. The hyperparameter  denotes a level of information 
granularity and its value is optimized through the maximization 
of the product of coverage and specificity of results of the model  
M(x; G (A; )) with the coverage being computed for the data D  
used initially to learn the numeric model. 

(ii) Gaussian Process (GP) model [13][36] produces results that come 
in the form of probabilistic information granules described by 
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Gaussian distributions. The process GP(m, (x,x’))’  is characterized
by some mean function m and covariance function (x,x’)’ . For
any x, the GP model P GP(y|x,D) gives rise to the corresponding
output viewed in the form of a Gaussian distribution, N(NN m; )
inferred on a basis of training data D where the standard deviation D
σ describes the level of granularity of the obtained result for given
input x. Several design alternatives are sought with regard to the
selection of kernels realizing the covariance function. A two-phase
design process is invoked: a numeric model is built first and then
a representative subset of training data is used to construct the GP
model thus augmenting the numeric results with the probabilistic 
granules.
While the formats of information granules arising from (i) and

(ii) are different, the results could be treated uniformly by engaging 
the principle of justifiable granularity. Another general observation, 
which is self-explanatory, is worth making here: there are no ideal
ML models. While type-n information granules are used to build the n
model, to be in rapport with reality, the results produced by the model
have to be type-(n +1) information granules. In granular embedding,
we advocate granular format of parameters (assuming numeric data
and optimal numeric parameters) which entails granular results. In 
the  model, eventually built on a basis of a numeric model, the results 
arise in the form of probabilistic information granules. 

The above augmentations can endow the ML design methodology
with a useful self-awareness mechanism, Figure 3, where the quality 
(granularity) of the result not only quantifies the confidence (and
eventually offer some visualization mechanism) but helps the model to 
become aware of its limitations and potentially invoke further learning 
through the mechanisms of active learning [7][14][38][44].

Fig. 3. Realization of self-awareness mechanism in ML
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Interpretability and explainability of ML architectures [2][4] is one 
of the crucial requirements well-articulated in Explainable AI (XAI). 
Information granules are conceptually and algorithmically viable as 
demonstrated in [33]. 

 Computing sustainability – knowledge transfer 
ML design processes are power hungry. The required computing 
resources (and electricity usage) will skyrocket making rapid progress 
in the discipline not sustainable in a long run. Achieving slightly better 
results demand significant computing overhead. The return on invest-
ment becomes very limited and will likely show a rapidly decreasing 
tendency. The agenda of Green AI [5][35][39][40] identifies at this 
tendency. 

Different variants of knowledge transfer (coming under different 
names including learning transfer, learning by analogy, pretraining, 
etc.) along with knowledge distillation offer some interesting solu-
tion [21]. Knowledge transfer is about knowledge reuse: the model 
built in a certain so-called source domain is transferred to a new 
(target domain). The domains are not identical; the tasks are also 
not identical. Hence the knowledge (model) being transferred is not 
ideal in the new environment, however it could substantially reduce 
the development time and associated costs. Nevertheless, in order 
to carry out efficient realization of such transfer, the quality of the 
transferred model needs to be quantified and with this regard one can 
view the results being information granules which contribute to the 
optimization of the loss function. The ML model is built in the target 
domain using a small set of data D by minimizing the loss function 
consisting of two parts. The first one is the one commonly encountered 
that involves training based on D while the second one, which could be 
referred to as a granular regularization, aims to maximize closeness 
between the output of the constructed model and the granular output 
of the transferred model.

 Privacy and distributed data – federated learning 
Usually, Data in ML are abundant. There are essential constraints of 
privacy and security. Data could be available locally and cannot be 
released to support learning; they form so-called data islands. Such 
situations hamper the learning and call for a paradigm shift. This has 
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resulted in federated learning [1][11][41][42] where the design of 
the overall ML model is carried out based on some guidance provided 
by owners of data (clients) with the model constructed by the server 
through some iterative interaction among the clients and the server. 
There are numerous schemes of federated learning depending upon 
the mode of existing data and the design mechanisms. They give rise 
to averaged federated learning and gradient-based federated learn-
ing depending upon a way what is being communicated to the server 
(either parameters of local models or the gradients of the loss func-
tions are computed and communicated by the clients). In light of the 
diversity of data islands (in terms of the underlying probabilistic char-
acteristics), the key challenge is about the quality of the model built 
by the server. The confidence of the results needs to be quantified and 
with this regard, a direct link with the discussion on credibility/confi-
dence becomes evident. Quantifying the confidence of the results of the 
model built by the server and forming granular results is relevant here.  
An underlying process can be envisioned as follows: the model is 
provided to the individual clients where it is confronted with data 
islands and optimal level of information granularity (obtained through 
granular embedding) is determined. These optimal levels are commu-
nicated to the server, which aggregates them and releases the granular 
results produced with this aggregated level of information granularity. 

6.  Knowledge-data environment of design of ML

Data are a holy grail of Machine Learning. They are behind the undis-
putable successes of the discipline. They also come with challenges that 
are imminent, in particular in light of the diversity and the nature of 
data and their volume. The key observations concern some essential 
characteristics of the multitude of ML constructs, their design and 
deployment (and very likely the ones emerging in the future): 
(i)   in virtue of the underlying complexity and distributed architectures 

(for example, consider deep learning networks) are black boxes, 
(ii)  going beyond the boundaries of data used to build the ML architectures 

(built on the principle of inductive reasoning) brings a question of 
credibility/confidence/relevance of the produced results (which 
becomes of central importance when deploying the models in 
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critical environments requiring a high level of autonomy, consider 
autonomous vehicles), 

(iii) learning is commonly realized from scratch, which brings a high 
level of computing overhead, 

(iv) loss functions emphasize the quality expressed in terms of 
prediction or classification accuracy, 

(v)  any possible data attack impacts the construction and the func-
tioning of the model. In light of the arguments put forward and 
to emphasize this point on reliance on data in the ML design 
methodology, we can refer to the resulting mapping D MD with 
the subscript emphasizing the origin of the ML model MD. 
In every real-world problem, there is some knowledge that as of 

now is not accommodated when designing ML architectures. Going 
beyond the data in the development of ML models, sounds attractive 
and deserves careful attention. One may anticipate far reaching rami-
fications of this conceptualization. The main direction emerging in this 
way could be referred to as knowledge-data ML or KD-ML in brief. In 
essence, denoting the knowledge as , the resulting construct could be 
expressed as MDK. There are different ways of representing knowledge 
and using it in the realization of the model. Quite commonly, one can 
envision that the design of MDK is guided by a general (extended) 
loss function whose important component is a regularization term 
reflecting the knowledge conveyed in the problem. 

For the sake of completeness, one could also remark that the standard 
practice of ML is to augment the loss function by admitting a so-called 
regularization term whose role is to avoid possible memorization effect. 
When pursuing the agenda of KD-ML, the two fundamental questions 
that need to be posed and carefully addressed concern the origin and 
taxonomy of knowledge as well as its suitable representation. 

When it comes to the origin and taxonomy of knowledge, there 
are several key categories encountered [15]:

 Scientific knowledge
This knowledge is articulated through universal laws of physics, chem-
istry and invariants of mass conservation, etc. For instance, one can 
refer to Newton’s law of motion, Maxwell’s law of electromagnetics 
and conservation laws (conservation of mass, moment, energy, ...).
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Interestingly, the considerations developed within this realm have led 
to the recent developments of physics-informed ML.

 World knowledge 
This category of knowledge comprises everyday life facts; it is intuitive 
and validated by human reasoning (subsumes linguistics) and validated 
through empirical studies; various levels of abstraction (information 
granules) are present.

 Expert knowledge
Again, this represents common knowledge being held by a particular 
group of experts. Various levels of abstraction (specificity of information 
granules) are also present.

The theme of knowledge representation has been central on the 
agenda of AI. There have been fundamental discussions on the symbolic 
and connectionist perspective of knowledge representation with the 
associated benefits and limitations, as convincingly advocated by 
Minsky [17]. Interestingly, he made compelling arguments on the role 
of heuristics being played in the representation schemes. ... our purely 
numeric connectionist networks are inherently deficient in abilities to 
reason well; or purely symbolic logical systems are inherently deficient 
in abilities to represent the all-important heuristic connections between 
things – the uncertain approximate or analogical links, ...

There are numerous and highly diversified formal ways aimed at 
knowledge representation including: 

 algebraic equations, differential equations, simulation results, 
spatial invariances (translations and rotations). These fall under 
the umbrella of ways in which scientific knowledge is being 
represented.

 logic rules and rule-based models, knowledge graphs, relations 
and relational calculus, semantic networks, frames with default 
assignments. These are the schemes proposed and intensively 
studied in the area of AI.
The key point worth making is that knowledge is inherently 

represented at the higher than numeric level of abstraction. Hence the 
role of information granules becomes inherently visible and their usage 
in KD-ML turn out to be apparent. Essential is the crucial symbolic 
and numeric duality of information granules.
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There are two main levels of knowledge integration in KD-ML, 
namely knowledge integration completed at the data level and the 
integration carried out at the level of architectures of ML models

 Knowledge integration at the data level
This one displayed in Figure 4 is concerned with accommodation 
of constraints imposed on the available data D. The constraints are 
formalized through information granules and relations and becomes 
provided in the form of logic expressions forming a layer of constraint 
satisfaction and subsequently evaluating the data prior to their usage 
in the design of the ML model. For instance, such constraints could be 
expressed as logic expressions, “high values of xk associate with low 
values of xl” where xk and xl are some variables while high and low 
are terms of natural language realized as information granules. Given 
a collection of constraints-knowledge K imposed on D, they augment 
data by some weighting  (describing levels of constraint satisfaction). 
In the sequel, the enhanced weighted data structure (D, w) is used in 
the buildup of the model MKD.

Fig. 4.  Knowledge integration realized at data level

 Knowledge integration at the model level 
Here we are faced with a number of possibilities depending upon the 
knowledge available; refer to Figure 5.
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(a) (b)

(c)

Fig. 5. Examples of knowledge integration: (a) tabular knowledge model, (b) symbolic model, 
(c) parametric scientific knowledge-based model

Tabular knowledge model The knowledge is conveyed in a form of 
a small number of tabular data {(xkxx ~,tktt ~)}~  that form the knowledge-
based model MKMM , Figure 5(a). These data offer some useful guidance
to build the ML model by augmenting the design based on D. The GP
block provides some granular results aimed to construct MDMM . To realize 
this mechanism of knowledge-based guidance, the loss function L usedL
to guide the construction of the MKDMM models is expanded as follows

(1)

Where the role of the three components is illustrated in Figure 6; 1 2, and 3 are some adjustable weighting hyperparameters.
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(a)

(b)

(c)

Fig. 6. Formation of the loss function used in the tabular knowledge model

Knowledge represented through symbolic models
Qualitative models MKMM  based on symbol processing have been an area of 
intensive studies in AI. Building a sound interface between quantitative
model and ML model, Figure 5(b), becomes critical and this requires 
symbol grounding, for instance through domain adaptation where the 
symbols are mapped onto a certain numeric domain with the optimized
parameters w of grounding being a part of the optimized loss function 
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(2)

The optimization is realized as follows 

(3)

where YkYY =Gran[GP(ykyy |xkxx , D~)] and the domain adaptation is expressed
through some monotonic mapping with parameters w, Φ(x,w)w  and numeric
representatives of symbols are denoted by D~.

Parametric knowledge-based models
The model MKM  based upon some scientific knowledge-based model and K
commonly described by some algebraic equations, differential equations
or partial differential equations. The model also accommodates some
parameters A whose nominal values are sought as a reasonable guess.
MKM can be regarded as general yet not completely describing all factorsK
present in a particular real-world scenario. Granular embedding is 
applied to MKM  yieldingK Yk YY = MK(KK xkxx , A( )) with ε standing for the level of 
information granularity. The ML data-driven model comes in the form 
ykyy =MDMM (xkxx ,w). The loss function consists of two components 

(4)

whose optimization is completed with respect to the parameters of 
the model  as well as the level of information granularity, minw, L.

7. Concluding comments 

The study has offered a focused overview of the fundamentals of Gran-
ular Computing positioned in the context of advanced system modeling. 
We identified a multifaceted role of information granules as meaningful
conceptual entities being formed at the required level of abstraction.
It has been emphasized that information granules are not only reflec-
tive of the nature of the data (the principle of justifiable granularity
highlights the reliance of granules on available experimental evidence) 



79

but can efficiently capture some auxiliary domain knowledge conveyed 
by the user and in this way reflect the human-centricity aspects of  
the investigations and enhances the actionability aspects of the results. 
The interpretation of information granules at the qualitative (linguistic) 
level and their emerging characteristics such as e.g., stability enhance-
ment of the interpretability capabilities of the framework of processing 
information granules is another important aspect of data analytics and 
Machine Learning that directly aligns with the requirements expressed 
by the user. Several key avenues of system modeling based on the princi-
ples of Granular Computing were highlighted; while some of them were 
subject of intensive studies, some other require further investigations.

The study can be regarded as a solid departure point identifying 
main directions of further far-reaching human-centric data analy-
sis investigations. A number of promising avenues are open that are 
well aligned with the current challenges of data analytics including  
the reconciliation of results realized in the presence of various sources 
of knowledge (models, results of analysis), hierarchies of findings, 
quantification of tradeoffs between accuracy and interpretability 
(transparency).

Abstract
In the plethora of conceptual and algorithmic developments supporting system modeling and 
Machine Learning, we encounter growing challenges associated with the complexity of sys-
tems, diversity of available data, and a variety of requests imposed on the quality of the models.  
The accuracy of models is important. At the same time, their interpretability and explainability 
are equally important and of high practical relevance. We advocate that the level of abstraction 
at which models are constructed (and which could be flexibly adjusted), is conveniently realized 
through Granular Computing. Granular Computing is concerned with the development and pro-
cessing information granules – formal entities which facilitate a way of organizing and representing 
knowledge about the available data and relationships existing there. This study identifies the prin-
ciples of Granular Computing, elaborates on the landscape of formal frameworks behind Granular 
Computing and discusses how it links with Machine Learning and addresses its challenges and 
delivers interesting methodological and algorithmic solutions. 

Keywords:  Granular Computing, Machine Learning, information granules, fuzzy sets, rough sets, principle 
of justifiable granularity, knowledge-data Machine Learning. 
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