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SCATTERING BY CIRCULAR VOIDS WITH RIGID BOUNDARY::
DIRECT AND INVERSE PROBLEMS FOR OPEN AND CLOSE DOMAINS

Tomasz Rymarczyk™?, Jan Sikora'?
*Research & Development Centre Netrix S.A., Lublin, Poland, "WSEI University, Faculty of Transport and Informatics, Lublin, Poland

Abstract. Problems with the accuracy of calculations by the Boundary Element Method of acoustic and ultrasonic problems formulated in the frequency
domain were presented in this paper. The inverse problem was formulated to identify the position and dimensions of the scattering object. A series
of numerical experiments carried out with the help of the Boundary Elements Method proved the algorithm's robustness to noise and high precision
in a wide frequency spectrum.

Keywords: acoustics-ultrasound wave propagation, BEM simulation, inverse problems, optimization methods

ROZPRASZANIE PRZEZ PUSTE PRZESTRZENIE KOLOWE ZE SZTYWNA GRANICA:
PROSTE | ODWROTNE ZAGADNIENIA DLA OBSZAROW OTWARTYCH I ZAMKNIETYCH

Streszczenie. W pracy przedstawiono problemy z dokltadnoscig obliczenn Metodq Elementow Brzegowych zagadnien akustycznych i ultradzwigkowych
sformutowanych w dziedzinie czestotliwosci. Sformutowano zagadnienie odwrotne dla identyfikacji polozenia i wymiaréw obiektu rozpraszajgcego. Seria
eksperymentow numerycznych przeprowadzonych z pomocq Metody Elementow Brzegowych udowodnita odpornos¢ algorytmu na szum oraz wysokq

precyzje w szerokim spektrum czestotliwosci.

Stowa kluczowe: propagacja fal akustycznych-ultradzwigkowych, symulacja Metoda Elementow Brzegowych (MEB), zadania odwrotne, metody optymalizacyjne

Introduction

The key problem of each inverse problem is the forward
problem. This paper deals with the accuracy and effectiveness of
calculating the acoustic and ultrasound forward problem. Very
often, Ultrasound terminology is used interchangeably with
Ultrasonic. What is the difference, then? In practice, ultrasound is
used to reference clinical ultrasonic scanning and therapeutic
ultrasound imagery, but Ultrasonic refers to technical imagining,
for example, Non-Destructive Testing. We will use the acoustic
waves in the acoustic and ultrasound ranges.

Briefly, we introduce two types of problems frequently
occurring in practical applications. First, problems of wave
propagation phenomena are usually classified as interior or
exterior, depending on whether one is interested in the sound
field in bounded or unbounded regions in space. In some cases,
the third type of acoustic problem could also be defined when
the domain of interest is not simply connected (see for example
Fig. 5). The last one is often called the hybrid interior-exterior
problem [4].

This paper focuses readers' attention on the BEM for hybrid
interior-exterior problems formulated for the frequency domain.

Based on the Forward Problem, Dedicated iterative methods
make it possible to formulate the inverse problems and solve
the tomography tasks for acoustic [3, 4, 6]. The advantages
of the acoustic or ultrasound approach for imaging, particularly
in medicine, are obvious and do not demand further explanations.

Ultrasound tomography models, especially for the integral
formulation, are difficult from a numerical point of view [4].

1. Point source

Why are we interested in problems related to point-generated
wave fields? It has several reasons. The more important one is due
to the variety of applications coming from the theory of composite
materials and acoustic emission, from the theoretical analysis
of biological studies at the cell level, from non-destructive testing
and evaluation, from geophysics, and from modelling in medicine
and health sciences. Furthermore, a point-source field is more
easily realizable in a laboratory [2].

Suppose that our incoming wave is of point source form, with
the source at 1’ illuminating the circular cylinder surface cross-
section defined in terms of the incident angles (yo,00),
as illustrated in Fig. 1a.

a) b)
z bz
— inc
] P
0
\
/6/ 7 .
S (')o—ﬂ' y
*
X T

Fig. 1. Time-harmonic wave a) with an arbitrary incident angle (14,6,), b) scattering
from a circular cylinder with an incident angle (6, = m)

Located the source point on the surface x0y (angle yq = n/2)
and for angle 0y = 7 as is shown in Fig. 1b, the total field satisfies
the Helmholtz equation (1).

The acoustic field is assumed to be present in the domain
of a homogeneous isotropic fluid, and it is modelled by the linear
wave equation [4]:

62

P2p(p,t) = =P (p,t) + Q )
where (p,t) [m%s] is the scalar time-dependent velocity
potential related to the time-dependent particle velocity
v(p,t) = Vi(p,t) [m/s] and ¢ [m/s] is the propagation velocity
(p and t are the spatial and time variables in meters and seconds
respectively). The time-dependent sound pressure is equal
p(p,t) = —p%l[)(p, t) where p [kg/m®] is the density of the
acoustic medium.

Transferring from the time domain to the frequency domain,
the velocity potential 1 can be expressed as follows:

#(p,t) = Re{p(p)e™Y, &)
where: w =2nf [1/s] and ¢@(p) is the velocity potential
amplitude. The substitution of the above expression into the wave
equation reduces it to the Helmholtz equation of the form [4]:

72e(p) + k2o (p) = Q, ®)
where k? = (Z’—Z is the wave number and the wavelength is equal

to A = c¢/f. The right-hand side Q stands for the acoustic source.
The complex-valued state function ¢(p) possess the magnitude
and phase shift.
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The problem is outlined by beginning with the time-harmonic
reduction of the wave equation for the exterior-interior problem
to the Helmholtz equation (Eg. 3) and finally to the Boundary
Integral Equation formulation for the acoustic scattering problem.

The sound-hard scatterer is imposed on the interior and
exterior boundary through a homogeneous Neumann boundary
condition. Making use of Green’s second identity, the Helmholtz
equation can be expressed in an equivalent form of a Boundary
Integral Equation (BIE) [4], i.e.

aG(Ir—1' ,
@) + f, ZEILo()dr=
=J; G(Ir—r’l)ag—(:)dl"+(pinc(r), rer 4)
where ¢ is the incident wave, and the vector n is the normal
unit vector outward pointing from the considered domain.

Due to the homogeneous Neumann boundary conditions,
the third term of Eq. (4) vanishes. So now the integral boundary
equation (4) for constant boundary elements can be written
in terms of local coordinate & as follows:

N (+196(r=r']) i

cMp@) + ity ¢;() [2] === (©)d¢ = ™ (1) (5)
where: M - is the total number of constant elements
and J(¢) — is the Jacobian of transformation (J(¢) = Z—g =

2 2
=\/(d’;—(j)) +(df1—(:)) =§ ), where L is the length of the

constant boundary element [7, 9].

y

R 0

AN

Fig. 2. Diagram showing the circular scatterer due to a point source located at r’
at angle 6, = m calculated from the positive direction of x axis

inc
@

yX

Then, the fundamental solution for the field at r is given by:
9" (r,0) = - Hy (kR) (6)
where R = |R| = |r —r’|, as seen in Fig. 2. The incoming wave

described by Eq. (6) using the Graf’s addition formula [5] can be
expanded as follows:

9™ (r,0) = = HD (kr")o(kr) +
+ 5200 2 (CDHP () (kr)eos(n(6 — 60))  (7)
Then, we can expand our scattered field in the following form:
@5t (r,0) = AGHS () +
+ 3, 2 (=) A, HSD (kr) cos(n(8 — 6,)) ®)
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The amplitude of the n-th mode for the Neumann boundary
conditions will be:
i HO (k) Jh(ka)
T T ©
i HO (er”) J§Gea)
4+ HY (ka)
where the prime sign denotes derivatives concerning the argument
ka and a is the radius of the circular void (see Fig. 2). The first
derivatives are calculated according to [1], and we will have:

A = (10)

Jo(ka) = =], (ka) (11)
Jn(ka) = 2 (Jn-1(ka) = Jns1 (ka)) (12)
and similarly, for the Hankel functions, we have got:
HSY' (ka) = —H" (ka) (13)
1 (ka) = 2 (K, (ka) - HEY, (ka)) (14)
So:
= L) (gpry Inma ) (k)
Ap == Hy (kr )Hs_)l(ka)_H;igl(ka) (15)
and
_ _i (€] n Ji(ka)
AO = 4H0 (kT )Hil)(ka) (16)

2. Point wave and its asymptotic behaviour

When we do not have the analytic solution to check the BEM
solution, we can add one more way of control. The point source
generates a spherical wave. When the distance from the scatterer
becomes infinitely long, the spherical wave could be treated
as the plane wave. For this case exists, the analytic solution [8]
so it is possible to compare the point source excitation results
qualitatively. If the results are similar, we can get one more reason
to ensure that the BEM calculations are correct. Let us consider
the point source located in the position (2,0) outside the scatterer
of radius a = 1 m (see Fig. 2).

In Fig. 3a and Fig. 3b, we can see that curve of potential
distribution on the surface of the circular scatterer in the case
of remote point source becomes, regarding the shape, identical
to the plane wave shown in Fig. 3c.

Examples presented in figures 3 and 4 fulfil the demand
concerning discretization that the number of boundary elements
per wavelength should not be less than 10 [4, 9]. In this case,
twelve boundary elements per wavelength should guarantee
correct results. Additionally, we check the asymptotic behaviour
of BEM calculation. The location of the source was moved
far away from the scatterer, and the results closely approach
the previous ones for the plane wave illumination. However,
of course, we can make only a qualitative comparison.

Comparing results presented in Fig. 3b with results in Fig. 3c,
the agreement concerning the shape is particularly good. However,
the result magnitudes are different because, in both cases,
the source amplitudes were equal, but the energy radiated due
to the mathematical model was different. On this basis, we can
state that the BEM model provides correct results.

c) plane wave source
Magnitude of ¢ on the boundary for k=10

b) point source ' - oo
Magnitude of ¢ on the boundary for k=10

a) point source r’ = 2
Magnitude of ¢ on the boundary for k=10
90

90 90
120 60 120 60 120 2
8x107% BEM solution
il o
0.1 3 A -__‘1‘5
150 30 150 - 610 30 150 / ; %
" -0.05 . 4><1Cr-3 Analytical solution |
/ ‘-.\: 2x101‘3 / 0.5 /

180 of 0 180 | 0-£ 0 1801 0 0
= " 210 330 210 N\ 330
240 300 240 300 240 300
270 270 270

Fig. 3. The circular scatterer illuminated by: a) point source located close to the scatterer, b) source point located far away from the scatterer when the radius ' — o, c) plane
wave source
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3. The inverse acoustic problem

The first part of the paper is devoted to precisely calculating
the forward problems in acoustic or ultrasonic. Ultra-sound
is a branch of acoustics with soundwave frequency above 20 kHz
that utilize the mechanical pressure wave above the human
hearing range.

This part could be treated as preparation and a benchmark for
point sources used in the scattering acoustic/ultrasound problems.
The BEM was selected as the most popular and effective for the
open boundary problem so frequently encountered in Acoustic
theory. The benchmark was needed due to a high argument
of the Green functions (the Helmholtz function) and an integration
of the singular integrands in BEM [4]. The first part of the paper
proved that BEM could deal with both difficulties and provide
a precise result. Moreover, some useful criteria for Inverse
Problems in Acoustic or Ultrasound were formulated based
on analytical results. In this paper, we would like to focus readers'
attention on the BEM formulated for the frequency domain (see
Eq. 3). Formally, the mathematical description would be almost
identical as for Diffuse Optical Tomography [6-9], but the
physical meaning of the state function, material coefficient
and their units are different.

The idea of the inverse problem in the transmission mode
is sketched in Fig. 5, where the signal is transmitted as a fan-
shaped beam by the transducer and received by the opposite
sensors acting as the receivers (see Fig. 5).

In the transmission mode of Acoustic/Ultrasonic Tomography
(AT), we may compare the pulses' amplitudes measured
on the external boundary's perimetry (see Fig. 6) to image
the scatterer within the region.

The idea of the inverse problem in the transmission mode
is sketched in Fig. 5, where the signal is transmitted as a fan-
shaped beam by the transducer and received by the opposite
sensors acting as the receivers (see Fig. 5).

In the transmission mode of Acoustic/Ultrasonic Tomography
(AT) we may compare the amplitudes of the pulses measured
on the perimetry of the external boundary (see Fig. 6) to image
the scatterer within the region.

Application of the Boundary Element Method to solve the
forward problem implies some simplified assumptions regarding
imaging in AT. First, the BEM is designed for homogeneous
region analysis only. So, in this case, imaging will be restricted
to the dimensioning and location problem, a special case
of the Optimal Shape Design problem. It means that the image
would be parametrized. As a result, we will have only three
parameters: namely, the scatterer's radius and two parameters
(length and angle) for the position vector. For the scattering
problems, such an approach is particularly justified [7].

4. The acoustic tomography

In tomography, we have only access to the external boundary
to make the measurements. So, the number of measured data
is strongly limited. To enlarge them successfully, the point source
position is changed, illuminating the scatterer from different
angles. The source positions are called the Projection Angles
(PA). In that way, the number of measurements is multiplied
by the number of Projection Angles (see Fig. 5).

The crucial point of an Inverse Problem is the Sensitivity
Analysis, which is particularly difficult for BEM [4]. So, to avoid
the Sensitivity Analysis for BEM being complicated and time-
consuming, the fmincon function was selected [10, 11]. This
function can effectively find a minimum of a constrained
nonlinear multivariable function.
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5. Definition of the objective function

To match the signal calculated in each iteration step
to the measured one, the following objective function has been
defined Eq. (17). The analysis was carried out in the frequency
domain, which means that all signals are complex, having
magnitude and phase shift.

This objective function will be subject to minimization with
linear inequality constraints:

= Jj=p _ j=p o
a=) H=) (h-w)=(F-V)=

j=1
Jj=p . j=p R
- Z,-_l Re(f; — 9o)) +jzj_1 m(f, —9,;)  (17)
where: hat means a complex quantity, & — global auxiliary
complex function calculated for all p=8 or 16 positions
of the points source (so-called projection angles), j =1,21,p,
<T>J- — auxiliary complex function for the j-th position of the
acoustic point source, f,- a vector representing the calculated
complex signal for the current iterative step (see, for example,
Fig. 6), Vo; — vector of measured signal for the j-th position

of the point source. The complex matrices F and V, are equal
respectively:
F=[ff,....5,]" and Vo = [9or, 90z, %0p]  (18)

Equation (17) could be shown in the following form:

= Jj=p _ j=r  _ Jj=p =
F=) ¢,=Z‘ Re¢j+jz. Imd;.  (19)
j=1 j=1 j=1

The objective function must be the real number, so it is
defined in a following way:

j=r _ j=p - -
F = Zj 1(c1>,—<1>j-) = Zj 1(Re2¢j+lm2¢j), (20)
where cTn} means complex conjugate auxiliary function.

From the physical point of view, the objective function F
is a distance in the complex plane between the measured
and calculated signal. Minimizing distance means that both signals
become as close to each other as possible.

Let us consider a set (array) of acoustic source points (sensors
marked by yellow) to achieve the image, as shown in Fig. 5.

The reconstruction of the object (geometry only, without
acoustical properties of the material) requires an accurate
numerical model [4, 6]. Moreover, it allows us to solve the inverse
scattering problem, i.e., determine the parameters of the scatterer
based on measurements of the incident and scattered fields taken
on the external circular boundary.

Inverse scattering problems are non-linear and ill-posed.
Therefore, no single solution exists, and it is necessary to
eliminate the solutions that do not correspond to reality.
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Fig. 5. Sketch of the transmission mode of AT



An example of state function distribution on the external
boundary for all projection angles (PA) is shown in Fig. 6. Also,
it is interesting to see the image of the acoustic field inside
the region for different projection angles.
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Fig. 6. State function (Velocity potential) distribution along the external boundary
of the region for all Projection Angles

It demands of internal field calculations, which are
numerically expensive because such numerical integration
demands much more integration points compared to boundary
integrals [9]. The images of the field are shown in Fig. 7.

6. Definition of inequality constrains

The imagining problem was turned into the optimization
problem, which means parametrization of an image. following
parameters could sufficiently describe the proposed image:
internal radius of the circular void-scatterer r;, and the position
vector of the centre of the scattering object r,.

During the optimization process, the internal object should not
cross the external boundary of the region R,. All radiuses should
have a positive value.

The field image for the first four projection angles (PA) of the eight sensors set (array)
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Mathematically those constraints could be expressed
as follows:
-0 -0.1R,
1
o -1|ln)<| o (21)
11 0.9R,

where: r; — radius of the scatterer, r, — length of the position
vector, R, — radius of the region to be imaged. The third parameter
—an angle of position vector- remains without constraints.

7. Boundary conditions and material properties

The circular cross-section of the scatterer boundary
and the boundary of the whole area is rigid. That is why
the homogeneous Neumann boundary conditions on both edges
were imposed. The air fills the area. The velocity of a sound wave
is equal to 344 m/s [4, 6].

8. Result and discussion

The transmission mode and optimization algorithm with linear
inequality constraints have been used to reconstruct the image
which was parametrized. Transmission mode has the concept
of transmitting the velocity potential and, as needed, the pressure
signal from the transmitter when the other transducers act
as receivers (see in Fig. 5). As shown in figure 5, where
the transducer No one is transmitting a continuous sound wave
signal and the other transducers are receiving. It is the first PA.
Next, the second sensor starts playing the transmitter and sensor
role. Then, no 1 becomes the receiver and so on. Such a change
in the role of the sensors is named the projection angle. Results
of the velocity potential distribution for all the projection angles
is presented in Fig. 8. The signal is polluted by the 10% noise
(the upper figure) and 20% noise (lower figure). The 20%
pollution is really the big one.

0.5

Fig. 7. Eight element array sensors: velocity absolute value distribution for the point source excitation
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Fig. 8. Synthetic signal treated as the measured one with: a) 10% noise, b) 20% noise
for eight projection angles

Numerical simulation was carried out for different geometrical
parameters as well as for different frequency from acoustical
range (Fig. 9) up to ultrasound range (Fig. 10).

The frequency is an impact factor when dealing with
ultrasonic solutions in fluids and air. Therefore, a transducer with
greater frequency can resolve objects with smaller dimensions.
We can observe this phenomenon in the following figures.

a) 10% noise

/
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Fig. 9. Inverse problem solution of parametrized image when the measurements
are polluted by: a) 10% noise, b) 3D image, c¢) 20% noise, d) 3D image
for the starting point
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Fig. 9 presents the inverse solution for the acoustic frequency
equal to f = 5.47 kHz and for the wave number k = 1 [1/m].

For the outer boundary circle, the number of boundary
elements per lambda wavelength = 128, and for the inner circle,
the number of boundary elements per lambda wavelength = 160.

Those numbers are much higher than the discretisation
criterion, stating that the number of boundary elements should
be bigger than ten boundary elements per acoustic wavelength.
Fig. 9 presents the results for 10% and 20% of pollution
(left column). In the right column are shown the distribution
of the acoustic fields inside the region for final and starting
position.

For the 10% of pollution, the maximal error was 8.0%
for the radius location and 2.5% for the radius of the scatterer.
And for 20% of noise, 19%, and 7.0%, respectively. In the right
column are pictures of the field distribution inside the area.
In the upper row of this column, the image is for the real position
of the scatterer, but the lower row is for the starting position
of the optimization process.

The same numerical experiment was carried out for ultrasonic
frequency equal to f=38.30 kHz and the wave number
k=7[l/m]. The images are presented in Fig. 10. Now,
for the external boundary circle, the number of boundary elements
per wavelength lambda = 18.3, and for the internal circle number
of boundary elements per wavelength lambda =22.9. This time
the number of boundary elements per wavelength is closer
to the precision criterion, which means that discretization
is more economical from the tomography point of view.

For ultrasound tomography with 10% noise, the maximal error
was less than 20% which is unacceptable (see Fig. 10 upper row).
However, it is possible to reduce the significant error by enlarging
the number of sensors (see Fig. 10, the lower row).

a) 8 projection angles b) final 3D image
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Fig. 10. Synthetic signal treated as the measured one with: a) 10% noise for 8PA,
b) 3D field image c) 10% noise but for 16 PA d) 3D image for the starting point

The level of the maximal error for ultrasonic frequency
is about twice as much as for the acoustical frequency, as shown
in Fig. 11.
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As shown in figure 11, the error sometimes reaches more than
30%. So, the question is how to reduce the level of the maximal
error?

There are at least two ways. One of them is presented
in Fig. 10 (the lower row). Namely, the number of sensors
doubled. For maximal error reduction, we must pay by the
execution time, which is painful for the optimization process.
However, it is possible to reach much better results, as seen
in Fig. 10. The error was reduced to 7.1% for the radius location
and 2.8% for the scatterer radius.

9. Conclusions

From a tomography point of view, the most important is a grid
providing a minimum number of points per wavelength to resolve
the acoustic or ultrasonic problem even for the highest
frequencies. Our goal is ultrasound tomography, so we must
consider frequency above 20 kHz. Unfortunately, the wavelength
became noticeably short for such frequencies, even less than
0.017 m.

In tomography problems, we often deal with many sensors
emitting and receiving signals closely located to the external
boundary. For example, Diffuse Optical Tomography or Radio
Tomography could be mentioned [5-7].

The literature [1-3] stresses that the acoustic wavelength
should be much greater than the length scale of the region under
consideration. That means that the ratio of the wavelength
to the length of the boundary element should be at least equal
to 8-10. Then, we trust that the precision of the calculation will
be secured.

However, it might be difficult in tomography to fulfil such
rigorous demands. For example, for the ultrasound frequency
band, the length of the boundary elements should be extremely
small if the error level should be kept at a low level. From
the point of view of the Inverse Problem efficiency calculation,
such a decision would be difficult to justify. Therefore, some
compromise between the accuracy and the execution time must
be preserved. In the author's opinion, coarse discretization might
be sufficient in some cases.
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FINITE ELEMENT MODEL FOR ANALYSIS OF CHARACTERISTICS
OF SHROUDED ROTOR BLADE VIBRATIONS

Anatoliy Zinkovskii*, Kyrylo Savchenko?, Yevheniia Onyshchenko®?, Leonid Polishchuk?®,
Abilkaiyr Nazerke’ Bagashar Zhumazhanov®

!G.S. Pisarenko Institute for Problems of Strength of the National Academy of Sciences of Ukraine, Kyiv, Ukraine, *Department of Oscillations and Vibration Reliability, Kyiv,
Ukraine, Vinnytsia National Technical University, Vinnytsia, Ukraine, “Al-Farabi Kazakh National University, Almaty, Kazakhstan, SInstitute of Information and Computing
Technologies of the CS MES of RK, Almaty, Kazakhstan

Abstract. The paper presents the approaches to FE modelling of blade airfoil, contact between the shrouds and operational damage. The regularities
are established concerning the influence of the finite element type, finite element mesh and model of contact interaction on the spectrum of natural
frequencies of blade assemblies. The use of the developed computational models is substantiated to determine the forced vibration characteristics
of the selected objects of investigation. Based on the performed numerical experiments it was substantiated of finite element model selection for analysis
of characteristics of shrouded rotor blade vibrations.

Keywords: FE modeling, modal analysis, forced vibration analysis, shrouded blade, nonlinear vibrations

MODEL ELEMENTOW §KONCZONYCH DO ANALIZY CHARAKTERYSTYK
DRGAN LOPAT WIRNIKA OSEONIETEGO

Streszczenie: W artykule przedstawiono podejscia do modelowania elementow skoriczonych plata fopaty, styku oston oraz uszkodzer eksploatacyjnych.
Ustalono prawidlowosci dotyczqce wplywu typu elementu skonczonego, siatki elementéw skonczonych oraz modelu interakcji stykowej na widmo
czestotliwosci drgan wlasnych zespotéw topatek. Uzasadnione jest wykorzystanie opracowanych modeli obliczeniowych do wyznaczania charakterystyk
drgan wymuszonych wybranych obiektow badan. Na podstawie przeprowadzonych eksperymentow numerycznych uzasadniono wybor modelu elementéw

skoriczonych do analizy charakterystyk drgan ostonietych topat wirnika.

Stowa kluczowe: modelowanie MES, analiza modalna, analiza drgan wymuszonych, topata ostonigta, drgania nieliniowe

Introduction

In the practice of modern aircraft engine design,
determination of mechanisms of vibrations of compressor
and turbine rotor blades is of current concern. To ensure high
operational requirements for engines, their reliability, and
functional serviceability, it is necessary to reduce the material
consumption and improve technical and economic performance
[3, 8].

Due to the significant increase in costs for the development
of rotor blades, it is difficult to perform comprehensive laboratory
and full-scale testing. Therefore, numerical experiment along
with modern methods of computer modeling based on three-
dimensional calculation models of blades and their assemblies
is of great importance. It is one of the most common modes
of discretization of the systems with the infinite number
of degrees of freedom and developed procedures of their
modeling. This method for the solution to the tasks of
determination of the dynamic stress state of the specified objects
is implemented in the majority of the modern software products.

Rotor blades with flange shrouding are the most critical and,
at the same time, most heavily-loaded structural elements of gas-
turbine engines. Finite element modeling (FEM) of rotor blades
should consider the features of the airfoil geometry, contact
interaction between the shrouds of adjacent blades, as well as their
possible local damages in the engine operation [3, 5, 7].

However, the review of the scientific and technical
manuscripts demonstrates that the accuracy of the obtained results
depends (considerably) on the type of finite element (FE)
and its dimensions, as well as the approaches to modeling
of various types of interaction between the structural elements
of the object under investigation. The goal of this paper is in the
generalization of the methods and approaches used by the authors
for FEM of such mechanical systems as assemblies of turbine
engines with flange shrouding of blades in the determination
of characteristics of their vibrations [1, 7, 8].

1. Object of investigation and general approaches
to its finite element modeling

A turbine rotor wheel (Fig. 1la) with its blade assembly
containing 136 (N = 136) shrouded blades made of heat-resistant
alloy ZhS 26-V1 is chosen to perform the numerical calculations.
The physical and mechanical characteristics of the alloy
are as follows: the elastic modulus E=1.9-1011 Pa; density
p = 8570 kg/m?; Poisson's ratio p = 0.3.

Considering strict cyclic or rotational symmetry of the blade
assembly its analysis is reduced to the consideration of certain
cycle with the corresponding boundary conditions, which can
involve one or several blades. The determining feature in FEM
of the rotor wheel is the mesh of its blades, which should reflect
(as possible) their geometry, properties of the material and acting
loads. Noteworthy is that in practice it is impossible to consider
these factors in full due to imperfections in the blade structure
(and their materials) and different operation modes. Therefore,
some idealization of the shape of blades, properties
of the materials and conditions of external effects takes place
in the development of FE models of rotor blades depending
on the tasks assigned. Here the successful selection of the model's
parameters defines the scope of calculations, validity,
and accuracy of the obtained results.

a) b)

Fig. 1. Fragment of the blade assembly under investigation (a) and FE model
of isolated blade (b)
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From the results of FEM calculations, it is apparent that
regular mesh is the most preferred for any machine building
structures. The only exceptions are those zones where irregular
geometric shapes are observed, for instance, at the connections
of the blades and the shrouds, as well as within areas containing
different damages. Due to the specific geometric features, the
model includes domains with different types of mesh [2, 6, 11].

To construct the FE models of the shrouded blades, three-
dimensional 8-nodes and 20-nodes finite elements are used
(Fig. 2). These types of elements were chosen in this investigation
to solve the issue.

Figure 1b illustrates the FE model of the isolated blade using
the approaches for it creating above.
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Fig. 2. Finite elements and their modifications: a — linear 8-nodes; b — quadratic
20-nodes

Let us consider the approaches to FEM of the shrouded blades
and their assemblies in the solution to the issue aimed
at the determination of characteristics of their vibrations [7, 9, 14].

2. Determination of the spectrum of natural
vibration frequencies

Using the developed FE model of the rotor blade a set
of numerical investigations was performed to determine
the influence of the type and dimensions of FE, as well as contact
interaction modeling, on the spectrum of the natural frequencies
of vibrations of the blade assembly under investigation.
The calculations were conducted employing various types
of finite elements and the density of FE mesh, which is defined
by the number of finite elements k, as well as procedures
of linearization of the contact between the shrouds of the adjacent
blades.

The structural cyclic symmetry of the blade assembly
is assumed in this paper. As is known [4, 12], in this case, when
performing the computational experiments, it is possible
to confine ourselves to the consideration of the only one sector
for a blade row, the number of which, in the presence
of the annular shrouding, coincides with the number of blades.
A mandatory requirement here is the fulfillment of the boundary
conditions at the nodes of connecting the adjacent sectors along
the contact surfaces of the shrouds and the disk.
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For the purposes of simulating the shrouding of the blades,
the procedure described earlier [5, 13, 15] was proposed, whose
main thesis are as follows:

1. The shroud is cut in such a way that its parts are connected
along the common surface, and the nodes lying on this surface
coincide.

2. The cut-off part of the shroud with the FE mesh is displaced
by the angle B =360°N (shown by the arrow in Fig. 3a)
in the cylindrical system of coordinates, which makes
it possible to simulate the tension along the contact surfaces
of the shrouds.

Considering the cyclic symmetry of the assembly the
conditions of coupling on the cut surfaces C1 and C2 of its sector
are specified as shown in Fig. 3b.

It is also necessary to take into consideration the conditions
of the blade-to-disk interaction along the contact surfaces
of the root since this can influence the contacting character of the
shrouds. Since the assembly process assumes that the contact
surfaces of the fir-tree blade root fit closely to the corresponding
surfaces of the disk, and also to avoid its influence
on the investigation results, the rigid attachment of the blade root
at the disk groove was adopted as the boundary conditions.
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Fig. 3. Schemes of the three-dimensional cut of the shroud (a) and contact
interaction modeling (b)

The procedure of substantiation of the developed FE model
of the assembly was based on the solution to the issue
in the absence of the shrouded coupling between the blades,
i.e. individual or isolated blade. Figure 4 illustrates the diagrams
of the first four natural frequencies of vibrations pi (i=1, ..., 4)
of the blade in the variation of its mesh density for the selected
types of finite elements.

The analysis of the data indicates that the natural frequencies
of vibrations of the considered blades are not affected by both the
FE type and density of FE mesh. As is obvious does not exceed
2.22%. However, the calculation time is more efficient while
using the models based on 8-node finite elements in comparison
to 20-node elements.

Let us consider the determination of the influence of the FE
type and FE mesh density on the spectrum of natural frequencies
of the blade assembly under investigation providing its cyclic
symmetry. Such numerical investigations imply exception of any
nonlinear nature of deformation of the system under study. Thus,
the modeling of contact interaction between the shrouds
(it is generally of nonlinear nature) requires its linearization.
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Fig. 4. Diagrams of the first four natural frequencies of the blade vibrations at
k =5000 (a), 7000 (b) and 12000 (c) of 8-nodes (horizontal lines) and 20-nodes
(vertical lines) finite elements

There are different variants of modeling of the contact

interaction between the shrouds, namely [2]:

1. The conditions of consistency of displacements are imposed
on all the nodes of finite elements of the contact surfaces.

2. The conditions of consistency of displacements are imposed
on all the nodes of finite elements of the contact surfaces with
the non-zero values of contact pressure. Here the static contact
issue was previously solved. The results of the solution
are used to choose the nodes for the imposition of the
corresponding conditions of consistency of displacements.

3. The elastic elements by two degrees of freedom (Ux and Uy)
are added between the nodes of finite elements with the non-
zero values of contact pressures. Moreover, the value
of contact pressure (observed within the corresponding nodes)
is specified for each such element. The conditions
of consistency of displacements in the radial direction (along
the blade airfoil) are imposed on the specified nodes within
the region of the maximum values of contact pressure along
the conjugated surfaces of the shrouds.

The values of contact pressure and its distribution over
the planes of contact between the shrouds required to perform
the numerical experiments are taken from [5, 10, 15]. Based
on these calculation results, the natural frequencies of vibrations
of the blade assembly under investigation were determined
for the selected variants of the contact interaction between
the shrouds. The obtained values of natural frequency were
applied to plot the frequency functions (Fig. 5) as the
dependencies of the vibration frequency on the number of nodal
diameters m, where n is the number of nodal circles. The solution
was made for the modes of the assembly vibrations n = 0.

It is seen that variant 1 is characterized by higher values
of the natural frequencies of vibrations of the blade assembly
as compared with variants 2 and 3. It is explained by the fact that
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variant 1 involves the blade assembly as a system with elastic
coupling, which results in the considerable overestimation
of the results of calculation of its natural vibration frequencies.
Variant 2 describes the conditions of contact between the shrouds
that are of identical character for all the nodes within its area,
which also causes the stiffness increase for the system under
consideration. Variant 3shows the calculation results that comply
to the actual values of natural frequencies of the blade vibrations
determined in full-scale testing. Also, the maximum difference
¢ in the values of natural frequencies of vibrations determined
using the considered FE models of the blades is about 7% with
the average density of the blade mesh.
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Fig. 5. Frequency functions of the blade assembly for variants 1 (m, o), 2 (e, o)
and 3 (A, A) of the contact interaction k = 5000 (a), 7000 (b) and 12000 (c) 8-nodes
(m, o, A) and 20-nodes (O, o, 4) finite elements

3. Determination of characteristics of forced
vibrations

The calculations on the determination of the influence
of contact interaction modeling of the shrouds were made
employing the assembly consisting of two blades, which
is the simplest regular system as shown in [5, 15]. Here
it is possible to fully investigate the influence of different factors
on the vibrations of the studied structures.
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Figure 6 illustrates the model of the selected assembly without
the consideration of the root. Node A, where the characteristics
of its forced vibrations were determined, is also shown here.
There are two approaches to model the contact interaction
between the shrouds. The first approach involves the solution
of the contact issue using the Newton-Raphson procedure, while
the second one - linearization of the contact interaction
in compliance with variant 2 modeling considered in the analysis
of the spectrum of natural vibration frequencies of the blade
assembly. Later the equations of the forced vibrations were solved
using the Newmark scheme.

=
[
l
i

Fig. 6. FE model of the assembly consisting of two blades

The distribution of exciting forces Q acting on the blades due
to the working body flow is of a complex nature. All the
calculations were performed for two cases of harmonic excitation
of vibrations of the blade assembly: in-phase Q; = Q, = Q sin vt
and anti-phase Q; =—Q, = Qqsin vt. The frequency of the exciting
force v varied in the range of the spectrum of natural frequencies
of the assembly vibrations.

From the results of the calculations, the amplitude-frequency
characteristics (AFC) of the assembly were determined. They
were used to build the dependencies of the amplitude
of displacements within the chosen node A on the relations
between the vibration frequencies v/p,, where py is the resonance
frequency of the assembly vibrations.

Figure 7 illustrates the examples of the AFC. Its detailed
consideration and analysis allow one to draw the following
conclusions:

1. The character of the AFC is almost identical during in-phase
excitation using both nonlinear and linearized calculation
models [5].

2. Asignificant nonlinearity of the system is evident only at anti-
phase excitation of the blade assembly vibrations.

3. Depending on the calculation model used, the maximum
stresses in the assembly will be observed at various
frequencies of exciting force, their difference does not exceed
5%. When employing the linear model, the maximum stresses
are observed at the lower frequency of exciting force in case
of in-phase shape. For anti-phase shape, the maximum
stresses are detected at the larger frequency of exciting force
as compared with the results of calculations based on the
nonlinear model. This is explained by the variation of the
system stiffness.
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Fig. 7. Amplitude-frequency characteristics of displacements along axis Ox
for nonlinear (solid lines) and linear (dashed lines) models during in-phase
(a) and anti-phase (b) harmonic excitation of vibrations

4. Investigation of blade vibrations considering
damages

Damage modeling in the investigation of its influence
on the vibration characteristics of the structural elements
is important. In the case of dents, erosion and other damages,
it is possible to model the defect presented as a rectangular
or wedge-shaped notch with fine FE mesh in its zone [15]. The
mass of the system is maintained in the presence of a fatigue
crack but its stiffness varies in the process of its cyclic
deformation.

Based on the previous experience [3], a fatigue crack
was modeled as the mathematical cut. In case of open crack, there
is a mutual non-penetration of its faces. This is ensured
by the introduction of the surface contact elements and solution
of the contact issue along with modeling of contact interaction
between the shrouds of rotor blades.

Considering that the calculation of forced vibrations for such
complicated structural elements requires large computer
resources, in the investigation of the blade airfoil the decision was
made to consider only its less twisted part of the length
L =0.086 m (Fig. 8). The calculations on the influence of the
crack presence on the vibration behavior of the chosen
investigation objects were performed for the case where the crack
is at the distance x;=0.1L from the edge cross-section
of the blade airfoil on the side of the blade root and rigid fixation
of the beam as a cantilever.

crack front

U, sin vt

Fig. 8. FE model of the blade airfoil with damage and cross-section of the airfoil
with a crack
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Uy sin vt breathing crack

Fig. 9. FE model of the beam of the rectangular cross-section with breathing crack

To verify the accuracy of the proposed crack model,
the results of calculation were compared with similar ones
obtained for the beam of a rectangular cross-section
of b X h=0.004 X 0.009m and L=0.086m (Fig.9) [7]
with identical dimensions in terms of area and crack location over
the beam length.
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Fig. 10. Amplitude-fiequency characteristics of the blade airfoil (o,,e)
and beam of the rectangular cross-section (o, w ,m) without damage (1)
and with open (2) and breathing

The forced vibrations were induced by means of harmonic
displacement U, sin vt of edge sections of the chosen objects
along the axis Oy. Figure 10 displays the AFC of the selected
objects of investigation without damage, as well as with open

and breathing cracks, where p. is the resonance frequency

of vibrations of the undamaged airfoil (beam), is the relation
of the amplitude of forced vibrations and the maximum value of
the amplitude of the undamaged airfoil (beam) at main resonance.

As it is seen AFC are practically identical for the undamaged
blade airfoil and beam. AFC are different in the presence of open
and breathing cracks of the airfoil and beam. This is due to the
complex geometry of the blade airfoil and variation of the mode
of its vibrations with damage.

Noteworthy is that the model of open crack (fatigue damage)
exhibits the reduced value of the resonance frequency
of vibrations and, as a rule, does not allow to evaluate the actual
damage parameters.

During vibrations of the objects with a breathing crack
on a frequency of the main resonance the vibration diagnostic
parameters of its presence were determined, namely: variation

of the resonance frequency of vibrations A, , as well as the
relation between the amplitudes of the dominant harmonics of
displacements 'K‘z and accelerations ﬂ; due to the stiffness
system variation (table 1). They are in a good correlation between
each other and can be used in the damage diagnostics.

Table 1. Vibration diagnostic parameters of the presence of breathing crack

Object of — N na

investigation Awo A2 AZ
Beam 0.011 0.0042 0.0168
Blade airfoil 0.0132 0.0055 0.022

Thus, the procedure of modeling of open and breathing cracks
in turbine machine blades was proposed for further investigation
of forced vibrations.
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5. Conclusions

Based on the performed numerical experiments it was
substantiated of finite element model selection for analysis
of characteristics of shrouded rotor blade vibrations. Also, it was
established the following:

e FE type and density of FE mesh do not practically affect the
results of calculations of natural frequencies of the isolated
blade vibrations. The results of determination of the spectrum
of natural frequencies of the blade assembly vibrations depend
significantly on the specified characteristics of FE mesh.
For instance, the difference ¢ in the values of natural
frequencies of vibrations (with the average density of FE
meshes) obtained using the models based on 8 and 20-nodes
finite elements is approximately 7%;

e modeling of the interaction between rotor blades using
the imposition of the consistency of displacements between
all the nodes of contact surfaces or those with non-zero
contact pressures result in the increased values of natural
frequencies of vibrations of the blade assembly as compared
with those obtained using spring elements. This is explained
by the maximum stiffness of the joint in comparison with
the latter variant of modeling;

o for the in-phase mode of excitation of vibrations of the blades,
the AFC’s character obtained using non-linear and linear
calculation models is practically identical. The considerable
nonlinearity is observed only at the anti-phase mode
of excitation. Here the difference between the frequencies,
whereby the maximum stresses are observed, does not exceed
5% for the investigated models;

e breathing crack modeling with the contact elements allows
one to determine the frequency and nonlinear characteristics
of vibrations more accurately as compared with the open
crack modeling, which enhances the efficiency of its use
in the investigation of fatigue damages of rotor blades.
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EFFICIENTLY PROCESSING DATA IN TABLE WITH BILLIONS
OF RECORDS

Piotr Bednarczuk, Adam Borsuk

University of Economics and Innovation in Lublin, Institute of Computer Science, Lublin, Poland

Abstract: Over time, systems connected to databases slow down. This is usually due to the increase in the amount of data stored in individual tables,
counted even in the billions of records. Nevertheless, there are methods for making the speed of the system independent of the number of records
in the database. One of these ways is table partitioning. When used correctly, the solution can ensure efficient operation of very large databases even after
several years. However, not everything is predictable because of some undesirable phenomena become apparent only with a very large amount of data.
The article presents a study of the execution time of the same queries with increasing number of records in a table. These studies reveal and present
the timing and circumstances of the anomaly for a certain number of records.

Keywords: systems aging, partitioning, efficiently data processing, billions of records

WYDAJINE PRZETWARZANIE DANYCH W TABELI Z MILIARDAMI REKORDOW

Streszczenie: Z biegiem czasu systemy podigczone do baz danych zwalniajg. Wynika to zwykle ze wzrostu ilosci danych przechowywanych
w poszczegdlnych tabelach, liczonych nawet w miliardach rekordéw. Niemniej jednak istniejq metody uniezaleznienia szybkosci systemu od liczby
rekordow w bazie danych. Jednym z tych sposobow jest partycjonowanie tabel. Przy prawidtowym zastosowaniu rozwigzanie t0 moze zapewni¢ wydajne
przetwarzanie danych w bardzo duzych bazach danych nawet po kilku latach dziatania. Jednak nie wszystko jest tak przewidywalne poniewaz niektore
niepozgdane zjawiska ujawniajg sie dopiero przy bardzo duzej ilosci danych. W artykule przedstawiono badanie czasu wykonania tych samych zapytan
przy rosngcej liczbie rekordéw w tabeli. Badania te ujawniajq i przedstawiajqg moment i okolicznosci wystgpowania anomalii dla pewnej liczby rekordow.

Stowa kluczowe: starzenie si¢ systemow, partycjonowanie, efektywne przetwarzanie danych, miliardy rekordéw

Introduction

Billions of records in single tables are often found in data
warehouses or BIG DATA databases. The administrators of such
databases often face a optimalisation task of queries execution
time. This is an important problem because it occurs in every large
database. The ideal solution would allow, despite the increase
of the number of records in the tables, to perform operations
on the database as quickly as at the time of its implementation [2].

An example of such a solution that is implemented in most
database engines is table partitioning [3].

The report presents a practical example of the use
of partitioning on tables containing up to a billion records.
The greatest advantage of partitioning was presented in the study
which shows that the increase number of records in tables does not
affect the query execution time.

The paper is an extension of publication [1] therefore
appearing repetitions or similarities of the text in first four
chapters result solely from the desire to present a coherent
and complete the course of the research.

1. Table partitioning

Table partitioning is a division of tables into parts, physical
files, constituting some separated ranges of data, e.g.: monthly,
quarterly or annually. This division takes place in the database
files, but the developer sees them as one object; one table.
Although it is always possible to read the contents of each
partition by using the appropriate tags, a standard queries
e.g. SELECT, UPDATE and MERGE on the partitioned table
will processing the data only from one or a few set of records,
not all records.

01.01.2018
31.12.2018
01.01.2019
31.12.2019 |
01.01.2020
31.12.2020 |
01.01.2021
31.12.2021

— | FILEGROUP1 WHERE DateKey BETWEEN

2018-01-01 AND 2019-12-31

—— | FILEGROUP2

FILE GROUP 3

FILE GROUP 4

Fig. 1. Visualisation of table partitioning by yearly partitioning function

In this way, regardless of the increase in the number of records
in the table, the number of records that the query will
be performed on is almost always significantly smaller than the

total size of the table. Then you will achieve the best performance
and predictability of query execution times because it will usually
relate only to a limited number of partitions, e.g. always 2 for data
from the last 30 days. This is the main advantage and benefit
of data partitioning.

2. Preparing for partitioning

The first step to start the implementation of partitioning in our
database, is to first create a partitioning function. For this purpose,
it is worth doing a short analysis of use cases to set the optimal
period of partitioning. Based on my experience, there are three
such most common periods: yearly, quarterly, and monthly,
and in many of cases monthly is the best. This is why the monthly
partitioning function was selected for the research, as can be seen
in listing 1.

Listing 1. A monthly partitioning function

CREATE PARTITION FUNCTION PartitionFunctionByMonth (int)
AS RANGE RIGHT FOR VALUES(

20150101

,20150201

,20150301

,20201201
);

Instead of date type, partitioning function is based on integer
type and in this way monthly, quarterly or annual ranges are set.
Using integer type can seems to be incorrect. This conscious
optimization procedure used in data warehouses [5]. In queries
of tables with billions of records, it matters what exactly data type
the WHERE clauses will be based on. Queries will run much
faster, with the integer type then date type. The next step is to
create a partitioning scheme based on the partitioning function.
The code responsible for creating the schema is shown in listing 2.

Listing 2. Partitioning scheme based on the monthly partitioning function

CREATE PARTITION SCHEME PartitionSchemaByMonth
AS PARTITION PartitionFunctionByMonth all to ([PRIMARY])

Having a function and a partitioning scheme the tables
can be created where bilions of records will be generate. For this
research there is created partitioned table was created
FactResellerSalesPartitioned along with an identical table without
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partitions FactResellerSales. Is worth to note that the integer type
as a key has too small a range for a writing billion records,
so the bigint type is selected.

To ensure the same measurement conditions of time
executions for NSERT, SELECT, UPDATE, and MERGE
queries, exactly the same data will be inserted into both tables.
Measurements will be taken after added 100 million records added
to both table each time. he structure of the partitioned table
is presented in listing 3.

Listing 3. Partitioned table structure; the unpartitioned table will have the same
structure
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The most complicated is use of partitioning on MERGE
query — listing 8.

Listing 8. A MERGE query on a partitioned table

CREATE TABLE [dbo].[FactResellerSalesPartitioned](
[SalesKey] [bigint] IDENTITY(1,1) NOT NULL,
[DateKey] [int] NOT NULL,
[EmployeeKey] [int] NOT NULL,
[CustomerKey] [int] NOT NULL,
[ProductKey] [int] NOT NULL,
[SalesValue] dec(5,2) NOT NULL
)

It is not without significance, is to use the partitioning scheme
when creating a clustering index on a partitioned table
(FactResellerSalesPartitioned).To perform this operation before
importing data into the table because it may take a long time,
especially on a table with a large amount of data. the code creating
the index is presented in the listing 4.

Listing 4. Index using a partitioning scheme

CREATE UNIQUE CLUSTERED INDEX [PartitionedIndexReport] on
[dbo].[FactResellerSalesPartitioned]([SalesKey], [DateKey])
on PartitionSchemaByMonth ([DateKey])

MERGE
dbo.FactResellerSalesPartitioned AS [TargetTable]
USING (
SELECT
[SalesKey]
[DateKey]
[EmployeeKey]
[CustomerKey]
[ProductKey]
[SalesValue]
FROM [dbo].[TMP]
) [SourceTable]
on [TargetTable].DateKey = [SourceTable].DateKey
and [TargetTable].[SalesKey] = [SourceTable].[SalesKey]
when matched and (
[TargetTable].[SalesValue]!=[SourceTable].[SalesValue]

)
THEN UPDATE
set [TargetTable].[SalesValue]=[SourceTable]. [SalesValue]
WHEN NOT MATCHED BY TARGET
THEN INSERT (
[DateKey]
, [EmployeeKey]
, [CustomerKey]
, [ProductKey]
, [Salesvalue]
)
VALUES (
[SourceTable].[DateKey]
, [SourceTable].[EmployeeKey]
. [SourceTable].[CustomerKey]
, [SourceTable].[ProductKey]
, [SourceTable].[SalesValue]
)5

Listing 5 shows the code responsible for creating an identical
clustered index for a table without partitions (FactResellerSales).
Except that we do not create this index in the partitioning scheme.

Listing 5. Definition of the Index on the table without partitioning

CREATE UNIQUE CLUSTERED INDEX [IndexReport]
on [dbo].[FactResellerSales]( [SalesKey],[DateKey])

Now we can consider that partitioning on
(FactResellerSalesPartitioned) table has been enabled after
created and executed function, schema and clustered index.
You do not need to change of SELECT, UPDATE, and MERGE
instruction to use partitioning. The only necessity is that
the condition in the WHERE section is built on the DateKey
column that was added to the partition key. The query optimizer
reads data only from those partitions that are within the date range
included in the WHERE clause [1, 4]. Listing 6 shows the use
of partitioning in a SELECT query.

Listing 6. A SELECT query on a partitioned table is no different from a query
on a table with no partitions

SELECT EmployeeKey, SUM(SalesValue)

FROM [dbo].[FactResellerSales] --unpartitioned table
WHERE DateKey between 20070925 and 20070927

GROUP BY EmployeeKey

SELECT EmployeeKey, SUM(SalesValue)

FROM [dbo].[FactResellerSalesPartitioned] -- partitioned table
WHERE DateKey between 20070925 and 20070927

GROUP BY EmployeeKey

As you can see in the example of SELECT query, it looks
almost identical, only the name of the table changes. Therefore,
only queries against partitioned tables will be presented
for subsequent queries. Listing 7 shows the example use
of partitions in the UPDATE query.

Listing 7. A UPDATE query on a partitioned table

UPDATE fs

SET SalesValue = t.SalesValue

FROM [dbo]. [FactResellerSalesPartitioned] fs
JOIN [dbo].[TMP] t on [fs].DateKey = [t].DateKey
AND [fs].[SalesKey] = [t].[SalesKey]

WHERE fs.DateKey between 20320421 and 20320520

In the presented queries, the condition in the WHERE clause
had to be based on the DateKey field. Because this is the field that
was defined when creating the clustering index as the one after
which partitioning will take place. This column must be
of the same data type as that defined in the partitioning function.
In this case it is an integer so dates are written as numbers, e.g.,
October 14, 2020 will be 20201014.

3. Method and conditions of research

The AdventureWorksDW 2017 database was used to carry
out the measurements. This database is a training database that
reflects data warehouses used in real systems. The test consisted
in comparing the execution times of operations on a partitioned
table and a table without a partition. Since the
AdventureWorksDW 2017 database contained only tens
of thousands of records, it was necessary to generate more data
based on a combination of records from existing dimensions:
product (DimProduct), sellers (DimEmploye) and customers
(DimCustomer) and dates that already existed in the DimDate
table. The generated data was then inserted in parallel into
a partitioned (FactResellerSalesPartitioned) and non-partitioned
(FactResellerSales) table.

One million records were inserted for each day in a random
way that was a combination of data from the various dimensions:

« 1000 clients from DimCustomer with over 18,000 records,

» 10 sellers from DimEmployee dimension with 300 items,

» 100 products from the dimProduct dimension with over 600
items. Then the combinations of these data were inserted into
the sales fact tables. This is how the daily data increase of one
million records was created (1000 x 10 x 100 = 1,000,000).

The measurements were conducted beginning from 1 million
records to 10 million and later every 100 million up to 1 billion
records and every billion records to reach 10 billion. Like this
for each significant number of records: 1, 10, 100, 200 ... 1000,
2000 ... 10000 million, measurements were taken of the amount
of time the SELECT, UPDATE, MERGE commands took
to reading data from the last 30 days, i.e. 30 million records.
A monthly partitioning function was used operations were
performed on the last two partitions. The exception was when the
table contained one million and 10 million records what means
that was used only one partition.
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4. Measurement of query execution times

The measurements concerned the execution times
of the SELECT, UPDATE and MERGE queries from listing 6, 7
and 8 always for the last 30 million records added to the tables.
The time was measured in simply way with a precision
in milliseconds. The script of execution queries time calculated
is shown in listing 9.

Listing 9. A script that measures the execution time of the SELECT, UPDATE
and MERGE operation

DECLARE @start datetime
DECLARE @stop datetime
SELECT @start = getdate ();

SELECT, UPDATE OR MERGE

@stop = getdate ()
SELECT DATEDIFF (ms, @start, @stop) /1000.00

It is worth noting that in this research, precision time
measurement is not so important. It is mainly about checking
whether the query execution time on a partitioned table will
remain at the same level while the time of performing the same
query on a table without a partition will increase. It does not
matter if it is three seconds, five or ten seconds. It is only
important that the query execution time on a partitioned table
is independent of the data increment.

5. Results

The measurements times for the following SQL statements:
INSERT, SELECT, UPDATE, MERGE are compare for a non-
partitioned and partitioned table for configuration:

e hardware: Samsung 870 QVO drive, Intel Core i5-3210M
processor, 2.5GHz, memory 8GB RAM,

e software: Microsoft SQL Server 2018 Standard Edition
with  recommended by Microsoft training database
AdventureWorksDW 2017.

Always, for each SQL statements: SELECT, UPDATE,
MERGE the same constant conditions were keeping for the table
with and without partitions:

e the same table structures,

e identical structure of the cluster index, which included
the fields SalesKey and DateKey,

¢ always the same number of partitions: 2,

e always the same number of records participating
in the each operations — 30 millions — see chapter 3.
Method and conditions of research

e exactly the same data in both tables.

The measurement results are presented in table 1.

For better readability, the comparing the execution times
of INSERT, SELECT, UPDATE, MERGE queries are presented
on separate graphs on a logarithmic scale (figure 2-5).
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Fig. 2. Execution times of INSERT query on a table with and without partitioning,
on a logarithmic scale
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The execution time of the INSERT operation of the same
number of records into a table with an increasing number
of records is constant. For partitioning, it is only important that
the INSERT execution time is also constant, and due to the use
of the partitioning scheme and the partitioning function it is
slightly longer.

Table 1. Execution times of INSERT, SELECT, UPDATE, MERGE query performed
on tables with and without partitioning

Execution time of

§ INSERT SELECT UPDATE MERGE
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[min] | [s] [s] [s] [s] [s] [s] [s] [s]

1 93.63 | 127.4 0.11 0.11 2.08 4.9 6.3 6.34
10 91.74 | 104.3 0.97 1 16.56 | 49.27 58.99 65.48
100 93.69 | 105.4 6.92 4.61 | 56.34 | 159.3 | 212.84 | 231.6
200 92.32 | 106.7 15.62 4.7 66.7 | 162.5 | 218.59 | 240.5
300 92.91 | 105.4 23.17 5.35 74.71 | 156.3 | 235.89 | 252.7
400 94.08 | 104.7 | 34.09 5.87 | 88.98 | 156.7 | 258.48 263
500 91.54 | 104.9 41.2 3.97 91.81 | 165.3 | 267.73 | 256.2
600 93.25 | 104.3 | 49.25 4.72 | 167.8 | 160.3 | 289.45 | 270.2
700 95.33 | 106.6 54.7 5.64 | 171.8 | 155.8 | 309.27 | 292.6
800 94.35 | 107.6 69.67 4.42 180.7 | 159.4 | 327.99 | 291.5
900 95.91 | 1045 | 71.14 3.86 | 192.2 | 155.2 | 352.87 | 303.3
1000 | 98.22 | 108.9 | 81.57 554 | 197.6 | 159.9 | 374.99 | 337.8
2000 | 96.78 | 104.2 | 208.48 | 5.72 | 135.3 | 160.6 | 584.78 | 444.9
3000 94.56 | 105.8 | 307.11 5.45 137.3 | 1545 | 776.89 | 547.8
4000 92.26 | 105.3 | 461.23 5.42 138.3 | 158.8 | 977.45 | 2123
5000 | 97.88 | 104.4 | 513.26 | 5.73 | 138.8 | 156.3 | 1186.7 | 224.9
6000 | 93.78 | 106.5 | 644.78 | 5.12 | 139.2 | 156.8 | 1365.4 | 218.3
7000 | 91.11 | 105.4 | 72459 | 533 | 143.8 | 158.9 | 1600.8 | 227.6
8000 | 96.27 | 104.7 | 852.17 | 553 | 140.8 | 163.6 | 1855 238.4
9000 97.54 | 105.9 | 1106.2 5.49 227.9 | 219.2 | 2062.7 | 2975
10000 | 94.75 | 104.9 | 1160.7 | 5.88 | 289.2 | 348.3 | 2339.7 | 349.1
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Fig. 3. Execution times of SELECT query on a table with and without partitioning,
on a logarithmic scale
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Fig. 4. Execution times of UPDATE query on a table with and without partitioning,
on a logarithmic scale
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As you can see in the figure 3, SELECT execution times
for a partitioned table remain constant with exponentially
increasing execution time of the same query on a table without
partitioning.

UPDATE query times look similar for both partitioned
and non-partitioned tables. Similarly, they also rise at the limit
of 10 billion records. There is also a peak around three billions
of records for a query on a table without partitioning (figure 4).

[s] Comparison execution times of MERGE query
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Fig. 5. Execution times of MERGE query on a table with and without partitioning,
on a logarithmic scale

The results presented in table 1 and figure 3 clearly indicate
that the SELECT query times from the partitioned table are
relatively constant and fluctuate around 5-6 s. It is different for the
table without partitioning, where this time always increases
with the increase of data. The similar results is for the MERGE
query where times from the partitioned table grows slightly to
350 s while the execution time on a non-partitioned table grows
exponentially to 2340 s. | remind you that the tested SELECT
query always operated on the same, invariable number
of 30 million records.

[min]
1000 10000

Fig. 6. The strange behavior of the MERGE query around three billions of records

That confirm that we do not lose much when arguing
with tables without partitions on inserting and updating records,
while we gain a lot from SELECT and MERGE queries on tables
with partitions.

Noteworthy is the strange behavior of the MERGE query
appearing from one billion of records, where a significant increase
in processing time is visible, in the peak to over 500 s for three
billions of records (figure 6). This may be due to the native
optimization algorithm of the database engine or to hardware
characteristic. This is what we will focus on in future research.

p-ISSN 2083-0157, e-ISSN 2391-6761

6. Conclusions

The research clearly indicate the partitioning table gives
effectiveness of data processing in databases with billions
of records. This is confirmed by the results of measurements
of INSERT, SELECT, UPDATE, MERGE. We do not lose much
with inserting and updating records, and we gain a lot from
selecting and merging data on tables with partitions even
on database with billions of records. The proposed solution solves
the problem of "systems aging" with time when more and more
records are added to the database. Thanks to partitioning, we can
achieve the same system efficiency at the beginning, right after
starting and after a few years of its implementation.

Additionally, when processing a large number, billions
of records, an anomaly was noticed that to some extent
deteriorates the SELECT and MERGE times on partitioned tables,
it requires further investigation if the problems occur with
a different hardware and software configuration.
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GENERALIZED MODEL OF INFORMATION PROTECTION PROCESS
IN AUDIOVISUAL CONTENT DISTRIBUTION NETWORKS

- - l 2 2
Heorhii Rozorinov-, Oleksandr Hres, Volodymyr Rusyn
National Technical University of Ukraine “Igor Sikorsky Kyiv Politechnic Institute”, Department of Acoustic Multimedia Electronic Systems, Kyiv, Ukraine, 2Yuriy Fedkovych
Chernivtsi National University, Department of Radio Engineering and Information Security, Chernivtsi, Ukraine

Abstract. The most important indicators of the effectiveness of content protection systems are indicators of the achieved security level, i.e. functional
properties of security. These indicators are: confidentiality, integrity, availability. Each of the indicators of the functional properties of content security
is distributed according to the methods of ensuring and the degree of its achievement. A significant drawback of such indicators is that they are qualitative.
This significantly narrows the scope of their use and makes it impossible to use them in mathematical expressions for optimizing the parameters
of protection means, obtaining quantitative estimates of the performance quality of the protection system or its components, etc. The work offers a number
of quantitative indicators, which, depending on the purpose, can be probabilistic and temporal. Calculation of such indicators makes it possible to assess
the degree of ensuring the functional properties of information security or the possible degree of ensuring the functional properties of protected
information.

Keywords: security, content, communication network, model, indicator

UOGOLNIONY MODEL PROCESU OCHRONY INFORMACJI
W SIECIACH DYSTRYBUCJI TRESCI AUDIOWIZUALNYCH

Streszczenie. Najwazniejszymi wskaznikami skutecznosci systeméw ochrony tresci sq wskazniki osiggnigtego poziomu bezpieczenstwa — wlasciwosci
funkcjonalne zabezpieczen. Takimi wskaznikami sq: poufnosé, integralnosé, dostepnosé. Kazdy ze wskaznikow wiasciwosci funkcjonalnych bezpieczenstwa
tresci jest podzielony ze wzgledu na metody zapewnienia i stopier ich osiggnigcia. Istotng wadg takich wskaznikow jest to, ze sq one jakosciowe. Zaweza to
znacznie zakres ich stosowania i uniemozliwia wykorzystanie ich w wyrazeniach matematycznych do optymalizacji parametrow srodkow ochrony,
uzyskania ilosciowych ocen jakosci dziatania systemu ochrony lub jego elementow itp. W pracy zaproponowano szereg wskaznikow ilosciowych, ktore w
zaleznosci od celu mogq mie¢ charakter probabilistyczny i czasowy. Obliczenie takich wskaznikow pozwala ocenié stopien zapewnienia wiasciwosci

funkcjonalnych bezpieczeristwa informacji lub mozliwy stopien zapewnienia wlasciwosci uzytkowych chronionych informacji.

Stowa kluczowe: bezpieczenstwo, tre§é, sie¢ komunikacyjna, model, wskaznik
Introduction

Computer facilities and infocommunication technologies
are intensively implemented in all areas of human activity,
the protection of information in audiovisual content distribution
networks being of particular importance [4].

At the same time, significant contradictions arise: on the one
hand, process automation significantly increases the capabilities
of controls, and on the other hand, it leads to an increase
in the dependence of control stability on the reliability
of the operation of automation equipment and information
protection from unauthorized access and interference [20].

Therefore, along with the requirements for efficiency,
stability, continuity of operation, audiovisual content distribution
networks are also subject to the requirements of such basic system
security indicators as confidentiality, integrity, availability,
and observability of processes related to the use of content.

This raises the classical problem of ensuring the maximum
(or maximum possible) level of efficiency of the protection system
by optimizing the parameters of its elements [17].

One of the main vectors of cyber threats to multimedia
audiovisual content distributed in networks are cyber attacks.
Today, these attacks can be seen simply as secondary threats
creating "noise" in the network.

10T are very common for protection of information in modern
telecommunication networks [10, 22]. One of the most important
functions of effective protection of the organization's information
system is threat tracking and analysis and calculation
of quantitative indicators of the functional properties of the
security of content distributed in networks [1, 3, 5, 8, 9, 12, 19].
In [11] methods for ensuring data security in mobile standards are
presented. Some methods can be used in programming level with
biometric technical realization [16].

Today, the number of multimedia devices that use audiovisual
content in networks continues to grow rapidly, therefore the issue
of ensuring confidentiality and data security in networks is urgent,
in particular, the development and improvement of information
protection methods and data transmission methods (for example,
based on pseudo-random sequences, chaos, etc.) [13, 14, 15].

The purpose of the work is to develop an effective system
for the protection of audiovisual content with the formalization
of the protection process in general, by developing its model.

1. Indicators of protection efficiency

Developing an effective content protection system
is impossible without knowing what this efficiency is and how
it is evaluated. The efficiency of the system means the degree
of achievement of the goal set before it, and its assessment
requires quantitative or qualitative characteristics,
or a combination of them — the so-called performance indicators
[2]. In so doing, the degree of achievement of the goal
is determined by comparing the value of the achieved performance
indicator with the desired or optimal value.

Quite often, it is difficult or even impossible to evaluate
a complex system with a single efficiency indicator. In such cases,
a system of indicators is introduced, and these indicators can
be contradictory, that is, the improvement of the system according
to some indicators leads to its deterioration according to others.
In such cases, it is necessary to somehow combine these indicators
into one, generalized, or define one of them as the main one,
dominant, and the rest should be considered as certain peculiar
restrictions. It is clear that such a problem is more or less well
solved if these performance indicators have a numerical value and
there are mathematical expressions for their calculation.

To build an effective audiovisual content protection system,
it is necessary to:

1. formulate the purpose of the system functioning,

2. develop an objective function — an expression (expressions)
for calculating an indicator or a set of system indicators,

3. find the optimal or acceptable value of the efficiency indicator
and determine the conditions (values of the system
parameters) under which this value is achieved,

4. determine the components of the system (subsystems
or elements) that provide the necessary parameters.

There are system-wide and partial performance indicators,
which can be qualitative or quantitative. Quantitative performance
indicators are preferable, as they allow easier obtaining numerical
values of the objective function and finding their optimal values.
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The task of content protection can be formulated as:

1. achieving the necessary level of protection at the minimum
cost of the permissible level of restrictions on types
of information activities;

2. achieving the highest possible level of protection at acceptable
costs and a given level of restrictions on types of information
activities;

3. achieving the maximum level of protection at the necessary
costs and the minimum level of restrictions on types
of information activities.

Any of these options requires the presence of indicators that
would allow evaluating the effectiveness of solving the problem
of content protection.

The most important indicators of the effectiveness of content
protection systems are indicators of the achieved level of security,
which are called functional properties of security. These indicators
of functional properties of content security are:

1. confidentiality (a feature of information that information
cannot be obtained by an unauthorized user or process),

2. integrity (a feature of information that information cannot
be modified by an unauthorized user or process),

3. availability (a property of information that a user (or process)
with the appropriate authority can use the content
in accordance with the rules established by the security policy
without waiting longer than a specified (small) period
of time).

Each of these indicators of the functional properties of content
security is distributed according to the methods (mechanisms)
of ensuring and the degree of its achievement and has certain
levels [18].

A significant drawback of such indicators is that they
are qualitative. This significantly narrows the scope of their use
and makes it impossible to use them in mathematical expressions
for optimizing the parameters of protective equipment, obtaining
quantitative estimates of the quality of the functioning
of the protection system or its components, etc.

Therefore, this work offers a number of quantitative
indicators, which, depending on the goal, can be probabilistic
and temporal, namely:

1. Quantitative characteristic of violation of the confidentiality
of the content — the probability of meaningful (that is, with
an understanding of the content) reading of the information,
which, depending on the features of the construction
of the protection system, is determined by:

e the probability of unauthorized access when
confidentiality is ensured only by means of access
restriction, as well as in the absence or when the violator
overcomes the means of cryptographic transformation
of information,

e cryptographic stability of the encrypted content (when
confidentiality is ensured only by means of cryptographic
transformation of information, as well as when the violator
overcomes the means of restricting access to information).

2. Quantitative characteristics of violation of the integrity
of the content, which, depending on the features of the
construction of the protection system is determined by:

e the probability of unauthorized access (when integrity
is ensured only by means of access restriction, deliberate
influence of authorized users, and also if the violator does
not have or overcome the means of integrity control),

o the probability of information distortion (during random
user impacts, as well as direct impacts of natural factors
on information resources).

3. Quantitative characteristics of violation of content availability,
which, depending on the features of the construction
of the protection system is determined by:

e the probability of unauthorized access (when integrity
is ensured only by means of restricting access and
intentional user influences),

o delay time in content access (or content delivery).
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Calculation of the indicated quantitative characteristics
of content security by means of technical protection makes
it possible to assess the degree of ensuring the functional
properties of information security or the possible degree
of ensuring the functional properties of protected information with
the aid of tools designed for implementation. In both cases,
for such a definition, it is necessary to have either the actual
structural diagrams of the tools used, or models of the tools being
developed for implementation.

An extremely important type of indicators is the economic
(cost) indicators of the effectiveness of the content protection
system. This follows from the fact that cost indicators, regardless
of their origin, can always be reduced to economic costs.
In addition, if the task of protection is not fulfilled or appropriate
tools of protecting the content are not applied, its owner suffers
some damage, which is also often easily reduced to additional
costs and, thus, to economic indicators. And, on the contrary,
the fulfillment of the protection task with the use of appropriate
tools reduces such possible costs and damage, that is, it allows
preventing possible costs.

The amount of damage, including the amount of harm that can
be prevented or the cost of spending a particular content, can be
estimated using:

1. quantitative indicators of security,

2. time indicators of processes related to the organization
and implementation of control,

3. the specific cost per time unit of the delay in the provision
of relevant services for the use of content and the duration
of such a delay,

4. the cost of spending this or that content — also due to the cost

of the time unit of its use and the duration of its use,

the intensity of content security threat flows.

At the same time, the dependence of cost indicators of security

on the listed variables can be considered as an objective

function, and time and other characteristics can be used
as parameters (in some cases, as restrictions) for optimizing
economic (cost) performance indicators.

For the technical protection of content, which effectively

provides the required level of functional services or functional

security properties in the conditions of the influence of threats
to these functional security properties, it is advisable to:

1. Formalize the process of technical protection of content
in general, by developing its adequate model.

2. Formalize the processes of ensuring the functional properties
of content security by developing models of such processes
and introduce their quantitative characteristics.

3. Determine the composition and sufficiency (functional
completeness) of the tools that should be used for the technical
protection of content.

o v

2. Generalized model of technical content
protection

The general formulation of the task of formalizing the content
protection process is as follows [6].

Let there be a protected audiovisual content distribution
network, the information resources of which are the objects
of influence of unauthorized users-infringers, who, by
their unauthorized actions on the resources of this network, create
i (i=1, 2, 3) types of threats to these resources, namely: threats
to privacy, threats to integrity and availability threats (Fig. 1).
Let a successful attempt to implement each of these threats cause
damage to the system (or its owner) (for example, in the form
of monetary damage), the amount of which depends on the type
of threat, the duration of its action and is equal to conventional
units per unit of time on average. Let also this damage be
of an additive nature, that is, it can accumulate depending on the
number and duration of threats that have not been countered.

Obviously, the amount, nature and even the time
of manifestation of damage depends on the type of the
corresponding threat. For example, the implementation
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of an availability threat leads to the blocking of the network
and the termination of the service provision process. Realized
threats to the integrity of part of the basic and application software
are equivalent to threats to availability, and as threats to some
information resources.

Realized privacy threats most likely will not affect the
network performance in any way, but may manifest themselves
in the area of damage due to loss of image, trust in the owner
of the content (or relevant information), failure of contracts, loss
of positions in the service market, etc. Therefore, the mechanisms
of calculating or recalculating the possible damage into
conventional units F; per unit of time have different complexity,
but these mechanisms are either known or can be developed quite
simply.

I
1 ! Subsystem of technical ' Protected network of distribution

1
: | protection of information of audiovisual content

Tools of ensuring
observability

Threats to
confidentiality

Tools of protecting
: privacy

0

1
1 1
‘.I'hrea‘ts to 1 : Object of protection
integrity ! i (AV content)
: Tools of protecting
integrity

1
Threats to !
availability :

—-—

Tools of protecting
availability

Fig. 1. Abstract model of technical content protection

Thus, there is a subsystem of technical protection
of information, which provides protection against each of the

types of specified threats with probability p;, and includes tools

of protecting confidentiality, tools of protecting integrity,
and tools of protecting availability (Fig. 1) [6]. The subsystem
performs its functions by periodically (with a period T,.)

monitoring the network’s performance, which is formulated as its
ability to provide its own functional service — observation, through
the use of appropriate monitoring tools. We will assume that such
control requires AT,, time units. The frequency of control

is determined by the owners of the protected resources, by any
regulatory documents, or by the security administrator, and this
control can be carried out at the start of the protection procedure.
During the control, there is a check for violations of the network
performance, its update, an audit of events related to information
security, necessary reconfiguration of the parameters of the tools
of ensuring the corresponding functional properties (for example,
changing identifiers, passwords, key sets, with the help of which
access control is ensured, necessary crypto- and impersonation
resistance, etc.). The duration of control depends on the control
methods implemented in the protection subsystem and the
methods of their implementation [7, 20, 21]. Violations detected
during control are eliminated. For this, it is possible to use various
tools — the same backup copies, special fast-acting procedures
(algorithms) for restoring integrity, etc. It is clear that the duration
of the relevant procedures and the probability of correctly solving
these problems depend on the quality of the applied methods
and means of control and elimination of violations (resumption
of working capacity).

In so doing, the overall goal of the functioning
of the protection system is to minimize possible harm to the
system or its owner by counteracting a variety of possible threats
to the integrity, confidentiality and availability of network
information resources.

In the mathematical formulation, this problem is reduced
to the definition and optimization of the objective function, which
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describes the dependence of certain harm on the parameters
of the protection system, the conditions for its application,
and the characteristics of threats.

When determining the objective function, it should
be assumed that the effects of these threats have certain frequency-
time characteristics (for example, in the form of the probability
of the occurrence of a threat during some average time interval).
But for protection with information resources that are tempting
for violators, it is appropriate to assume that such a probability
is close to unity throughout the entire time of protection.

Each of the mentioned threats has as a consequence some
damage to the content owner, if the corresponding protection
system did not detect and counteract this damage. Let the
probability of such an event be equal to g, =1- p,,, where p,

is the probability of detection and subsequent countermeasures
against the i-th type threat. It is clear that p, = p, [, is the
probability for a threat of the i-th type, where p,, is the probability
of countering the same threat.

In this case, an undetected threat causes damage to the content
Qi =F, 1- pdi) owner per unit of time.

If we assume that the duration of the impact of the i-th threat
is equal to T, , then the amount of damage can be determined as

Q =TyF (1~ pdi)' @
The duration of the impact of the threat T, hence the

duration of damage accumulation, is a random value in the time
interval (0, T — AT, ), where T is the duration of time between

two adjacent checks of the performance of the protection system
against threats of the i-th type, and AT,;is the duration of the i-th
type of control and update of the functional properties
of information security, for example, integrity (we believe that
during control the system is inoperable and it is impossible
to harm it by implementing any threats). It can be assumed that
Ty =T, — AT, if the violator managed to implement the threat

immediately after the end of the corresponding control procedure,
and T, =0 in the case of an attempt to implement the threat

immediately before its start. The worst conditions, in terms of the
amount of possible damage, are created at T, =T, —AT,;.

therefore, when developing a protection system, it is advisable to
focus on this duration of the threat. At the same time, the
maximum possible value of damage of the i-th type

Q max = I pi (Tki - ATki) R Q- pdi) @
Since the damage is additive in nature, the maximum amount
of possible total damage (PTD) can be defined as

Qpror = iQ. max ziﬁki —AT)F Q- py) ©)

But (3) does not take into account the fact that during
the performance control of the protection system for the duration
AT,; of time units, it is unable (especially in the case of detection

of an attempt to influence with the probability of this event p,)

to perform its functions (at least in full), which is equivalent
to damage, which occurs when the system is idle, since
the implementation of the functional service “observability”
and "maintenance” of attempts at such influence also requires
spending a protection resource.

The amount of this damage can be defined as

Qerpz = z P4 AT,C Q)
i=1
where C; is the damage due to downtime of the corresponding
network resources during control, in conventional units per unit
of time. Then

QPTD = QPTDl + QPTDZ = i F| (Tkl - ATkl )(17 pd| ) + pd|cl ATKI (5)
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It can be seen from expression (5) that it can be accepted
as the target function of the protection system, since it reflects
the dependence on the process and conditions of system operation.
Indeed, the value of possible total damage (PTD) is the smaller,
the smaller the number of threats n; the amount of damage Ci

that can be caused by the successful implementation of each type
of threat; control period T, o duration of the i-th type of control

AT,; and the more is the probability of detecting
and counteracting the threat of the i-th type p,;; size difference
Tki - ATki :

Expression (5) is easily reduced to the form
Qerp = i FTq _{i FTPs — i[ p.Ci —F (- Pai )]ATkl} (6)

i=1 i=1

It is easy to make sure that the minuend, provided that
the value of the frequency of control T, is not a control

parameter, is equal to the maximum possible damage that can be
caused to the network in the absence of counteraction to the
impact of threats from the information security system.

Then it is clear that the value

Qerop = i FT Py _Z[ PsCi —F (- py )]ATki ™)

i=1
is equal to the amount of damage that is eliminated (prevented)
due to the protection of resources by the system. Therefore,
this value can be applied as a separate objective function.
In expression (7), the value AT, consists of the duration

of the control process (search for the fact of violation or non-
violation of the corresponding functional property of information
security) At,, and the duration of the process of resuming
the possibility of its provision.

For the sake of certainty, we will assume that now we are
talking about ensuring the integrity of information. As already
mentioned, control of the network's ability to provide
the appropriate functional service, in this case — the integrity
of information, can be carried out by applying some standard
procedures (checking by tests, etc.). Let the characteristic
of the control process be its duration At, . If a violation

of integrity is detected during the control process, it is updated
using, for example, backup copies of the relevant information.
That is, the duration of the update is equal to zero, if a violation
of the network's ability to provide one or the other of its functional
properties, for example, integrity, is not detected during
monitoring, or, if such a violation is detected, it is equal
to the duration of the update process of the same functional
property — At,;. Characteristics of the update process — the

duration of the update itself At and the likelihood of its need

py — the probability of detecting integrity violations. Then the
expectation of the update duration is

At Py +0-(1— pg) = At py (8)

That is, the duration of the entire control and update process

is a random variable and is determined by the duration of the
control process itself At,, and the duration of the update At

with probability p, . The average value of a quantity AT,

its mathematical expectation can be defined as
ATy = At + At Py - ©
Extending this to processes associated with threats of any

type, the expression for calculating the value of harm to be
prevented can be written as:
QPTDPi = FiTki pi _[piCi - Fi (1_ Pi )][Atki +Atni P ](10)
It is clear that the protection system is more effective
the smaller the amount of damage (5) and the larger the amount
of damage prevented (10). To do this, you should increase
the value of the probability p, and reduce the duration
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of the control procedure AT,,. By the way, at p, =1 i.e. with

a protection system that is absolutely reliable in terms of detecting
and eliminating threats, the amount of damage that is prevented
acquires a maximum value, which is equal to:

mMax Qprpp = Z FTi— ZCiATki 1n
i1 i
or

maXQPTDP = 'z:”: FTi— Iz:n:Ci [Atki + Aty Pgi ] (12)
= i-1

that is, it is equal to the maximum possible damage due
to the successful implementation of threats, which is reduced
by the amount of the maximum possible damage due to an idle
network during control. It also follows from expressions (7), (10)
that it is advisable to apply network protection against threats
of any type only when the value of the damage to be prevented
is not negative (is greater than zero). For threats of the i-th type,
this means that

FTap; _[pici -FRQ- pi)]ATki >0. (13)
whence one can find the limit on the duration of control AT,
(at a certain value p;)

ATy = At + At py < FT Py /[piCi -F@- pi)] 14
or on the probability p, (taking into account that AT,, <T,;)

Pai > ATki /(Tki _ATki) _ATki (Ci /Fi) (15)

Since protection systems are used in practice, in which

the value of the probability of detecting and further countering

a threat of the i-th type approaches unity, expression (14)
can be simplified.

ATy = At + At py <T,(F/C) (16)

It should be noted that the values AT, and p, obtained

from inequalities (10) — (16) are limited to those values when
the application of control gives a gain that exceeds the losses
of the network due to its downtime during control, that is,
the system becomes efficient and its application is cost effective.

In other words, expressions (15), (16) are conditions
for the expediency of using a system of protection against threats
of this type.

3. Conclusions

1. The values of the probabilities should be chosen the greater,
the more significant the losses in case of failure to detect the fact
of a successful implementation of the threat compared to the
losses due to network downtime during the control (the greater the
value of the ratio F, /C;).

On the contrary, the more operative the control is (with
a shorter duration of the control procedure At for example,

integrity and a shorter duration of the further update procedure
At,;) the smaller this probability may be. Moreover,

the more significant the losses due to failure to detect the fact
of a successful implementation of the threat compared to the
losses due to network downtime during monitoring (the greater the

value of the ratio F, /C,) and the greater the values of the

required or acceptable monitoring durations AT,, and the

probabilities of detecting and countering the threat of the i-th type
Pg » the more perfect, and therefore, longer should be the control.

2. The considered generalized model makes it possible
to obtain a number of conditions, restrictions and optimal values
of the most general parameters of the protection system, which are
most important for solving the problem of protecting audiovisual
content, but do not allow formulating more specific requirements
for the composition and parameters of the protection system
or its components.
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MONITORING OF LINK-LEVEL CONGESTION IN TELECOMMUNICATION
SYSTEMS USING INFORMATION CRITERIA

Natalia Yakymchuk, Yosyp Selepyna, Mykola Yevsiuk, Stanislav Prystupa, Serhii Moroz

Lutsk National Technical University, Faculty of Computer and Information Technologies/ Department of Electronics and Telecommunications, Lutsk, Ukraine

Abstract. The successful functioning of telecommunication networks largely depends on the effectiveness of algorithms for detection and protection against
overloads. The article describes the main differences that arise when forecasting, monitoring and managing congestion at the node level
and at the channel level. An algorithm for detecting congestion by estimating the entropy of time distributions of traffic parameters is proposed.
The entropy measures of data sets for various types of model distribution, in particular for the Pareto distribution, which optimally describes the behavior
of self-similar random processes, were calculated and analyzed. The advantages of this approach include scalability, sensitivity to changes in distributions
of traffic characteristics and ease of implementation and accessible interpretation.

Keywords: telecommunication systems, self-similarity factor of network traffic, congestion detection

MONITOROWANIE PRZECIAZEN NA POZIOMIE EACZA W SYSTEMACH
TELEKOMUNIKACYJNYCH Z WYKORZYSTANIEM KRYTERIOW INFORMACYJNYCH

Streszczenie. Pomysine funkcjonowanie sieci telekomunikacyjnych w duzej mierze zalezy od skutecznosci algorytmow wykrywania i ochrony przed
przecigzeniami. W artykule opisano glowne roznice, jakie pojawiajq sie przy prognozowaniu, monitorowaniu i zarzqdzaniu przecigzeniami na poziomie
wezla i na poziomie kanatu. Zaproponowano algorytm wykrywania przecigzen poprzez estymacje entropii rozktadow czasowych parametrow ruchu.
Obliczono i przeanalizowano miary entropii zbioréw danych dla réznych typow rozktadéow modelowych, w szczegdlnosci dla rozktadu Pareto,
ktory optymalnie opisuje zachowanie samopodobnych procesow losowych. Do zalet tego podejscia nalezy skalowalnosé, wrazliwosé¢ na zmiany rozkladow

parametrow ruchu oraz tatwosé implementacji i przystepnej interpretacyi.

Stowa kluczowe: systemy telekomunikacyjne, wspétczynnik samopodobienstwa ruchu sieciowego, wykrywanie przeciazen

Introduction

In accordance with modern standards of network management
systems and concepts of the development of the networks
themselves, there is a need to determine the state of the system
in its mode of operation. The most popular model provides
that network components can accept only two states: ,,serviceable”
(able to work) and ,,refuse” (,,disrepair”). The state of a network
component is a random value that does not depend on the state
of other components [20].

A crucial state of a network (computer, telecommunication,
etc.) is the state of overloading of individual network nodes, data
transmission routes, and autonomous network segments. Typical
symptoms of congestion are packet loss, excessive packet delay,
and reduced quality of service (QoS) in the network. This state can
be taken by mistake for equipment refusal (and vice versa).
Therefore, control and removal of overloads are important tasks
of a statistical character [14].

Node-level congestion is detected by examining the buffer
utilization and the interval between the consecutive data packets.
Because a congestion condition usually occurs when the traffic
load on a particular node exceeds the available buffer capacity
of that node. If, when monitoring buffer occupancy, a load of 70%
or higher was obtained, the interval between two consecutive
packets is checked. Obviously, if the interval is small, the chances
of buffer overflow will be high, which will increase the
probability of packet loss. A large interval indicates that the node's
bandwidth will be sufficient for the given traffic flow [10, 11].

Link-level congestion happens because of the unfair utilization
of network resources. Link-level congestion is monitored through
channel utilization. In this case, network flows are analyzed
and not individual network packets (network flows are one-way
meta-information about network packets that have the same source
and destination IP address and ports, as well as the IP protocol

type) [3, 4].
1. Literature review

The hidden disadvantage of overloads is that they reinforce
themselves according to the principle of feedback [6].
If a collision occurs at a particular location on the network,
if the client times out, the client will often resend requests.
This increases the load on the system [22, 24]. If the call graph

in a service-oriented architecture is deep enough (that is, a client
calls a service that calls other services, and those call other
services), and each level has several retries, then the load
at the lower level will cause a cascading increase their number
and the exponential increase in load [19].

Then, all the work already done by the server on this request
will be wasted. And in the case of system overload, when
resources are limited, it cannot afford to lose resources [8].

In order to monitor the risks of the occurrence of such
situations, it is necessary to monitor the time parameters of the
traffic flow constantly. However, the analysis of the averaged
values of the traffic characteristics gives us a smoothed view
of the process, in which it is not possible to track the appearance
of load fluctuations, which are characteristic of heterogeneous
traffic ,, Triple Play” (voice + video + data) or ,,Quadruple Play”
(voice + video + data + mobile subscribers) [23].

The specific characteristics of such traffic are explained
by the high degree of the grouping of packets at client sites,
in routers, and in switching nodes of information communication
networks. Even if the source generates a regular stream of packets,
the data is delivered to the consumer in bursts interspersed with
idle intervals. The reasons for this are the limited speed of network
devices, insufficient volume of buffers, etc. To detect this kind
of anomaly, an analysis at the level of total traffic is required,
based on the use of statistical methods and information
theory [21].

Entropy analysis is one of the types of behavioral methods
for detecting anomalies, unlike wavelet analysis and spectral
analysis; it is not characterized by the complexity
of implementation and the requirements for big-time expenditures.
Information analysis gives us a statistical criterion for determining
anomalous traffic behavior. Today, methods for detecting
DOS/DDoS attacks and some types of virus programs have been
developed. The method of dividing traffic into unique network
flows and calculating the entropy of a set of these flows
by the IP address of the source has shown its effectiveness [2, 9].

By comparing the predicted entropy values with the real ones,
a decision is made about whether the traffic belongs to a standard
type, a DOS attack of a certain intensity, or peak values
of legitimate traffic [1]. Estimating the entropy of the number
of packets within a time window for network flows can be a tool
for detecting ,,scanning” attacks [15].
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2. Researches methodology

The main statistical characteristics of the random process
of traffic transmission lead to gross errors in the assessment
and prediction of system behavior. Options are possible when
the average load values of network nodes over a long period
are approximately the same, but the internal structure
of the processes that take place is different [16, 17].

One type of traffic can change smoothly over time; the other
can be characterized by significant bursts of activity, while
the dependence on probabilities will be low. The choice
of the distribution law for the characterization of random
processes of information transmission is of great importance.

The numerical characteristic of the distribution, which can be
a measure of its uncertainty, is the entropy of the distribution law.
For the discrete distribution of the increase

H(m) = =YL, p; logp; )
where p; is the probability of the i state of the system, m is the
number of all possible states of the system.

From the entropy properties, it can be seen that the entropy
of the experiment with maximum uncertainty is maximum
and minimum in the fully ,determined” experiment. Entropy
is in a certain sense additive: when uncertainty increases due
to an increase in the number of outcomes, entropy increases,
and the increase in entropy is proportional to the probability
of additional outcomes. These properties show that the entropy
defined by relation (1) is a reasonable measure of the uncertainty
of a stochastic experiment with a finite number of outcomes.

Entropy does not depend on significance, which is a random
value, but only on their probabilities, in fact, one is interested
not in the absolute value of entropy, but in comparing
the entropies of different laws. We will form a strategy for finding
overloads based on the information criterion [5, 7].

To carry out the analysis procedure of congestion detection
by estimating the entropy of time series, it is necessary to select
the parameters of the assessment. To do this, consider the
following criteria:

1) The length of the sliding window. This is the size
of the interval in which point values of entropy time series are
calculated. Small windows are very sensitive, and on the one
hand, this will increase the detection rate, on the other hand, the
frequency of false alarms will also increase. This will lead to the
implementation of a traffic restriction policy, which will
negatively affect the quality of the service. Large windows
are relatively insensitive, which leads to the opposite effect.
Windows of 5 to 10 minutes are used as a compromise.

2) The overlap size of sliding windows. Overlapping sliding
windows results in a more detailed time series. We want to make
our system respond as quickly as possible to sudden changes,
S0 we chose a relative overlap of 80%.

3) The size of the sliding window for calculating variances.
We decided to set the size of the sliding window to calculate
the standard deviation up to 24 hours. Most often, such a sliding
window covers the entire seasonal cycle. In other cases,
we recommend choosing windows that are multiple 24 hours.

Each combination of parameters involves a trade-off: high
detection rate at the expense of many false positives or vice versa.

To simulate traffic, we will use the distribution of traffic
falling into a time window of fixed duration, using the ratio
of transmission delay to the maximum permissible transmission
interval or successful data transmission of one of the network
nodes as a probability [18].

The main idea of the algorithm is to constantly make short-
term predictions and determine the difference between
the predictions and the actually observed entropy value. Entropy
serves as an indicator of the equilibrium of the process.
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Thus, sharp changes in entropy indicate a qualitative change in the
structure (through changes in the distributions of characteristics)
of the system [12, 13].

The analysis of the time characteristics of the network is based
on the model or geometric distribution of the probability
of sending a packet by each terminal node of an autonomous
network segment. In the case of a mixed (heterogeneous) network,
each device is allocated an approximately equal time interval
in traffic.

As emphasized above, entropy is the most general measure
of evaluating the efficiency of information transmission
for probability distributions belonging to at least one type
(in this case — to the discrete type). Let us present the comparative
entropy characteristics of model distributions.

1. The geometric distribution is inextricably linked with
the binomial distribution. The difference is that the binomial
random variable determines the probability m of success in trials
n, while the geometric random variable determines the probability
n of trials up to the first success (including the first success).

2. A random variable uniformly distributed on [-a; a]
has the highest entropy among all random variables distributed
on [-a; a].

3. The exponential distribution with the parameter A has the
largest entropy among all distributions defined on the semi-axis
[0; ] with mathematical expectation A.

4. On the entire straight line, among all distributions with
fixed mathematical expectation and variance, the normal
distribution has the greatest entropy.

The entropy of a discrete source is always positive.
Differential entropy H(x), unlike the entropy of sources of discrete
messages, can take positive, negative, and zero values. Differential
entropy, in contrast to the usual entropy of a discrete source,
is not a measure of its own information contained in an ensemble
of values of a random variable. It depends on the scale X and can
take negative values because the information meaning has not the
absolute value of the differential entropy, but the difference
between two differential entropies, which explains its name.

Differential entropy does not change when all possible values
of a random variable are changed to a constant value. Indeed,
the scale X does not change, and equality is fair:

h(x+ ) =— [ w(x + Olog,w(x + O)d(x + C) = @
=—[7 w()log,w(x)d(x)

From this it follows that it does not depend on the
mathematical expectation of a random variable, since changing
all values x+C to x, we thereby change its average to C, that is,
the mathematical expectation.

Differential entropy is additive, i.e. for the union xUy
of independent random variables and the equality holds:

Hxuy)=H(x)+H() (3)

For example, consider the subnet shown in Fig. 1. As a result
of overlapping traffic flows, the bandwidth of the channel is not
sufficient to ensure the required quality of service. Routers L, G,
B, C, J are overloaded. Identifying these channels and removing
them from the network will avoid information loss. For this
purpose, a possible route of the virtual channel bypassing
congested lines is established (shown by a dashed line).

At the same time, a compromise is reached between the host
and the subnet during the establishment of a virtual channel,
which determines the volume and form of traffic, the required
quality of service and other parameters. As fulfillment of its part
of the agreement, the subnet usually reserves resources in the path
of the channel being created. These resources include memory
for buffers and router tables and line bandwidth. With this
approach, the occurrence of congestion in the new virtual channel
is unlikely, since all the necessary resources have been reserved
and their availability is guaranteed.
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Routing tree

Routing tree

Fig. 1. Link-level congestion

In the case of the geometric distribution, we carry out
independent transmissions of the test packet until ,success”
appears. To calculate entropy H;(x) let's make a state diagram
with the probability of ,success” p <1 and ,failure” g < 1.
Obviouslyp + q = 1.

1-p=q
b

Fig. 2. System states

The system is in the initial state S,. Having achieved success,
it passes into an irreversible (absorbing) state Sy (Fig. 2). Thus, the
random process is not transitive (not transitional to the previous
state). The graph of transitions has the following form (Fig. 3). S,
— transition state upon the success of the test; S_ — transition state
in case of test failure; Hg;(x), i=1, 2, ..., n, ... is the entropy
of the distribution upon success at the i step.

OO
q He2(x)=10g2(1/pq)

CanC

63(X)=10g2(1/pg?)

HGl(X):logz(l/p)

Han(X)=10g2(1/pq™")

Fig. 3. The graph of transitions
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Then the current entropy of the geometric distribution would
be calculated using the following formulas:
Hg(x) = —plog,p — pqlog,(pq) — - — pq"~'log,(pq" ") =
=—(1+q+-+ g+ ...)plogzp —
-pq(1+2q+ -+ +nq" Hlog,q;
1+q+...+qn—1+...=1_1q (4)
1
1-@?
1
Hg(x) = —logsp — Pq 5 109:9 = —logsp — 1 log>q
In specialized networks, these assumptions are not fully
fulfilled. As noted above, network traffic is usually heterogeneous
(voice, video, data) and self-similar in nature. Its statistical
characteristics can no longer be described by traditional. In this
case, distributions with so-called ,,heavy tails” (Pareto, Weibull,
gamma, and beta distributions) are used.

142+ +ng" 1+ n+Dq"=

3. Results

Distributions with heavy tails are distributions in which large
but rare events (outliers) cannot be neglected. All commonly used
heavy-tailed distributions are subexponential.

Let us define the differential entropy for the exponential
distribution. This distribution is widely used to determine the
failure rate in electronic equipment.

f)=k-e ™ x>0
h(x) = — fooo k-e **(log,k — k- x - log,e)dx =
= —logzkfowk ce *¥dx + logzefowx ke *dx =
= —log,k + log,e = logZ%
The total entropy for the exponential distribution is:
H(x) = h(x) — log,Ax = logzki )

The dependence of the entropy of the exponential distribution
on the probability p of successful data transmission of one
of the network nodes was calculated (Fig. 4). It can be seen that
when the probability of success is set higher, the entropy
of the distribution decreases, therefore, the required resource
for data exchange decreases.

®)

7

Hix)

6

0,1 0,2 0,3 04 0,5 0,6 0,7 0,8 0,

=]

Fig. 4. Dependence of the entropy of the exponential distribution on the probability p
of successful data transmission

To analyze the influence of the self-similarity factor
of network traffic, an expression for the current entropy
of the Pareto distribution as a typical distribution with ,heavy
tails” characteristic of self-similar traffic is derived:

_ logsc x~¢ —c x~¢
Hp(x)—cwxz+(c—1)[x logzx—@] @)
where c is a shape parameter.
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At Fig. 5 shows graphs of the differential entropy of the Pareto
distribution for the shape parameters 0.5 and 1. It can be seen that
when the values x change, the entropy first decreases and then
increases, which is explained by the influence of the ,heavy tail”
of the distribution. From the graphs presented in Fig. 5, it is seen
that the total cost of Internet traffic increases when using the
standard method, and when using the proposed method remains
constant. This is due to the fact that when using the method
described above, the flow of traffic occurs only when determining
the correction factor on the first day of measurements. Further
measurement of the bit rate of the Internet connection takes place
without active data exchange, so traffic costs do not increase.

Hy(x)

15

10
C=1,0

c=0,5

-5

Fig. 5. Dependence of the entropy of the Pareto distribution for various parameters
of the form

Note that when calculating entropy measures, you can use
different parameters of model distributions. At the same time,
comparative estimates based on entropy will be universal and
clear.

The advantages of this approach include scalability (the
proposed methods are able to use aggregated data, which makes it
possible to use it in arbitrarily complex and highly loaded
networks), sensitivity to changes in distributions of traffic
characteristics and ease of implementation, and accessible
interpretation (quickly ready to go, no need for training data).

In conclusion, it is necessary to note the main advantage of the
described method: it allows you to effectively use the above
methods in the study of networks operating at high load (with
network utilization coefficients close to unity, i.e. on the verge of
saturation), for their analytical modeling at arbitrary (in particular,
small or normal) load.

In any case, congestion detection is the mechanism that
usually initiates the procedure for launching management policies.

Congestion problems can be reduced by the fair distribution of
resources in the network in identified areas. The composite routing
metric is composed of the consumed energy (1) of the sensor
node, the participation level () of the sensor node, and the signal
quality (©2) between the sensor nodes. Amongst these three routing
metrics, A and 7 represent the characteristics of the sensor node,
whereas,  represents the quality of the link between the sensor
nodes. Each metric in the composite routing metric.

The mechanism must maintain routing entries in the routing
table according to the least hops criterion to implement the
shortest path to the receiver. Because there is a possibility that an
inefficiently long route will be chosen to reduce congestion, which
will increase the ETE delay. Due to the use of multiple paths,
problems such as route coupling, contention, and channel access
rate can occur, which can reduce network performance.

The goal of all congestion control methods is to limit the
length of queues at nodes. Nevertheless, no method of dealing
with the load provides a theoretical ideal. However, a good
congestion control strategy avoids the collapse of bandwidth,
bringing it closer to the ideal.
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4. Conclusions

In the paper peculiarities of the occurrence of overloads in
telecommunication networks at the node level and at the channel
level are analyzed. The main causes and consequences of
overloads are considered. A strategy for finding overloads based
on the information criterion is proposed. The criteria for the
selection of parameters for the evaluation of the congestion
detection procedure by evaluating the entropy of time series have
been determined. The entropy measures of data sets for various
types of model distribution, in particular for the Pareto
distribution, which optimally describes the behavior of self-similar
random processes, were calculated and analyzed. The entropy of
the Pareto distribution for the self-similarity coefficient of network
traffic for various parameters of the form is presented.

In contrast to the methods of monitoring congestion in
network nodes, the management of which consists in discarding
redundant packets and limiting the speed of information
transmission, which leads to a noticeable decrease in QOS
parameters, the development of methods for detecting network
congestion at the channel level will allow the application of a flow
management policy based on the principle of ,fair resources
distribution”. This will guarantee regulated quality indicators of
consumer service. The estimation of the entropy of the proposed
parameters of the time series will allow us to describe and predict
the behavior of multimedia traffic data flows with higher quality,
which belongs to the type of self-similar processes and is poorly
described by traditional model distributions.
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POLARIZATION TOMOGRAPHY OF THE POLYCRYSTALINNE
STRUCTURE OF HISTOLOGICAL SECTIONS OF HUMAN ORGANS
IN DETERMINATION OF THE OLD DAMAGE

Olexandra Litvinenko!, Victor Pallyz, Olena Vysotskas, Inna Vishtak®, Saule Kumargazhanova®
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Aviation Institute”, Kharkiv, Ukraine, *National Pirogov Memorial University of Vinnytsia, Vinnytsia, Ukraine, *Vinnytsia National Technical University, Vinnytsia, Ukraine,
°D. Serikbayev East Kazakhstan Technical University, Ust-Kamenogorsk, Kazakhstan

Abstract. The results of algorithmic approbation of the technique of polarization tomography digital histological study of the age of damage
to the myocardium and lung tissue based on the polarization reconstruction of linear birefringence maps are presented. Relationships between
the temporal change in the magnitude of statistical moments of 1-4 orders characterizing the distribution of the magnitude of the degree of crystallization
of histological sections of the myocardium and lung tissue and the duration of damage were determined. Established time intervals and accuracy
of determining the prescription of damage to the myocardium and lung tissue.

Keywords: polarization, tomography, optical anisotropy, biological tissues

TOMOGRAFIA POLARYZACYJNA STRUKTURY POLIKRYSTALICZNEJ WYCINKOW
HISTOLOGICZNYCH NARZADOW CZLOWIEKA W OKRESLANIU DAWNYCH USZKODZEN

Streszczenie. Przedstawiono wyniki algorytmicznej aprobaty techniki polaryzacyjnej tomografii cyfrowej histologicznego badania wieku uszkodzenia
migSnia sercowego i tkanki plucnej na podstawie rekonstrukcji polaryzacyjnej liniowych map dwdojtomnosci. Okreslono zaleznosci pomiedzy czasowq
zmiang wartosSci momentow statystycznych 1-4 rzedow, charakteryzujgcych rozklad stopnia krystalizacji skrawkow histologicznych tkanki miesnia
sercowego i pluc, a czasem trwania uszkodzen. Ustalono przedzialy czasowe i dokladnosé okreslania predykcji uszkodzenia miesnia sercowego i tkanki

plucnej.

Stowa kluczowe: polaryzacja, tomografia, anizotropia optyczna, tkanki biologiczne
Introduction

Histological study of microscopic images at different optical
scales of the morphological structure of biological preparations
is currently considered in the approximation of an objective
(statistical) analysis of the distributions of photometric
and polarization parameters [6, 12].

This approach makes it possible to determine a set
of diagnostic relationships between a set of statistical moments
of the 1st — 4th orders characterizing the distribution of structural
anisotropy  parameters of the morphological structure
of the histological sections of biological tissues and two-
dimensional distributions (polarization maps) of the magnitude
of the azimuths and polarization ellipticity of their microscopic
images [7, 14].

This work is aimed at further research and substantiation
of new information possibilities of forensic digital histological
examination using the method of polarization-phase tomography
of birefringence distributions of histological sections
of the myocardium and lung tissue in the problem of determining
the age of damage [1, 8, 15].

1. Study design

The design of polarization tomography of the polycrystalline
structure of histological sections of biological tissues of human
internal organs is illustrated by the structural and logical scheme
shown in table 1.

Table 1. Styles predefined in IAPGOS template

Structural-logical scheme of polarization tomography

Laser probe shaping unit

Block of multichannel formation of polarization probes

Block for placement of the studied histological section

Block for designing microscopic images of different scales

Block of multichannel polarization filtering of microscopic images

Block for digital registration of polarization filtered microscopic images

Block of algorithmic calculation of maps of linear and circular birefringence

2. Short theory and method

The structural and logical scheme of the Mueller-matrix
tomography of histological sections of biological tissues contains:

| — optical sounding unit containing a source of coherent
radiation — He-Ne laser [9, 11, 12];

Il — block for forming an optical probe with a flat wavefront —
two confocality located microobjectives with a vignette
diaphragm.;

Il — block for forming discrete states of polarization
of the optical probe - phase-shifting plates 0.25A1
and a linear polarizer that provide the formation of three

types of linear polarization (¢, = 0°; 90° 45°), as well
as right circularly (®) polarized laser radiation;

IV — object block — a microscopic table with a mount,
adjustment and rotation of a biological sample;

V  — projection unit — a polarizing microlens that provides

the formation of a microscopic image of a biological
preparation in the plane of a digital camera;

VI - polarization analysis block - phase-shifting plates 0.25A
and a linear polarizer, providing polarization analysis
of the microscopic image of the biological layer 8 according
to the following algorithm 2 = 0°;90°; 45°; 135°; Q; @D;

VIl - block for digital registration of coordinate distributions
of the intensity of polarization images of biological samples
— a digital camera with m xn — the number of pixels
of the photosensitive area;

VIl — block of analytical information processing — a personal
computer and a package of applied programs that provide
the calculation of the coordinate  distributions
of the parameters of the phase (0o90; 045135 O@.®)
and amplitude (4ioo0; Aasizs; AdUg,e) anisotropy
of partially depolarizing biological layers.

Optical probing of histological sections (polycrystalline films)
of biological preparations was carried out using a beam
of a gas He-Ne laser 1 formed by a collimator, parallel with
a diameter of 2 mm, with a wavelength of A =0.6328 pum.
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The formation of discrete states of polarization of the optical
probe was carried out using phase-shifting (0.25%) plates
(manufacturer — Achromatic True Zero-Order Waveplate)
and a dichroic polarizer 4 (manufacturer — B+W Kaesemann XS-
ProPolarizer MRC Nano). The biological layer was sequentially
probed with a laser beam with the following types of polarization:
linear with azimuths of 0°, 90°, +45° and right-handed circulation
(®). The formation of a series of linear states of polarization
was carried out by orienting the axis of the highest velocity
of the phase-shifting element 3 at an angle of + 45° relative
to the plane of polarization of laser radiation, followed by rotation
of the plane of transmission of the polarizer at angles
of 0°, 90°, +45°. A right circularly polarized wave was formed
by introducing a phase-shifting quarter-waveplate with the axis
of maximum velocity oriented at an angle of 0° relative
to the plane of polarization of the laser beam +45°. Laser radiation
intensity distributions in the plane of histological sections
(polycrystalline films) of biological preparations were formed
using a polarizing microlens (manufacturer — Nikon CFlI
Achromatic P, focal length — 30 mm, numerical aperture — 0.1,
magnification — 4x) (The Imaging Source DMK 41AU02.AS,
monochrome 1/2" CCD, Sony ICX205AL (progressive scan);
resolution — 1280x960; size of the light-sensitive area —
7600x6200 pm; sensitivity — 0.05 Ix; dynamic range of which are
a contains mxn = 1280x960 pixels.

Polarization filtering of the coordinate distributions
of the intensity of microscopic images of histological sections
(polycrystalline films) of biological preparations was carried
out using a linear polarizer (the transmission plane angle was
the  following  discrete  values 0% 90° 45°135°)
and a quarter-wave phase plate 8 (the orientation angle of the axis
of maximum velocity was 45°; 135°) [9, 10, 11].

The data obtained make it possible to determine expressions
for calculating the optical anisotropy parameters characterizing
the linear and circular:

o hirefringence (LBo.go; LBssizsi CBgg):

o1 (faa 1 s&-0.5(59+59°)
(maq) =7 ln(f) r l(s§5—05(54+52°

= LBygo 1)

$58-0.5(59+529)

_ ( ) (s;‘s—o 5(59+53° )
17, (fiz -1 0.5(59-537°) )
(myz) =r""In (f ) In (S®—0 5(59+53°)
ooy [ = LBasazs  (2)
(mye) =7171In (Q) r~lin (S ~05(53 455 ))
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(myz) = (myy) =1 In(fiafor) =

=r~1in (0.25(59 — S?°)(S3 +53)) = LDogo  (4)
(my3) = (m3q) = r~ 1 n(fisfs1) =

=rtin (0.25 (585 = 0.5(59 +579) (59 + 53")) =

= LDys5.135 (5)
(Myg) = (Myq) =17 In(fiafsr) =
=r1in (0.25 (sfz’ —0.5(s? + 530)) (s + 520)) =

Here S%°°%® — set of parameters of the Stokes vector
at the points of a digital microscopic image of a sample
of a partially depolarizing biological layer, experimentally
determined for a series of linearly (0°; 459 909
and right-circular (®) polarized probing laser beams according
to the following relations

So4590® Io4590®+10459o®
S° 145,90, _ Io ;45;90;® 10045 ;90; ®’

0; 45 90;® _ ;0;45;90;® 0;45;90;Q .
S;Z =1, — I ;
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5?2;15;90;® — I%45;90;® + 1(633;45;90;® (7)

Here Io.45.90,135,0,¢ — Polarization-filtered intensities of laser
radiation converted by a biological object. The filtering operation
corresponds to the following experimental actions — the passage
of an object beam through a linear polarizer 9 with the angles
of rotation of the transmission axis @: 0°; 45°% 90°; 135°,
as well as through the phase filtering system ,,quarter-waveplate —
polarizer”, which separates the right — (®) and left — (@)
circularly polarized components of the object laser radiation
[2, 3, 10].

3. Algorithm for determining the prescription
of the formation of damage to the internal
organs of a person

The criterion for detecting the interval for determining
the prescription of damage formation is the time interval (t)
of a continuous linear change in the magnitude of the statistical
moments of the 1st — 4th moments (Z;-1,3.4), Characterizing
the distribution of optical-anisotropic parameters (birefringence,
LB) histological sections, which provides an analysis of the
morphological structure of various biological tissues [4, 5, 10].

The scheme of algorithmic determination of the prescription
of damage to internal organs is shown in Fig. 1.

Z A

o (0) -

AI
rﬂ 1‘1 Is
\ J - T

1.2

Fig. 1. Scheme of algorithmic determination of damage age: 71 — time of the
beginning of measurements of the magnitude of statistical moments of the 1st — 4th
orders Z®; z, — completion time of the linear change in the magnitude of statistical
moments of the 1st — 4th orders Z{®; 7, — unknown time of occurrence of damage;
» — time dependence slope Z;”

An analysis of the algorithmic scheme (Fig. 1) revealed the
following relationships for determining the prescrlptlon (time 1)
of damage to human internal organs with an accuracy At

_ (7@ (0)) _T2—T
T= (Zi —Z )z.(zz)—zf(l) ®)

Here z{® is the value of the statistical moment calculated
for the polarization-tomographic map of linear birefringence LB
of the histological section of intact biological tissue [1, 8, 13].

4. Analysis and discussion of experimental data

4.1. Myocardium

The following groups were formed (control of those who died
from coronary heart disease (CHD)) and experimental (with
different duration of damage t") samples of histological sections
of the human myocardium and lung tissue — table 2.

Table 2. Characteristics of the objects of study

Groups

Control Experienced with different prescription damage, hours

Died from CHD 1 6 12 18 24 48 72 96 | 120

(number of n= | n=]|n=|n=] n=|n=]|n=| n= n=
samples n = 21) 21 21 21 21 21 21 21 21 21
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Within each of the groups of histological sections:

e maps of linear birefringence were determined LB,

e statistical moments of the 1st — 4th orders (Zi-=1234),
characterizing the distribution of the quantity LB was
calculated,

e was determined within the framework of the control
and the totality of experimental groups, the average value
and the error of the value of each of the statistical moments
of 1-4 orders,

e algorithmically (formula (1)) the age of damage was
calculated — 7.

Fig. 2 shows the coordinate distributions ((1) - (3))
of the magnitude of linear birefringence (LB) of histological
sections of the myocardium of the dead from the control group (1),
experimental groups with different duration of damage (6 hours —
(2)) and (18 hours — (3)).

x10° X103
2 WP 2

(3)
Fig. 2. Coordinate distributions ((1)—(3)) of the linear birefringence of histological

sections of the myocardium of the dead from the control group ((1)), research groups
with different damage duration (6 hours — (2)) and (18 hours — (3))

Table 3. Time dynamics of changes in statistical moments of 1-4 orders
characterizing the distribution of the magnitude of linear birefringence (LB)
of histological sections of the myocardium

IAPGOS 4/2022 33

and a statistically significant change (p < 0.05) of the Eigen values

of the linear birefringence LB:

e 1st order statistical moment (average Z;) — 48 hours and 1.23,

e 2nd order statistical moment (dispersionZ,) — 24 hours and
0.91,

e 3rd order statistical moment (asymmetryZ;) — 72 hours and
1.98,

e 4th order statistical moment (kurtosis Z,) — 72 hours and 2.82.

4.2. Lung tissue

The results of a digital histological study of the degree
of crystallization of lung tissue samples from the experimental (1)
and two control (2), (3) groups are shown in Fig. 3.

Fig. 3. Coordinate distributions ((1)—(3)) of the linear birefringence of histological
sections of the lung tissue of the dead from the control group ((1)), research groups
with different damage duration (6 hours — (2)) and (18 hours — (3))

As in the case of a polarization tomographic study
of myocardial samples, for the obtained data on the optical
anisotropy of lung tissue samples, one can see:

o histological sections of the lung tissue of the deceased from all

the studied groups have linear birefringence — LB # 0,

o the average level and spread of the LB value is 1.2 — 2 times

T, hours 2 [ 4 | 6 [ 12 [ 18 less than the similar parameter of the optical anisotropy
Z, ;10 1.74£0.069 | 1.54%0.058 | 1:118.(?:7 | 1.1240.049 | 0.93+0.038 of the myocardium,
Z, x107 | 1.29+0.055 | 0.97+0.039 | 0.64+£0.028 | 0.41+£0.019 | 0.38+0.018 e with an increase in the time of damage, the average level and

p p < 0.05 p > 0.05 _ _ i

Z. 0.38+0.016 | 0.54+0.023 | 0.71+0.035 | 1.24+0.056 | 1.53+0.069 the rqot mean-square spread of random values of the linear

» <005 birefringence value decrease LB.

Zs 0.25+0.011 | 0.49+0.022 | 0'7:118'8:4 | 121+0.086 | 1.69+0.069 Table 4. Time dynamics of changes in statistical moments of 1-4 orders
Th’;urs 2 I 8 /2 72' I % I 120 characterizing the distribution of the magnitude of linear birefringence (LB)
7, x10" | 0/78£00085 | 05120022 | 0520021 | 049+0,022 | 0.48+0.021 of histological sections of the lung tissue

p p < 0.05 p > 0.05 T, hours 2 | 4 | 6 | 12 | 18
7, x10" | 0.38+0.017 | 0.35+0.016 | 0.33+0.017 | 0.34+0,018 | 0.3310.016 Z,x101 | 058+0.024 | 053+0.021 [ 0.48+0.029 | 038+0.017 [ 0.28+0.015

p p < 0.05 p > 0.05 p p < 0.05

z 16540071 | 20150002 [ 286%04051] 220+011 | 2.28+0.12 7,101 | 03940019 [ 033+0.013 | 0.2740.014 | 021+0.014 | 0.15+0.007

P p < 0.05 p > 0.05 <005

Z, 2.02+0.099 | 2.59+0.12 | 3.07+0.14 | 3.13+0.15 | 3.09+0.14 P p =0

p <005 p > 0.05 Zy 143+0.065 | 1.64+0.077 | 1.83+0.081 | 211+0.099 | 2444011

P p < 0,05
. . . Z 1.774£0.073 | 2.01+0.098 | 2.19+0.105 | 2.68+0.12 | 3.21+0.14
From the analysis of the data obtained, it can be seen: » | | p < 0.05 | |
e histological sections of the myocardium of the dead from all T, hours 24 | 48 72 [ 96 \ 120
the studied groups have linear birefringence — LB #0, Z,x101 | FOA820008 |0 g;ﬁo-o"ﬁ 0.12+0.007 | °-13i§-g§8 | 0-1240007
. - - - 1 p < 0. p > 0.
e with an increase in the time of damage, the average Ievel_ and Z,x107 | 0.12£0.005 | 0.15+0.008 | 0.13£0.007 | 0.14£0.008 | 0.13%0.007
the root-mean-square spread of random values of the linear » p <005 p > 0,05
birefringence value decrease LB. 2 2.8240.13 | 3.19%0.15 | 357£046 | 345+016 | 349017
p p < 0.05 p > 0.05
. - - Z 3.63£0.17 | 4.06+0.19 | 4784021 | 4.66+0.21 4774021
Table 2 illustrates the time dependences of the set of statistical p“ * | 5 j, 05 | £ T >‘005 -

moments of 1-4 orders characterizing the coordinate distributions
of the LB value of histological sections of the myocardium
of the dead.

Dynamic ranges were established, as well as diagnostic
sensitivity to the prescription of myocardial damage of statistical
moments of the 1st—4th orders (Z;- 1..3.4) With subsequent linear
time intervals (highlighted in color — table 1; « = const — Fig.1)

The revealed differences between the maps of linear
birefringence of the myocardium and lung tissue can be attributed
to the fact that the cardiac muscle is formed by spatially structured
networks of myosin fibrils, which form a significantly higher level
of structural anisotropy compared to the parenchyma structure
of lung tissue.
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Table 4 illustrates the time dependences of the value of the set
of statistical moments of 1-4 orders, characterizing the distribution
of the LB value of histological sections of the lung tissue
of the dead.

From the analysis of data from digital polarization
tomographic histology of lung tissue samples from the control
group and experimental groups with different duration of damage,
the following diagnostically relevant linear time intervals
and ranges of changes in the magnitude of statistical moments
of 1-4 orders of magnitude were established:

e 1st order statistical moment (average Z,) — 48 hours and 0.45,
e 2nd order statistical moment (dispersion Z,) — 24 hours

and 0.27,

e 3rd order statistical moment (asymmetry Zz) — 72 hours

and 2.14,

e 4th order statistical moment (kurtosis Z,) — 72 hours and 3.01.

5. Time intervals and accuracy of digital
histological determination of damage
age by polarization tomography

The time intervals and accuracy of determining
the prescription of damage to the myocardium and lung tissue
by the method of polarization tomography digital histology
are presented in table 5.

Table 5. Time intervals and accuracy of the polarization mapping method for linear
birefringence maps

Samples Myocardium Lung tissue
Statistical moments Interval, Accu_racy, Interval, Accu_racy,
hours min. hours min.
Average 1-48 35
Dispersion 1-24 35
Asymmetry 1-72 25
Kurtosis 1-72 25

6. Conclusions

1. The main interrelations between temporal changes
in the statistical structure of topographic maps of the degree
of crystallization of histological sections of the myocardium
and lung tissue and variations in the magnitude of statistical
moments of 1-4 orders that characterize them are revealed.

2. The time ranges of linear changes in the magnitude
of statistical indicators of the tomography technique of digital
histology and the accuracy of determining the age of damage
were established:

e average, dispersion — 24-48 hours, accuracy 35 min. —
45 min.,

e asymmetry, kurtosis — 72 hours, accuracy 25 min. — 35 min.
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ANALYSIS OF UPPER RESPIRATORY TRACT SEGMENTATION
FEATURES TO DETERMINE NASAL CONDUCTANCE

Oleg Avrunin®, Yana Nosova', Nataliia Shushliapina?, Ibrahim Younouss Abdelhamid®,
Oleksandr Avrunin', Svetlana Kyrylashchuk®, Olha Moskovchuk®, Orken Mamyrbayev®

!Kharkiv National University of Radio Electronics, Kharkiv, Ukraine, 2Kharkiv National Medical University, Kharkiv, Ukraine, *Vinnytsia National Technical University,
Vinnytsia, Ukraine, “Vinnytsia Mykhailo Kotsiubynskyi State Pedagogical University, Vinnytsia, Ukraine, °Institute of Information and Computational Technologies
of the Kazakh National Technical University named after K. I. Satbayev, Almaty, Kazakhstan

Abstract. The paper examines the features of segmentation of the upper respiratory tract to determine nasal air conduction. 2D and 3D illustrations
of the segmentation process and the obtained results are given. When forming an analytical model of the aerodynamics of the nasal cavity, the main
indicator that characterizes the configuration of the nasal canal is the equivalent diameter, which is determined at each intersection of the nasal cavity.
It is calculated based on the area and perimeter of the corresponding section of the nasal canal. When segmenting the nasal cavity, it is first necessary
to eliminate air structures that do not affect the aerodynamics of the upper respiratory tract - these are, first of all, intact spaces of the paranasal sinuses,
in which diffuse air exchange prevails. In the automatic mode, this is possible by performing the elimination of unconnected isolated areas and finding
the difference coefficients of the areas connected by confluences with the nasal canal in the next step. High coefficients of difference of sections between
intersections will indicate the presence of separated areas and contribute to their elimination. The complex configuration and high individual variability
of the structures of the nasal cavity does not allow segmentation to be fully automated, but this approach contributes to the absence of interactive
correction in 80% of tomographic datasets. The proposed method, which takes into account the intensity of the image elements close to the contour ones,
allows to reduce the averaging error from tomographic reconstruction up to 2 times due to artificial sub-resolution. The perspective of the work
is the development of methods for fully automatic segmentation of the structures of the nasal cavity, taking into account the individual anatomical
variability of the upper respiratory tract.

Keywords: aerodynamics of nasal breathing, nasal cavity, tomographic reconstruction, segmentation, upper respiratory tract, air conduction

ANALIZA CECH SEGMENTACJI GORNYCH DROG ODDECHOWYCH W CELU OKRESLENIA
PRZEWODNICTWA NOSOWEGO

Streszczenie. W pracy przeanalizowano cechy segmentacji gornych drég oddechowych w celu okreslenia powietrznego przewodnictwa nosowego.
Przedstawiono zdjecia 2D i 3D procesu segmentacji oraz uzyskanych wynikéw. Podczas formowania analitycznego modelu aerodynamiki jamy nosowej
glownym wskaznikiem charakteryzujqgcym konfiguracje kanatu nosowego jest ekwiwalentna srednica, ktorq wyznacza si¢ na kazdym skrzyzowaniu jam
nosowych. Jest ona obliczana na podstawie pola powierzchni i obwodu odpowiedniego odcinka kanatu nosowego. Podczas segmentacji jamy nosowej
w pierwszej kolejnosci nalezy wyeliminowaé struktury powietrzne, ktére nie wplywajg na aerodynamike gérnych drdg oddechowych — sq to przede
wszystkim nienaruszone przestrzenie zatok przynosowych, w ktorych dominuje rozproszona wymiana powietrza. W trybie automatycznym jest to mozliwe
dzigki eliminacji niepolqczonych izolowanych obszaréw i znalezieniu, W kolejnym kroku, wspétczynnikow réznicy obszarow polgczonych konfluencjami
z przewodem nosowym. Wysokie wspotczynniki réznic przekrojow pomiedzy skrzyzowaniami bedg wskazywaly na obecnosé¢ wydzielonych obszaréw
i przyczyniq sie do ich eliminacji. Zlozona konfiguracja i duza zmiennos¢ osobnmicza struktur jamy nosowej nie pozwala na pelng automatyzacje
segmentacji, jednak takie podejscie przyczynia si¢ do braku koniecznosci interaktywnej korekcji w 80% zestawow danych tomograficznych.
Zaproponowana metoda, uwzgledniajgca intensywnosc elementow obrazu znajdujgcych sie blisko konturu, pozwala na nawet 2-krotne zmniejszenie bledu
usredniania z rekonstrukcji tomograficznej, wynikajacego ze sztucznej subrozdzielczosci. Perspektywg pracy jest opracowanie metod w pelni
automatycznej segmentacji struksur jamy nosowej z uwzglednieniem indywidualnej zmiennosci anatomicznej gérnych drég oddechowych.

Stowa kluczowe: aerodynamika oddychania przez nos, jama nosowa, rekonstrukcja tomograficzna, segmentacja, gérne drogi oddechowe, przewodzenie powietrza

at this stage the task of adding functional information to the results
of computed tomography examinations [17, 23, 31]. For this,
it is necessary to clearly define the configuration of the airways
of the nasal cavity and build an aerodynamic model of the air flow
during breathing on its basis [10, 24]. The design of aerodynamic
models for channels with a complex configuration always involves
the precision determination of the geometric shape of their walls,
in particular, this applies to biological objects with high
anatomical variability. Therefore, an urgent task is to study the
peculiarities of the segmentation of the upper respiratory tract
sections according to computer tomography data.

Introduction

Over the past 20 years, evidence-based medicine approaches
have been established in the treatment and diagnostic procedures.
Such evidentiary studies are based on the objectification
of application based on quantitative instrumental methods and
statistically reliable results. Thus, given the lack of hard standards
for medical data, there are still many unsolved questions about the
reliability of the obtained results, especially when conducting
functional studies. One of the main tasks of modern medicine is to
determine the dependence between the anatomical and functional

properties of organs and their respective individual variability.
In rhinology, such studies are conducted to analyze the functional
indicators of nasal breathing and the architecture of the upper
respiratory tract [13]. This is especially important when changing
the configuration of intranasal structures during corrective surgical
interventions to improve nasal air conduction in cases of nasal
membrane distortions, chronic sinusitis, and other nosologies
of functional rhinology [18]. At the same time, mathematical
modeling allows predicting the results of operative interventions
and carrying out their planning in virtual mode.

X-ray computed tomography and its modifications, such
as spiral and cone-beam tomography [7, 18], are the main method
of endoscopic diagnosis of the state of the upper respiratory tract.
Taking into account the relatively small prevalence of the methods
of functional testing of nasal breathing - rhinomanometry, the low
repeatability of data and the absence of clear standards of some
indicators in different conditions, types and methods of research,

The purpose of the work is to study the features of the
segmentation of the upper respiratory tract to determine nasal
conduction.

1. Analysis of literature

Well-known specialists in the field of rhinology [13, 24] are
dedicated to research in the field of nasal aerodynamics in the
diagnosis of diseases of the upper respiratory tract. The latest data
were the study of the characteristics of the nasal cavity using CFD
methods and the verification of modeling results with clinical
signs, as well as the prediction of functional results
in rhinosurgery [8, 9]. The planning approaches of functional
operative rhinosurgical interventions are being improved [20, 27].
The influence of the anatomical structure and changes in the
architecture of the nose on the aerodynamics of the nasal cavity
[11, 28], odontogenic sinusitis [18, 21], and sleep apnea syndrome
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[2, 15], is being investigated. The simulation of the nasal cavity
and the corresponding study of the characteristics of the air flow
during breathing are carried out [6, 22].

Many works [24] are also dedicated to the methods
of functional testing of nasal breathing, in particular to the
methods of front [10, 24] and rear active rhinomanometry, which
allow obtaining data on the coefficient of aerodynamic nasal
resistance in different breathing modes. The principles
of construction of rhinomanometry equipment and features
of its use are considered, in particular, errors in the measurement
of respiratory parameters. Evidential studies of respiratory and
olfactory function are being conducted [5, 12, 29]. The issues
of acoustic rhinometry in the non-invasive determination of the
configuration of the nasal cavity [8, 26, 30] and natural 3D
modeling of the upper respiratory tract [4, 19] and intelligent
analysis of geometric data [14] are also considered. These
approaches make it possible to study the personalized functional
capacity of the upper respiratory tract to pass air in certain
breathing modes, as well as to conduct an analysis of the adequacy
of therapy [8, 27].

In general, the vast majority of approaches to studying the
aerodynamics of the upper respiratory tract are aimed at building
CFD models and their virtual tests. For this, various methods are
used to obtain the configuration of the nasal cavity, such as X-ray
computed tomography (the most common) and other medical
imaging methods, such as acoustic rhinometry. The latter is non-
invasive (does not involve X-ray radiation), but in some cases, due
to overprints, it causes a large error in determining the boundaries
of the airways. In recent years, after the widespread introduction
of 3D prototyping methods, the approach of printing personalized
full-scale models of the nasal cavity and testing them on
aerodynamic stands to determine the corresponding pressure
losses has been adopted. But the high adequacy of full-scale
modeling of the nasal cavity is possible only when printing
models that fully imitate the properties of both the mucous
membrane and the mobile structures of the external nose, which
requires the use of different materials for printing and complicates
the process of making such models. The authors propose a discrete
mathematical model of one-dimensional air flow in the nasal
cavity, which allows analytically and more visually to investigate
the coefficient of aerodynamic nasal resistance in each cross-
section according to its equivalent hydraulic diameter.
The reliability of such simulations, both CFD and natural, depends
on the correct definition of the configuration of the nasal cavity.
However, the peculiarities of creating aerodynamic models of the
upper respiratory tract, the construction of which directly depends
on the accuracy of the presentation of the geometric configuration
of the nasal cavity, remain unsolved issues [1, 3].

Therefore, it is appropriate to consider the features
of the segmentation of the airways of the nasal cavity for the
construction of aerodynamic models for determining nasal
conductivity [28].

2. Materials and methods

X-ray spiral computed tomography SOMATOM + E-motion
of SIEMENS firm (Germany) on the basis of the
Otorhinolaryngology Department of the Kharkiv Regional Clinical
Hospital was used for endoscopic studies. Scanning was
performed parallel to the orbito-meatal line with a step of 1 mm
between slices and a spatial resolution in the slice plane
of 0.4 mm. The raw data were obtained in DICOM format with the
image size of slices 512x512 elements. Next, multiplanar
reconstructions were performed in the frontal plane with a step
of 2 mm parallel to the sections that are perpendicular to the air
flow throughout the nasal cavity during breathing. An analytical
model of one-dimensional air flow in the nasal cavity was used to
build the aerodynamic model.

The error of the tomographic reconstruction on the used
equipment was 0.2 mm (half of the voxel size in the slice plane).
This is approximately 2% of the typical linear size (10 mm)
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of nasal airway cross-sections on most slices. The error in the
frontal reconstruction is 1 mm in the distance between the slices,
the error in the vertical direction is 0.5 mm (approximately 5%
of the measured characteristic size).

Analytical determination of the coefficient of aerodynamic
resistance of the nasal cavity is based on the assumption that
the airways of the nose are considered as two parallel channels.
The total air flow is the sum of the flow through the left Q_ and

right Q. nasal passages, respectively.

Q =Q +Q @
and the pressure drops are the same for the left Ap, and right
Ap, nasal canals.

Ap =Ap,_ =Apg @

At the same time, the nasal cavity is divided into sections that
are perpendicular to the air flow, and the total pressure losses

along the length ZAplL, ZAle and local (r-regional)

Z:AprL , ZAer are the sums of these resistances in each
section. Therefore, in accordance with expression (1), taking into
account the quadratic dependence of the pressure drop Ap on the
air flow rate Q in the turbulent flow regime under most breathing

modes, the pressure drops through each nasal passage will be
determined by the following formulas [6, 7]

Ap, =Qi4 =Y Ap, +ZAPrL =

(©)
:ZXL p(Ij_TLLZQSLz ZiL 252
Apg :QéAR :ZAP| +ZApr =
S &y @
d,. 2S; i 232
where A, , A, are the Darcy coefficients (pressure loss along the
length) for the left and right nasal passages, respectively;
&, » &g are local resistance coefficients for the left and right nasal
passages, respectively;
L , L, are the lengths of the left and right nasal passages,
respectively;
Q,, QR - air flow through the left and right nasal passages,
respectively;
p — air density;
d
passages, respectively, which are expressed for each intersection
of the left and right nasal canals with the planes S, , S, and P,
P, perimeters, respectively, according to the formula, where *
is replaced by L and R

d,_are the equivalent diameters of the left and right nasal

e !

48,
d, = 5
) ®)

A , A, coefficients of aerodynamic nasal resistance for the left

and right nasal channels, which are determined from formulas (3),
(4) and (5) as

L, 1
A 6
AL z L pd 282 Z&"L pzsz ()
)
A= z R p 232 ZéR 232
Figure 1  shows typlcal segmented  cross-sections

of the airways of the nasal cavity with a location near the nose
(Fig. 1a), in the central area (Fig. 1b) and at the exit to the
nasopharynx (Fig. 1c).
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a) b) c)

Fig. 1. Typical segmented cross-sections of the airways of the nasal cavity with the
location: a) near the crown; b) in the central area; c) when exiting the nasopharynx

Based on the fact that in the proposed model it is not possible
to take into account the mutual influence of local resistances, only
the largest of them is determined. The overall coefficient
of aerodynamic nose drag was determined as with the parallel
connection of two air ducts.

3. Results and discussion

From the above formulas (4)-(7) and taking into account the
complexity of the configuration of the air channels of the nasal
cavity in Fig. 1, it is obvious that the accuracy of determining
the coefficients of aerodynamic nasal resistance depends on the
accuracy of determining the parameters of the sections of the nasal
passages, in particular the area and equivalent diameter.
Therefore, special attention is paid to their definition when
creating a mathematical model of the nasal cavity. Segmentation
of the air regions of the upper respiratory tract on tomographic
multiplanar reconstructive slices B(X,Y) is carried out according

to the threshold level T, which corresponds to the air density
in HU numbers, or directly according to the minimum level
of brightness when setting the parameters of the soft tissue
window of tomographic visualization.

F(xy) = {1; B(x,y)<T @

0; Bx,y)>T

where F(X,Y) is the binary characteristic function of air regions

An example of building a binary characteristic function
of air regions for a tomographic section in figure 2a is given
in figure 2b.

Fig. 2. lllustration of the segmentation of the frontal section of the nasal cavity:
a) input tomographic section; b) binary characteristic function of air regions

A three-dimensional visualization of the segmented airways
of the nasal cavity is shown in figure 3. The original image clearly
shows cavities containing air, but not all of them (for example,
paranasal sinuses, conchobuloses) directly affect the aerodynamic
processes in the upper respiratory tract and should be removed
from the model, which will be discussed later. Determining
contours of segmented structures is performed on already obtained
binary images using differential operators

A (L 0). , (01 .
pX_o_l' py__lo ©

or structured elements, or logical conditions of boundary features.
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Fig. 3. Volumetric visualization of the segmented airways of the nasal cavity

A contour segmented image of the right half of the nasal
cavity is shown in figure 4a. Figure 4b shows the corresponding
contour image after thinning the border and removing unnecessary
corner elements of the border according to the illustration

in figure 5.

O

a) b)

Fig. 4. lllustration of the process of contour segmentation of the right half
of the nasal cavity on the tomographic section from figure 2: a) input image after
contour segmentation; b) the corresponding contour image after thinning the border
and removing unnecessary corner elements of the border with designations of areas
belonging to anatomical structures with designations (1, 2, 4 — cells of the clavicle,
3 — fragment of the maxillary sinus; 5 — nasal passage; A — designation of the area in
lower nasal passage, B is the designation of the area in the cells of the ethmoid bone)

A contour model of nasal airway slices is shown in figure 6.

The algorithm for building a the contour model based
on frontal multiplanar tomographic reconstructions is reduced to
the following steps:

e segmentation of air cavities by intensity threshold;

o logical filtering of separate unconnected local disturbances
of a small area and cavities that do not participate
in aerodynamic processes, according to the method
of determining the coefficients of difference of sections
of segmented areas on different sections;

e processing of a segmented image by gradient operators;
morphological post-processing to thin contours and eliminate
discretization errors when determining the perimeter of the
intersections.

As mentioned earlier, the main problem for fully automated
segmentation of such data is that cavities that do not affect nasal
aerodynamics remain in the output images. Their elimination can
be carried out in the following sequential steps: perform multi-
valued segmentation and eliminate unrelated objects (cells of the
ethmoid bone with numbers 1, 2 and maxillary sinus 3) according
to the example in figure 4b. But, if the obtained frontal
tomographic section is located in the plane of the conjuncture
of the parasinus (object 4 in Fig. 4b) and is directly connected
to the airways of the nasal cavity (area 5 in Fig. 4b), then
difficulties arise in its elimination.
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Fig. 5. Schematic illustration of the elimination of unnecessary corner elements
of the border (indicated by hatching)

Performing successive operations of erosion and augmentation
of areas to eliminate the co-mouth may not provide the required
result with certain anatomical features and close values of the
width of the co-mouth and the corresponding section of the nasal
passage, as shown in the example from figures 2 and 4. Therefore,
a differential technique is proposed at the next step, which takes
into account the presence/absence of separate sections of objects
at adjacent frontal intersections. At the same time, the coefficient
of difference is calculated for each averaged section of the
segmented upper respiratory tract for adjacent intersections with
numbers n and n-1

kn = Mn - Mn—l (10)
where M, and M, , are the averaged values of the

characteristic function of image sections at adjacent intersections
with numbers n and n-1, respectively. It is advisable to take
the sizes of the plots as 3x3. Taking into account the absence
of significant changes in the configuration of the nasal passages
during the preliminary elimination of unrelated components
of the paranasal sinuses on most sections, it is possible to deduce
the empirical value of the difference coefficient threshold for areas
that are absent on adjacent sections, which will be 0.25.

Fig. 6. Contour model of sections of the airways of the nasal cavity

An illustration of the values of the coefficient of difference
k for sections A and B at the intersection with number n=24
is shown in figure 7. For the region of the lower nasal passage (A),
the value of the coefficient of difference k is less than 0.25 and the
section is correctly segmented; for the area of the accessory sinus
of the ethmoid bone, the difference will be high (more than 0.9)
due to the absence of the non-connected area of the sinus removed
at the previous stage on the adjacent section. It is advisable
to carry out the above calculations on the data of the binary
characteristic function (Fig. 2b), the sections in Fig. 4b are shown
for clarity. Based on the analysis of 110 tomographic datasets
of the upper respiratory tract, manual actions during segmentation
were performed in 23 cases, which was approximately 20%.
At the same time, the main interactive operations were exclusion
from the configuration of the model of various anatomical
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structures, in most cases — cells of the reticular labyrinth and
correction of fine structures in the area of the upper nasal passage.
With an average width of the nasal canal of about 10 mm, the
spatial tomographic resolution is 0.4 mm, which immediately
provides an error in determining diametrically opposite walls
of about 8%.

k
1.0
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0.6
04

T
0.2

0,0

0 5 10 15 20 25 30 35Rm

Fig. 7. Illustration of the values of the coefficient of difference k for sections A and B
in figure 4, b (n — numbers of frontal intersections)

At the same time, it is expedient to use an algorithm that
artificially increases the resolution by 2 times and performs
manipulations on the image with the intensity of elements at sub-
resolution according to the illustration in figure 8. According to
this figure, at sub-resolution, an image element with intensity
B(X,y), which is in the border region to of a well-defined area

with air, is divided into near (x®,y) and far (x©,y) elements

n

during sub-resolution with the corresponding intensities b(x®,y)
and b(x?,y).

By x Bx,p) x

2] b efes) o) baleis)

RN
a) b)

<@ x ()

Fig. 8. Illustration of obtaining the intensity values of the contour elements
of the image during the sub-resolution procedure ( B(x,y) input intensity of the input

element of the image located in the boundary region to a clearly defined area with
air; sub-resolution into near (x®,y)and (x?,y) far elements with corresponding

intensities b(x®,y) and b(x?,y))

Moreover, the intensity of the subdistinct element close to the
air section will be determined as
1 BXX,y)<T.
b(x9,y) == LV =T (11)
0; B(x,y)>T,

where T, is the threshold intensity value of the input element

of the image, which can be about 18% of the maximum intensity
in the image.

This approach makes it possible to eliminate the error from
averaging during tomographic reconstruction of the image and
increase the accuracy of determining the contour elements of the
image up to 2 times (up to 4 percent). Areas S and perimeters P
for each section of the nasal cavity are determined on the resulting
segmented images for substitution in formulas (3) — (7). The area
is defined as the sum of all values of the binary characteristic
function at the intersection, and the perimeter taking into account

linear n, and diagonally n, located contour elements according
to the formula

P=n+v2-n, (12)
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This allows to reduce the error due to the separate
consideration of the diagonal elements of the rectangular raster.
When determining the area, the relative value of such elements
will be insignificant and their individual contribution can be
ignored. The resulting visualization of the contour at the
intersection of the nasal canal after image processing in figures 2
and 4 is shown in figure 9, a. The initial surface visualization
of both nasal channels is shown in figure 9b.

a) b)

Fig. 9. An example of the segmentation of the contours of the nasal canals:
a) the resulting cross section of the nasal canal after image processing in figures 2
and 4; b) initial surface visualization of both nasal passages

4. Conclusions

When forming an analytical model of the aerodynamics
of the nasal cavity, the main indicator that characterizes
the configuration of the nasal canal is the equivalent diameter,
which is determined at each intersection of the nasal cavity.
It is calculated based on the area and perimeter of the
corresponding section of the nasal canal. When segmenting the
nasal cavity, it is first necessary to eliminate air structures that do
not affect the aerodynamics of the upper respiratory tract — these
are, first of all, intact spaces of the paranasal sinuses, in which
diffuse air exchange prevails. In the automatic mode, this
is possible by performing the elimination of disconnected isolated
areas and finding the difference coefficients of the areas connected
by mouths to the nasal canal in the next step. High coefficients
of difference of sections between intersections will indicate the
presence of separated areas and contribute to their elimination.
The complex configuration and high individual variability of the
structures of the nasal cavity does not allow segmentation to be
fully automated, but this approach contributes to the absence
of interactive correction in 80% of tomographic datasets.
The proposed method, which takes into account the intensity
of the image elements close to the contour ones, allows to reduce
the averaging error from tomographic reconstruction up to 2 times
due to artificial sub-resolution. The perspective of the work is the
development of methods for fully automatic segmentation of the
structures of the nasal cavity taking into account the individual
anatomical variability of the upper respiratory tract.
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THE USE OF Q-PREPARATION FOR AMPLITUDE FILTERING
OF DISCRETED IMAGE

Leonid Timchenko!, Natalia Kokriatskaia®, Mykhailo Rozvodiuk?, Volodymyr Tverdomed®, Yuri Kutaev?,
Saule Smailova®, Vladyslav Plisenko, Liudmyla Semenova', Dmytro Zhuk!

IState University of Infrastructure and Technology, Kyiv, Ukraine, 2Vinnytsia National Technical University, Vinnytsia, Ukraine, °*D.Serikbayev East Kazakhstan State
Technical University, Ust-Kamenogorsk, Kazakhstan

Abstract. The article was aimed at improving the amplitude filtering process of the sampled image through the use of generalized Q-preparation.
The existing correlation algorithms for image preprocessing were analyzed and their advantages and disadvantages were identified. The process
of amplitude filtering and the main methods of preprocessing with such filtering were considered. A method of amplitude filtering of images based
on the generalized Q-transformation with the use of sum-difference preprocessing of images has been developed. The efficiency of this method
was analyzed, and a variant of the scheme for the corresponding preprocessing of images was proposed. The efficiency of the method was confirmed
by computer simulation.

Keywords: amplitude filtering, generalized Q-preparation, correlation algorithms

ZASTOSOWANIE Q-PREPARACJI DO FILTROWANIA AMPLITUDOWEGO
ZDYSKRETYZOWANEGO OBRAZU

Streszczenie. Artykul mial na celu usprawnienie procesu filtrowania amplitudy zdyskretyzowanego obrazu za pomocg uogdlnionej Q-preparacii.
Przeanalizowano istniejgce algorytmy korelacji do wstgpnego przetwarzania obrazu i okreslono ich wady i zalety. Oméwiono proces filtracji amplitudowej
oraz glowne metody wstepnego przetwarzania z takq filtracjq. Opracowano metodg filtrowania amplitudowego obrazow w oparciu o uogolniong
transformacje Q 7 wykorzystaniem wstepnego przetwarzania obrazéw na podstawie réznic sumy. Przeanalizowano skutecznosé tej metody
i zaproponowano wariant odpowiedniego schematu wstepnego przetwarzania obrazu. Skutecznos¢ metody zostala potwierdzona symulacjg komputerowg.

Stowa kluczowe: filtrowanie amplitudy, uogélniona Q-preparacja, algorytmy korelacji

Introduction

Pattern recognition is a relevant and promising area
of information technologies, the scope of its application
is expanding every year. In turn, recognition has separate tasks
that must be solved in order to obtain the most accurate result.
This includes the recognition [2, 11, 13] process itself, image
preprocessing for detecting and eliminating interference, dividing
image into segments, real-time recognition, etc. One of the urgent
tasks in the field of pattern recognition is the task of creating
correlation systems for automatic measurement of coordinates
[5, 6]. In such systems, the functional of linking the current image
and the reference image is calculated, as well as the coordinates
of the extremum of this functional are determined. Among
the advantages of such systems is the fact that they provide
the ability to work in conditions of great uncertainty in the noise-
signaling environment and provide resistance to the influence
of decorrelating factors. Such factors can be: noise, uneven
sensitivity, geometric distortions of the video sensor, errors
in analog-to-digital conversion, etc [1, 7, 9].

Thus, the development and improvement of such systems
makes it possible to recognize signals or images more accurately
due to filtering under the influence of various environmental
noises. The existing methods have their drawbacks, which can be
eliminated using the method presented in the article, namely,
using amplitude filtering using Q-preparation [3, 6, 8].

1. Analysis of literature data and problem
statement

Modern image recognition systems are characterized by work
in a difficult jamming environment. When designing such
systems, can often encounter the problem of detecting signals
in noise when their characteristics are not known in advance or are
subject to changes. Signals in such systems are functions of two
spatial coordinates and time and are called images. Correlation
algorithms are very often used in such problems; the physical
meaning of correlation processing in this case consists
in combining images.

There are many correlation algorithms [1, 10, 17], the main
ones are:
optimal spatial filtration,
background correlation,
binary correlation,
correlation of conversion factors,
optical matched filter,
three-dimensional correlation,
combination of relative information vectors,
combination of structural models.

With optimal spatial filtering, images are filtered to optimize
registration. Optimal filters are constructed using typical images.
The advantages of this method are the increased ratio of the main
peak of the correlation function to the side lobes, the homogeneity
of the side lobes, and the possibility of an analytical description.
At the same time, the disadvantages of this method are that
it is based on the knowledge of the gray level of the image,
and the design of the filter requires the estimation of noise
statistics [15].

Background correlation is a real correlation using the inverse
Fourier transform of the mutual energy spectrum of the phase. The
advantages of this correlation method are: sharp correlation peaks,
implementation efficiency, and lack of sensitivity to narrowband
noise. However, the method requires prediction of the gray level
of the images and requires a broadband image plot [4, 16, 19].

For binary correlation, images are preliminarily converted into
binary form. The method provides an efficient implementation
and desensitization to errors in gray level prediction. In this case,
the information content of the images decreases due to the
transition to binary images, and there is a need to implement
the prediction of the gray level of images.

The correlation of transform coefficients provides processing
using the algorithm of the minimum absolute difference of the
Hadamard coefficients of the reference and current images.
Due to this, an increase in the sharpness of the peak and a decrease
in sensitivity to noise are achieved. In this case, the method
requires prediction of the gray level and gives an increase
in the amount of computation [18].
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An Optical Matched Filter is an analog matched filter using
coherent light processing. The method provides almost
instantaneous correction, has an extremely large amount
of memory, and implements parallel processing of several
reference images. The disadvantages are that it is based on gray
level prediction, with the processing flexibility being limited
by the hardware implementation [7, 20, 21].

Three-dimensional correlation combines a three-dimensional
target model and active rangefinder data. No gray prediction
is required here. The method can take into account all possible
approaches to the approach and is insensitive to deliberate changes
in target attributes. However, it requires a range sensor
and a significant amount of computation.

The alignment of relative information vectors is based
on maximizing the number of corresponding information-relative
vectors. No gray prediction is required here. The method includes
three-dimensional objects and is insensitive to contrast inversion.
The disadvantage is that you need to implement feature extraction,
the method is sensitive to noise, and the analytical description
is difficult [6, 14].

When structural models are combined, feature models (lines,
segments, tops, spots) are combined. The method does not require
prediction of gray levels, is insensitive to contrast inversion,
and has minimal memory requirements. However, it is necessary
to implement feature extraction, the method is sensitive to noise,
and the analytical description of the characteristics is difficult.

The classical algorithm for correlation image processing
is understood as the calculation of a cross-correlation function
or a convolution-type integral with the subsequent search
for the maximum of this function. The disadvantage of the
classical algorithm is a large amount of computation, since
the calculation of the cross-correlation function is performed for
all possible relative shifts of the processed images [1, 23].
Moreover, if the dimensions of the image are equal to MxM,
NxN, then the number of points for which the correlation function
is calculated is(N — M + 1)2. This number is usually significant.

In the process of preprocessing a sampled image, the most
important task is to filter the amplitude and geometric noise [1],
which are the result of external and internal noise influences
on the processes of formation, registration, transformation and
transmission of sampled images.

Amplitude noise distorts the value of the samples in the image
of an object, while geometric noise changes the number and
location of the samples associated with this image, i.e. samples
exceeding, for example, the general signal detection threshold [1].
For each of these types of noise, there are separate methods
for preprocessing (filtering) images.

In a number of applied problems of the theory of pattern
recognition, preprocessing methods are used based on the
formation of a difference image with its subsequent threshold
preprocessing: delta modulation [1, 13], generalized contour
preparation, contouring [7, 12], etc. All of them lead to an increase
in the noise level of the transformed Images.

There are also heuristic preprocessing methods, their essence
lies in the summation of local groups of samples of the converted
image. But there are problems with their implementation. The first
is to combine the operations of nonlinear difference of image
preprocessing and averaging of local groups of samples to reduce
image noise. The second problem is the creation of a processor
element with a universal structure for a homogeneous processor
environment, which will be suitable for performing sum-
difference preprocessing operations. The last problem is related
to determining the optimal sizesP,,; X q,p: @ local group
of image samples, averaged according to heuristic-type smoothing
algorithms [8, 9], or a preprocessing algorithm using the partial
Q-summation method.

Thus, the analysis shows that the existing methods
of correlation are processing and image preprocessing have
a number of disadvantages. This article proposes a method
for amplitude filtering images to help avoid them [10, 22].
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2. The purpose and objectives of the study

The article is focused on the development of a method
for amplitude filtering of images. The proposed method uses
a generalized Q-preparation, previously passed the sum-difference
preprocessing of the type H¢, Hy or He,H; (3 QA-processing
and Y; QV-processing, respectively).

To achieve this goal, it is necessary to consider the process
of amplitude filtering of images, existing preprocessing methods
for amplitude filtering, select one of them and develop
an appropriate filtering method using generalized Q-preparation.

3. Materials and research methods

Amplitude filtering of a sampled image is a transformation
of the amplitude of the central sample of a local group of samples
according to the sample mean value of the amplitude
of the sample of this group.

In accordance with this, the following preprocessing methods
are used:

e averaging over the neighborhood of the elements,

o differential preprocessing in the neighborhood of elements,

e sum-difference  preprocessing in the neighborhood
of elements.

3.1. Averaging over the neighborhood
of the elements

Spatial decorrelation of noise makes it possible to use
efficient, easy-to-implement algorithms for averaging over
the local neighborhood of elements based on the convolution
of the original image G(m,n) = {gmn} where m=0,1,...,
M, =0,E; and n=0,N; with array H(a,c)={hs.}, Where
lal <K, >0,[c|<c>0and h,. >0

gm,n = NihZa Zc gm+a,n+cha,c (1)
where Ny =¥, ¥ hg is the normalizing divider to exclude
the shift of the mean value of the samples g, , of the transformed

image G(m,n) = {gmn}-
Most commonly used masks H (a, ¢)[17]
1 11 1 11 ) 1 2 1
[1 1 1] [1 2 1] 'Te [2 4 2] 2)
1 11 1 11 1 2 1

The use of these masks reduces the variance of the additive
normal noise by 9+ 7, respectively, however, complicates
the practical implementation of the filter due to the inclusion in (1)
of samples diagonally located to the sample to be smoothed,
and also due to the inconvenience of dividing by 9 for mask (2)
when using traditional binary or binary-decimal system of coding
image samples. In addition, these masks do not provide
suppression of local noise spikes.

Therefore, the smoothing algorithm includes the following

procedure
~ _ {gm,n: |gm,n
gm,n - -
Imn |gm,n

_g_m,nl <e¢
_g_m,nl > €

@
where:
Gmn = %Za YeImran+c(a,c) #(0,0), >0 for example,

does not exceed i of the maximum possible value of g,, ,.
Given the above, it seems appropriate using simpler
smoothing masks as follows kind:
010 01 0
[1 1 1] ll 0 1] 4)
01 0 010
In this case, along with the limiting simplification of practical
implementation, the deterioration of smoothing to ~ 2.25 times
(estimated by variance) in comparison with the previously
considered masks can be compensated for by subsequent
processing.
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3.2. Difference preprocessing based
on the neighborhood of elements

Fig. 1 shows the masks corresponding to some currently
widespread types of local difference image preprocessing
by neighborhood 3x3 element. In this case, the differences
in direction, the Laplacian and the gradient for the masks (Fig. 1)
are respectively defined as follows:

A(o'l)gm,n = |(gm—1,n+1 + Imn+1 + gm+1,n+1) -

- (gm—l,n—l + gm,n—l + gm+1,n—1)| (5)
A(1'0)gm,n = |(gm—1,n+1 + 9m-1n T gm—l,n—l) -

- (gm+1,n+1 + gm+1,n + gm+1,n—1)| (6)

1
Agm,n = E(_ Ea Ec gm+a,n+c + ng,n)' (a: C) * (0'0) (7)
Agm,n = (_ Ea Zc Im+an+c + 4'gm,n)' (a' C) * (0:0) (8)
Vdmn = |gm,n - gm+1,n| + |gm,n - gm,n+1| C)
0 -1 0 -1 -1 -1 1 -2 1
[—1 5 —1] [—1 9 —1] [—2 5 —2]
0 -1 1 1 -2 1
a) <)
0 0 0 0 00 O
EETREIE e
-1 0 0 —1 0 —1 00 O
d) 9)
1 1 1 0 -1 -1
o H SLEEE
-1 -1 -1 -1 -1
h) b))
0 -1 0 0 —1 -1 0
[—1 4 —1] [0 —1] [ 4 —1]
0 -1 0 0 -1 0
k) m)

Fig. 1. Local differential processing masks

Note that the quasi-Laplacian masks used here and below
(Fig. 1) differ from the corresponding masks (Fig. 1)
of the mathematical definition of the Laplacian (11)
by the presence of a factor Ni (N, equals 8 or 4) averaging

h

the pairwise differences between the central sample
and the samples corresponding to the coefficients —1 of the filter
of the following masks:

IAPGOS 4/2022

43

Calculation of the quasi-Laplacian according to the mask H4p
is simpler than calculating it according to the masks H;g and Hy4p.
Masks H;gand Hj,p insignificantly, no more than 1.25 times,
increase the noise variance; therefore, their use is advisable
for low-noise images. Similarly to the masks of the quasi-Placian,
we introduce the masks of the quasi-gradient Hgg, Hgap and Hgyp:

1 1 1 L 0 1 0 ) 1 0 -1
4[1 0 —1]_ 5[1 0 —1]_ 5[0 0

-1 -1 -1F 0o -1 oY 0 0
HGS HG4—P HG4D

Calculating the quasi-gradient according to the mask Hgyp
is simpler than calculating it according to the masks Hgg
and Hgyp-

1

(1)

3.3. Sum-difference preprocessing
by the neighborhood of elements

For noisy images, before calculating the quasi-Placian
or quasi-gradient, it is advisable to pre-smooth the noise with

appropriate masks:
] [0 1 0] [1 0 1]

1 1 1
[1 0 1
1 1 1
HC4—P HC4-D
Let us fmd a reductlon in image noise by sequentially
applying one of the smoothing masks (14) and one of the
differential preprocessing masks (12) or (13). For this, consider
the neighborhood 5x 5 elements mn-th image element, which
corresponds to a set of readings {qm+an+c} @ = =2.2, c = =2.2.
As an example, consider the sequential application of masks Hg
and Hyg:

qm+a1 n+cl —

01 0
1 01

1 0 1

0 0 O (12)

Zaz Zcz Am+a,+an+c’ hcs,al+az,cl+cz ’

a, =-11,¢c,=-1.1 (13)
The equivalent calculation mask according to (15) is shown

in Fig. 2.
Equivalent computation masks for other possible

combinations of smoothing masks and differential preprocessing
masks are shown in Fig. 2 and Fig. 3, and the corresponding
coefficients for reducing the noise variance in table 1 and 2.

J-r -1 -1 To simplify the analysis, Fig. 2, 3 empty spaces are left
-1-1 8 -1| =|- —1 in place of mask coefficients with zero values.
ler -1 b ! —1/ (10
HLS HL4P HL4D
—1 -2 -3 -2 -1 -1 -1 -1 ] -1 -1 -2 -1 -1
11-2 6 4 6 -2 -1 2 2 2 -1 ¢|-1 4 2 4 -1
—|1-3 4 -6 4 -3 5|-1 2 -4 2 -1 z5|-2 2 -4 2 =2
2 6 4 6 -2/ %1 2 2 2 -1 ¥|-1 4+ 2 4 -1
l—1 -2 -3 -2 -1 -1 -1 -1 E -1 -1 -2 -1 -1
a) (Hcg, Hig) b) (Hcg, Hpap) ¢) (Heg, Hap)
[ -1 -1 -1 -1 ] -1 -1
-1 2 6 2 -1 4 -2 4 -2 11-1 4 2 4 —1]
=!/-1 6 -4 6 -1l —I-1 4 -4 4 -1 — 2 2
32 -1 2 6 2 -1 16 -2 4 =2 16[—1 4 2 4 —1J
L -1 -1 -1 -1 E -1 -1
d) (HC4P' HZS) 6) (HC4—P' HL4-P) f) (HC4-P'HL4-D)
—1l -1 -2 -1 -1 -1 -1 -1
-1 8 -2 8 -1 [ —1] 1 [ 4 ]
=1-2 -2 -4 -2 =2 2 —1-2 -2
32 -1 8 -2 8 -1 —1J 16[ 4 J
t-1 -1 -2 -1 -1 -1 -1 -1 -2 -1

9) (Heap, Hig)
Fig. 2. Equivalent computation masks for possible combinations of smoothing masks and
Table 1. Combinations of masks and dispersion reduction factors

h‘) (HC4-D’ HL4P)

) (HC4DrHL4D)
masks of differential preprocessing

Combination Heg Heg Heg Heap Heqp Heqp Heyp Heyp Heyp

of masks Hpg Hiap Higp Hyg Hiqp Hyap Hig Hiap Hpap
Dispersion

reduction 11.91 11.07 8.26 5.45 2.56 291 8.26 10.67 2.56
coefficient
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1 2 3 2 1 -1 1 1 1 ot -1 -1
" [2 2 2 2] 111 2 -1 1 -1
—|3 3 —|1 1| =2 2 2 -2
32[2 -2 -2 zj 1614 -2 —1j 1614 -1
1 2 3 2 1 -1 -1 -1 11 -1 -1
a) (HCSIHGS) b) (HCBI HG4P) C) (HC8'H64D)

. 11 1 1 1 1 -1
1 2 2 ' - 2 1[1 2 -1
—l1 -1l =l1 -1 = -2
321 4 2 —2 1| 8 -2 814 -1

L -1 -1 -1 -1 | -1

d) (HC4P'HG8) e) (HC4P' HG4P) f) (HC4P' HG4D)

101 2 1 17 [ 1 1 1 1 -1
1 ~1| 4|1 -1 1[2 ,
16| , | 8y ] |

1 -1 —2 -1 -1l L 4 IR B P 1

9) (Heap, Heg)

h) (HC4DrHG4—P)

1) (Heap, Hgap)

Fig. 3. Equivalent computation masks for possible combinations of smoothing masks and masks of differential preprocessing

Table 2. Combinations of masks and dispersion reduction factors

Combination | Hcg Heg Heg Heap Heap Heap Heap Heap Heap

of masks Hgg Hgyap Hggp Hgg Heap Hgap Hgg Hgap Hgyp
Dispersion

reduction 11.64 12.8 9.14 9.14 5.33 4 12.8 8 5.33
coefficient

From a comparison of the data table. 1 and 2, it follows that
the combination of masks of local averaging and quasi-gradient
gives, on average, a significantly greater noise reduction than the
combination of masks of local averaging and quasi-gradient. It is
important that the minimum value of the coefficient of variance
reduction for table 2 is =1.6 times higher than its value for table 1
and not less than the value of this coefficient for a separate
smoothing mask (8 — for Heg, 4 - for Heyp OF Heyp).

From the point of view of performing the total-difference
processing of each type, according to table. 1 or 2, in a processor
element with a universal structure, combinations of masks
(Heg,y Hig), (Heap, Hgap), @nd (Heap, Hgap) are attractive, while
preprocessing for the last two combinations of masks is simpler in
practical implementation.

3.4. Amplitude filtering of images using
generalized Q-preparation

Of course, each of the images G,(m,n) be subjected
to a generalized Q-preparation by the method of generalized
Q-preparation (GQP) or partial Q-summation (PQS) [6],
i.e. it does not take into account that this image was obtained
as a result of sum-difference preprocessing.

However, taking into account the total-difference
preprocessing when carrying out a generalized Q-transformation
of an image, in particular, GQP, does not allow obtaining
significant hardware savings without reducing the efficiency
of subsequent processing of the prepared image, for example,
when it is correlated-extreme comparison with the prepared
reference image. In this case, taking into account the total-
difference character of the GQP image converted by the method
G;(m,n) Z € {l,g} and using the concept of local difference
threshold (LDT) (drop detection threshold), generalized
Q-preparation is mathematically described as follows (Tab. 3):
a+’When Gzmin = q
a®, when |gzma| < q (14)

a”,when g;min < —q
where Z € {l,g},8,mn is the readout of the generalized
Q-preparation (GQP) Cz(m,n) = {g,mn} Of the original image
G,(m;n).

A —
gzm,n -

The most compact is GQP, obtained as a result of rank signed
delta modulation [11], for which the following takes place:

at=a,a’=0,a =-a (15)

In this case, according to (19), signals with positive, zero

and negative potential values, respectively, should correspond

to the numbers a*, a® and a™ in the medium for storing the GQP.

3.5. Research results

Let us consider the features of the representation
of the elementary sections of the brightness surfaces by the GQP
of the quasilaplacian and the quasi-gradient (Q, and Qy,
respectively), and it seems expedient to take areas of flat,
cylindrical and spherical surfaces as reference surfaces. In this
case, a flat surface is characterized by the constancy of derivatives
along any two mutually orthogonal directions, a cylindrical
surface is characterized by the constancy of an arbitrary one along
one of two mutually orthogonal directions (which coincides with
the direction of the generatrix of this surface), and a spherical
surface is characterized by the variability of the derivative along
any two mutually orthogonal directions.

Table 3.Values 00 of Qy and Q, of reference surfaces

Surface type Sphere Cylindrical
Countdown Plane ]
GQP convex | concave convex | concave
+0,- +0,- +0, - +0,- +0,-
Qv + - 0 + -
Qa + - 0 + -

The division factor for the intensity of the fiber-optic switch 2
is 2. A variant of the circuit in Fig. 4 b is more preferable in terms
of hardware costs and less complexity of connections between
OPS.

These results were obtained from computer simulations
of the obtained method of amplitude image filtering using
generalized Q-preparation on the developed scheme (Fig. 4).
The system was designed and the corresponding program
was written in the C++ programming language. The program
simulates the operation of the obtained method, using the sum-
difference preprocessing in the vicinity of the elements. Various
local difference thresholds were also used to check performance
of the method. A set of reference images and images from the test
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sample were used. Obtained earlier results were confirmed
by simulation.

To check the effectiveness of the method, the reference
and test images used in the simulation were processed by the main
filtering methods discussed at the beginning of the paper.
In comparison with the developed method, they provide less
processing efficiency, namely, a larger amount of calculations,
require more processing time, and have less system flexibility.

= n
Gy(m,n) G,\[(m-ﬂ) G,,(m,n)
> 3
G(m,n G(m.n) — —..——’-—’

q

< = 9Qe o

Gy(m,n) Gr3(111.11)’_+_‘6 | (lyrl(m.n)
> >

== n
G,(m,n G, ,(m,n) G, (m,n)
J) ) 6 Al o 5 Al _
b) G(m CY
G,(m,n)

n
G,5(m,n)

Fig. 4. Option of two-channel image preprocessing: 1, 3-7 — homogeneous
processing environments for averaging, calculating Q, and Q, OQP, respectively;
2 — fiber optic switch

The use of other preprocessing methods for generalized
Q-preparation of images was discussed above and confirms
that the most effective for that purpose will be the sum-difference
preprocessing using the local difference threshold.

The figure 5 shows an example of comparing two biomedical
images over time using the proposed method.

) ﬁ W-spectrum image comparator e [m} X

‘ Load image | ‘

|

|

|

| Select area
|

| Compare
|

|

|

TML

. !

ﬁ’ W-spectrum image comparator = [m}

X

Load image ‘

Select area

U

Compare

Images are 74 % similar

Fig. 5. Comparing two biomedical images over time
3.6. Discussion of the results

The convenience of entering the characteristics Q, and Qy
is explained by the properties of their local isotropy,
that is, regardless of the direction when processing in a 3x3
window. Therefore, with GQP Q, and Qy in the learning process,
there are no stages of optimization in terms of the magnitude
and direction of the rank vector [1], which achieves a significant
saving in time and hardware costs. At the same time, the adaptive
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properties of preprocessing to the information problem being
solved remain high, both due to varying the value of LRS q,
and due to the possibility of using the methods of generalized
Q-transformation at the following levels of representation Qa
and Qy the processed luminance image.

4. Conclusions

The article considered the recognition of sampled images
in conditions of noise in the image. The analysis of the
corresponding correlation preprocessing algorithms was carried
out and their advantages and disadvantages were presented.
Methods for filtering amplitude noise were considered
and, accordingly, the goal and objectives of the study were set.
The methods of preprocessing with amplitude filtering were
considered. On their basis, using a generalized Q-preparation,
an amplitude filtering method with a sum-difference image
preprocessing was developed. Also was suggested the scheme
of two-channel image preprocessing based on the developed
method and was carried out computer simulation, which
confirmed good performance and effectiveness of the method.
The resulting method has a number of advantages. It provides
significant savings in time and hardware costs due to the lack
of optimization stages in terms of the magnitude and direction
of the rank wvector. Also, the high adaptive properties
of preprocessing to the information problem being solved
are preserved. Thus, the obtained method can be used
for preprocessing discretized images when carrying out their
amplitude filtering, while increasing the recognition efficiency.

The implementation of the Q-preparation principle
is described in [15, 16, 19].
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INFORMATION MODEL OF THE ASSESSMENT OF TOURISM SECTOR
COMPETITIVENESS IN THE CONTEXT OF EUROPEAN INTEGRATION
POLICY

Iryna Prychepa’, Oksana Adler?, Liliia Ruda®, Olexander Lesko', Zlata Bondarenko', Lee Yanan®,
Dinara Mussayeva®

Vinnytsia National Technical University, Department of Economic Enterprise and Production Management, Vinnytsia, Ukraine, ?Institute of Economics CS MES RK, Almaty,
Kazakhstan

Abstract: The aim of this paper is to identify the main problems and prospects of tourism growth in Ukraine including international experience
in the context of deepening of the integration connections. The paper studied the main trends and characteristics of the tourism industry development
in Ukraine in the context of European integration, describe the state, structure, dynamics of the relevant indices of the tourism sector in Ukraine,
monitored the relationships and dependencies, determined the correlation factors. Main practical directions of the domestic tourism growth were
determined. Determined the place of Ukraine in a highly competitive European tourism market. In addition, the paper made significant theoretical and
practical contribution to overcome main problems associated with the characteristic feature of the tourist complex of Ukraine. The results of research
identified the main problems of the development of the tourism sector of Ukraine, as well as highlighted the potential prospects for tourism development,
taking into account the conditions of European integration.

Keywords: tourism industry, growth, assignment, development, information model

MODEL INFORMACYJNY OCENY KONKURENCYJNOSCI SEKTORA TURYSTYCZNEGO
W KONTEKSCIE POLITYKI INTEGRACJI EUROPEJSKIEJ

Streszczenie: Celem pracy jest okreslenie glownych problemow i perspektyw rozwoju turystyki na Ukrainie z uwzglednieniem doswiadczen
miedzynarodowych w kontekscie poglebiania powiqzan integracyjnych. W pracy zbadano gléwne trendy i cechy rozwoju branzy turystycznej na Ukrainie
w kontekscie integracji europejskiej, opisano stan, strukture, dynamike istotnych wskaznikow sektora turystycznego na Ukrainie, monitorowano zwigzki
i zaleznosci, okreslono czynniki korelacji. Wyznaczono glowne praktyczne kierunki rozwoju turystyki krajowej. Okreslono miejsce Ukrainy na wysoce
konkurencyjnym europejskim rynku turystycznym. Ponadto, praca wniosta istotny wkiad teoretyczny i praktyczny do przezwycigzenia giownych problemow
zwigzanych z cechami charakterystycznymi kompleksu turystycznego Ukrainy. Wyniki badah okreslily glowne problemy rozwoju sektora turystycznego

Ukrainy, jak rowniez podkreslily potencjalne perspektywy rozwoju turystyki, biorgc pod uwage warunki integracji europejskiej.

Stowa kluczowe: branza turystyczna, wzrost, destynacja, rozwdj, model informacyjny
Introduction and literature review

The socio-economic and cultural development of the country,
the formation of its attractiveness and providing high
competitiveness on the world stage is impossible without
the development of the tourism industry, which is an integral part
of the socio-economic and international policy of the country
in modern conditions.

Nowadays, the tourism business is one of the most dynamic
and a profitable sector of the world economy and it demonstrates
rapid growth and provides high potential benefits for the country.
The tourist sphere affects directly the general state and trends
of the world economy, promotes acceleration of comprehensive
development. According to the World Tourism Organization [19],
the contribution of the tourism industry to the global gross
domestic product is 10%. In addition, tourism contains 7%
of world export of goods and services in general and 30% of world
export of services in particular. In the service sector, which
directly or indirectly relates to tourism, every tenth employee
in the world is engaged [13].

Since tourism is connected with more than 50 industries,
its development promotes employment growth, diversification
of the national economy, development of cultural potential,
preservation of the natural environment, increases the level
of innovation of the national economy also promotes
harmonization of relations between the different countries
and peoples [9]. Accordingly, the development of tourism should
become a strategic direction of the state policy of any country,
the primary task of which is the introduction of economic
and legal mechanisms for the successful conduct of tourism
business and the development of appropriate infrastructure
in the country.

The state, structure, dynamics of the relevant indices
of the tourism sector in Ukraine and other regions are widely
discussed the mean he scientific literature an did was investigated
in works of Alekseeva N., Drin O. [1], Griko Y. [10], Kifyak V.
[11], Mel'nyk A. [14], Stoyka S. [18], Feodinec N. [8], Shvedun V

[15], Melnychenko O. [15], Baggio R. [4], Cabrini L. [6],
Brandao F., Costa C., Buhalis D. [5], Korzhenko K. [12],
Yurchenko O. [22] and others.

At the same time, the issue of the main problems of tourism
development in Ukraine in the conditions of intensified
competition in  the international  tourism  business,
and the prospects for growth of the tourism sector in Ukraine,
with the allowance for requirements of international experience
and deepening of integration connections is insufficiently studied
and requires further research.

The aim of this study is to identify the main problems
and prospects of tourism growth in Ukraine including international
experience in the context of deepening of integration connections.

1. Materials and methods

The following scientific tasks were identified to achieve
the goal:

1) analyze trends and determine the peculiarities of the
development of the tourism industry in Ukraine under current
conditions,

2) determine the place of Ukraine in a highly competitive
European tourism market,

3) distinguish the main problems of tourism development
in Ukraine in the conditions of intensified competition in the
international tourism business,

4) outline the prospects for growth of the tourism sector in
Ukraine, with the allowance for requirements of international
experience and deepening of integration connections.

Such methods were used to solve the problems set in this
paper: critical analysis and synthesis, induction and deduction,
logical generalization, comparison, graphical and tabular analysis,
etc.

The primary data for the analysis were statistical data
of the Ukraine State Statistics Service, UNWTO data and Eurostat
[7,19].
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After processing the statistical data and table’s correlation,
a qualitative analysis of the relevant indices was conducted.
The collected and processed statistical material as a result
of the analysis enabled to describe the state, structure, dynamics
of the relevant indices of the tourism sector in Ukraine,
monitoring the relationships and dependencies, the correlation
with the factors, determining them.

The results of the statistical analysis allowed identifying
the problem points, the positive aspects and disadvantages
for outlining the perspective directions of the tourism sector
growth in Ukraine.

2. Results and discussion

In the modern world, tourism is a multifaceted phenomenon,
which is closely connected with economics, history, geography,
architecture, medicine, culture, sports, and other spheres of human
life. However, none of them can fully and exhaustively
characterize it as an object of their own research, and none
of the existing socio-economic institutions can solve these
complex problems independently. There are many views
on tourism both in the economy, as well as in the inter-industry
complex or market, where a tourist enterprise produces a tourism
product from various industries [11, 12].

Due to the specific character of its nature, the tourism service
market has a direct economic impact on the development
of the country as a whole, and significantly regulates
the development of such interconnected sectors as transport
and communications, construction, agriculture, production
of consumer goods, estimated by significant multiplicative effect,
acts as a catalyst for socio-economic development, improving
the well-being of the population [12].

The United Nations General Assembly declared 2017
as the International Year of Sustainable Development of Tourism.
The resolution emphasizes the promotion of better common
understanding among peoples around the world, which implies
raising awareness of the great heritage of different civilizations
and ensuring a better understanding of the values inherent
in different cultures, thereby contributing to the consolidation
of peace throughout the world [19].

As a result, 2017 became quite successful for the development
of the world tourism business, as evidenced by the growth
of international tourist arrivals by almost 7% in comparison with
the previous year, which is the highest index of growth since
the 2009, the year of the global economic crisis and much higher
than UNWTO growth indices (3.8% annually during the period
of 2010-2020).

The most popular region in the world in 2017 was Europe,
which was visited by slightly more than half (51%)
of the 1.326 billion international tourists. Within eight years,
the tourism industry in Europe has shown steady growth.
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Fig. 1. International tourism revenues, $ billion

In 2017, the number of tourists arriving in Europe increased
by 8%, which is 52 million more than in the previous year.
Growth of the revenues from the tourism business also amounted
to 8% ($ 519 billion — 39% of world income from tourism)
[1, 2, 15] (Fig. 1).
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Tourism in the European Union, which is one of the leading
sectors of its economy and directly affects economic growth,
employment and social development, makes up a significant share
of the European tourist sector. EU policy is aimed at preserving
the status of Europe as one of the leading tourist destinations,
maximizing the contribution of tourism to the social and economic
development of the region.

According to UNWTO, several European Union member
states are among the world's leading tourist destinations. In 2017,
France (86.9 million) had more tourists than any other country
in the world, while Spain (the second place — 81.8 million, rising
from third position in 2016), Italy (5th place — 58.3 million),
the United Kingdom (7th place — 37.7 million), Turkey (8th place
— 37.6 million) and Germany (9th place — 37.5 million) were also
among the 10 best tourist countries in the world [7, 19].

The most popular tourist destination in the European Union
was the Canary Islands in Spain — almost 103 million nights
were spent in hotels. The Canary Islands also had the highest
regional level of occupancy, and the second by the number
of records — in llyis-Balears, also in Spain.

Ukraine is located in the center of Europe and has
all the prerequisites for the proper development of tourism
activities: convenient geographical location, favorable climate,
diverse relief, and unique combination of natural and recreational
resources, cultural and historical heritage, branching of sanatorium
and resort base [1].

There are many unique architectural monuments
on the territory of our state. A lot of spectacular places such
as the Black and Azov seas, the Carpathians, the Dnieper, Podillya
and Slobozhanshchyna, and more than 70,000 rivers, the largest
of which are the Dnipro, the Dniester, the Southern Bug,
the Seversky Donets, the Desna and the Danube, constituting
the basis of Ukraine's tourist resources. Such places, however,
are left out of attention both domestic and foreign tourists
as well [17].

In spite of resource provision and unlimited potential tourism
opportunities, the economic system of our country not enough
attention is paid to tourism, it results in the fact that Ukraine still
has no opportunity to compete with developed tourist countries,
So domestic industry is significantly lagging behind the leading
countries of the world in terms of development of tourist
infrastructure and the quality of tourist services.

In addition, the financial and economic crisis and complicated
political events in Ukraine led to the decrease of tourism flows,
had a negative impact on the tourism structure and the
implementation of tourism opportunities of the country on internal
and external tourist markets.

As a result, in 2014, volumes of outbound tourism decreased
by 5.6% in comparison with 2013. Even worse was the situation
with inbound tourism, the volume of which in 2014 decreased
more than twice (51.1%) [9, 16]. Such a critical situation
was provoked by the crisis events of 2014, which threatened
the tourism industry of Ukraine (Fig. 2).
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Fig. 2. Indices of the volume of inbound and outbound streams
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Table 1. International Tourist Arrivals, thousand arrivals (UNWTO)
2010 2016 2017

. . . . - Arrivals,

Position Country Arrivals, 1000 Position Country Arrival, 1000 Position Country 1000
1 France 77648 1 France 82700 1 France 86918
2 Spain 52677 2 Spain 75315 2 Spain 81786
3 Italy 43626 3 Italy 52372 3 Italy 58253
4 Turkey 31364 4 United Kingdom 35814 4 United Kingdom 37651
5 United Kingdom 28296 5 Germany 35595 5 Turkey 37601
6 Germany 26875 6 Turkey 30289 6 Germany 37452
7 RF 22281 7 Greece 24799 7 Greece 27194
8 Austria 22004 8 Austria 28121 8 Austria 29460
9 Ukraine 21203 9 RF 24571 9 RF 24390
10 Greece 15007 10 Portugal 18200 10 Portugal 21200
11 Poland 12470 11 Poland 17463 11 Poland 18400
12 Nether-lands 10883 12 Nether-lands 15828 12 Nether-lands 17924
13 Hungary 9510 13 Hungary 15256 13 Hungary 15785
14 Croatia 9111 14 Croatia 13809 14 Croatia 15593
15 Czech Republic 8629 15 Ukraine 13333 15 Ukraine 14230

In general, inEurope 487666 In general, in Europe 619492 In general, in Europe 671710
The share qf Europe_‘s leading 07 The share qf Europe_'s leading 0.658 The share c_)f Europe.'s leading 0657
tourist countries ) tourist countries ) tourist countries )

Since 2015, we can observe a gradual increase of the amounts
of Ukrainian citizens who had been travelling abroad, as well
as foreign citizens who visited Ukraine. Despite a number
of problems, already in 2016, the volumes of outbound Ukrainian
citizens reached the values corresponding to the tourist flows
in 2013, and in 2017, in comparison with 2016, they grew by
7.2%. A slightly different situation is observed with foreign
citizens visiting Ukraine.

Thus, the dynamics are quite positive — the increase of foreign
citizens' flows by 7.3% and 6.7% in 2016 and 2017, respectively,
but to reach the index of 2013, when the rate growth of outbound
and inbound tourists was almost equal, and failed. The main
reason for this imbalance can be explained by restrictions
on the entry of citizens of the certain countries.

Such a dynamic of indicators of foreign tourist arrivals was
directly reflected on the position of Ukraine in the structure of the
European tourism market (table 1).

It should be noted that by the results of 2010, Ukraine ranked
9th in the rating of popular European tourist destinations, having
ranked among the top ten countries-leaders visited by 70%
of tourists, ahead of such tourist-friendly countries as Greece,
Poland, the Netherlands, Hungary, Croatia and the Czech
Republic.

However, according to the results of 2016-2017, Ukraine
ranked only 15th in the rating of European tourist countries
(9 position remained in 2012-2013, 2014 — 12 positions,
2015 — 14th position, ahead of the Greece), despite the increase
in flows of foreign citizens during this period in comparison
with 2014-2015 — a period of deep decline in the tourist sector
of the country [4].

Accordingly, the dynamics of amounts of inbound
and outbound streams had a direct impact on the main indices
of volumes of tourists in 2012—2017 years (Fig. 3).
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Fig. 3. The indices of tourism volumes

2013 was characterized by the increase in the volume
of tourists served by tourists by 15%, and accordingly by tourists-
citizens of Ukraine who traveled abroad by 28.7%. However,

the volume of domestic tourism has decreased considerably — by
9.2% and foreign tourists — by 14.8%. This situation testifies that
the main accents of tourism activity subjects of Ukraine in 2013
were aimed at outbound tourism, the main aspects of the tourist
industry of Ukraine did not take into account their domestic
tourism opportunities and potential [18-20].

According to above mentioned indices, 2014 and 2015
— the reduction of tourists served by tourist companies by 42.6%
(16.9% in 2015 compared to 2014), the reduction of trips abroad
in 2014 17.1% (by 21.2% in 2015), the catastrophic decline
of foreign citizens is almost 14 times in 2014 [9]. Such a situation
was caused primarily by certain political events and internal
factors of Ukraine, and it didn’t promote the development
of the tourism industry [3, 21].

And since 2016, some revival of the positive dynamics
of indicators of tourist volumes was observed. Particular attention
should be paid again to outbound tourism, which in 2016
and 2017 increased by 26.9% and 5.1%, respectively.
Slight positive trends are observed in the number of foreign
and domestic tourists, which respectively increases the volume
of tourists serviced by the subjects of tourism activity in Ukraine.
But at the same time, none of the above indicators has ever
revived to the 2013 level.

This situation requires careful research of the main factors,
which create favorable cOOondition for the development
of the tourism industry in Ukraine, and ways of improving them.

Particularly  important indicator that determines the
competitiveness of the tourism industry of the country and ensures
its implementation and service is the number of available tourism
activity companies and the number of employees involved
in tourism. For the period of 2012-2015, the number of tourism
activity companies has been constantly decreasing compared to
each preceding year — by 5.4%, 30.5%, and 22.1%, respectively.

This situation was primarily caused by the low level
of financing of the tourism industry, the high cost of servicing
tourist activity, the lack of interest in the development and support
of the domestic subject of tourism activity. Accordingly,
in this period, employment in the tourism sector and decreased
— if in 2012 in the sphere of tourism 15558 full-time employees
were involved, then in 2015 — only 9588, it showed a decrease
of this indicator by 62.3%. Despite the fact that the share
of employment in the tourism sector is insignificant, the reduction
of tourism subjects directly affects the unemployment rate
in the country. Certain positive trends were observed in 2017,
which was an increase in tourist activity in comparison with 2015
by 9%, and accordingly, by 3.4%, the number of full-time
employees involved in tourism has increased.

Tourism industry of Ukraine has a great potential
for development, but the main task at the state level should
be creating favorable conditions for the development
of the cultural level and improvement of the infrastructure
of the country. In this regard, particular attention should be paid
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to the development and increase of tourism resources that
can attract a potential tourist. The actual decrease in the number
of theaters in 17.7% in 2014, museums by 4.6% than in 2013
could not be unnoticed for the tourist industry in Ukraine. Besides,
some positive trends are observed in the increase in the natural
objects’ capacity of Ukraine. It provides great opportunities
for the development of sports and green tourism.

Over the past five years, the number of natural objects
in Ukraine has increased by 2.3% (from 1565215.4 hectares
in 2012 to 1600435 hectares in 2017).

Analyzing the import and export of tourist services in Ukraine,
we can conclude that the priority task in this direction
is the tourist's interest in a national tourist product. This is a rather
difficult task, because attracting a European tourist and preserving
one's own involves the creation of appropriate conditions
that require significant investment. The total import share
in the total tourist flow of Ukraine reached the lowest value
in 2014 — 14%. For 2015-2017, the situation slightly improved
— 18.4%, 19.2%, 18.4%, respectively. At the same time, exports
of travel services in Ukraine reached 86% in 2013 and 81.6%
in 2017. All exported tourist services are potential internal
financial losses of the country.

The tourism industry is a specific branch of the economy,
which forms not only the economic component of the state's
development, but also social and cultural, and therefore it is also
necessary to evaluate its economic efficiency over the analyzed
period (Fig. 4).
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Fig. 4. Revenues from tourism activity in Europe

As it seen in figure 4, France, Spain, UK, Germany
and Turkey have the greatest revenues from foreign tourism
in Europe, and they also leaders in receiving foreign tourists
(table 1) and relatively generate about 55% (in 2013, about 75%)
of total revenues from servicing the European inbound tourism
flows.

Ukraine had the highest revenues from providing tourist
services in 2012-2013, when the incoming tourist arrivals
in the country were the largest. Accordingly, in the structure of
incomes of the European tourist market, Ukraine had the highest
share: 1.1% and 1.4% in 2012-2013, respectively. It is obviously
that a significant decrease in the volume of foreign tourists
in 2014 (almost 93%) directly affected the income from
the providing of tourist services: in 2014, the decline was 68.3%,
had been caring on to 78.7% in 2015; in 2016 — 78.8%;
2017 — 75.2% compared to 2013, when incomes from providing
tourist services in Ukraine were the highest during the analyzed
period. Such a significant decrease of revenues directly affected
the share of Ukraine in the revenues of the European tourist
market: 2014 — 0.3%, 2013-2017 — 0.2%.

The decrease in revenues from the tourism services in Ukraine
and the increase in operating expenses, which were observed
in the period from 2012 to 2014, led to the decrease in the amount
of taxes received from the tourism activity (in 2014 the amount
of taxes on tourism decreased by almost 9 times in comparison
with 2012). A substantial increase in tourism consumption in 2017
increased the revenue from the tourism services, and, accordingly,
the volume of the taxes received in the budget of the country.

p-ISSN 2083-0157, e-ISSN 2391-6761

3. Experiment

For deepening the analysis, based on the statistical data,
a regression and correlation analysis was conducted. Trends
and econometric models of dependence of Ukraine tourism flows
on various macroeconomic factors were constructed.

Trend models with the maximum determination coefficient
among all considered trend lines are presented in table 2. It was
revealed that the highest reliability of forecasting for statistical
data is precisely the polynomial approximation used to describe
the variables that are increasing and decreasing. Such tendencies
are directly characteristic of the studied indicators of Ukraine
tourism flows. It confirms the results of the analysis. Relative
exception is the number of foreign tourists for whom the
determination  coefficient of the linear and polynomial
approximation for the calculations performed is the same.

Table 2. The equation of trends of Ukraine tourism flows

index graphic representation and trend equation
Y = 40892X° - 69869X +1E+07
R?=0.923
number of

Ukraine citizens
who have traveled
abroad, persons

M

Y = -19278X? + 4E+06X + 1E+06
R? = 0.799

A

number of foreign
citizens who
visited Ukraine

Y = 10761X7 — 17649 + 3E+06
RP=0.116

number of " —
tourists, serviced
by subjects of
tourist activity of
Ukraine, persons

Y = - 27244X +50118
R®=0.628

A

Y = 8704X? — 33501X + 30615
R?=0.731

M

Y =-76662X + 2E+06
R?=0.447

number of foreign
tourists, persons

tourists-citizens of
Ukraine who
traveled abroad,
persons

number of
domestic tourists,
persons

According to the forecast, negative tendencies are expected
for indicators of foreign citizens visiting Ukraine, including
the number of foreign tourists, as well as decline in the rate
of domestic tourists.

Therefore, there is a need to determine the main factors
of influence on the indicators of Ukraine tourism flows, which
allows analyzing linear correlation coefficients. It was
summarized the results of calculations for the most significant
factors of the influence in table 3.

The analysis shows that during the period of observation
(2000-2017gg.), the factors identified have a rather close direct
relationship with the indicators of the number of Ukrainian
citizens traveling abroad, including travel for the purpose.
It is worth noting that at the same time, internal tourist flows have
an inverse relationship with the investigated factors of influence.
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Table 3. Double linear coefficients of correlation for Ukraine tourism flows

factors of influence
average
) average resources GPD Europe
index GDP of monthly per month of the an
Ukraine | salary in for one world union
Ukraine Ukrainian GDP
household
number of
Ukraine citizens 0.939 0.939 0.931 0.874 | 0596
who have traveled
abroad, persons
number of foreign
citizens who 0.158 0.115 0.211 0.479 0.762
visited Ukraine
number of
tourists, serviced
by subjects of 0.353 0.349 0.373 0.441 0.449
tourist activity of
Ukraine, persons
number of foreign
tourists, persons -0.871 -0.864 -0.865 -0.810 -0.550
tourists-citizens of
Ukraine who 0.883 0.874 0.901 0920 | 0.697
traveled abroad,
persons
number of
domestic tourists, -0.728 -0.721 -0.740 0.7.27 -0.472
persons

Number of foreign visitors of Ukraine does not depend
on macroeconomic indicators at the host country level,
but it is in close interconnection with the European Union's GDP
and moderate interconnection with world’s GDP. This is due
to the fact that a significant part of foreign guests are residents
of the EU.

According to the study, the multiple regression equation
for the dependence of the number of Ukrainian tourists traveling
abroad and the most significant factors of influence were
identified:

V=-1.33X;-237.967-X, + 1006.33-X;3 + 85566.08 (1)

where X; — gross domestic product in Ukraine, UAH million;
X, — average monthly salary per one full-time employee, UAH;
X3 — total resources on average per month for household, UAH.

The coefficient of multiple correlation for the constructed
model is 0.92, which indicates a close relationship between
the investigated factors. The coefficient of multiple determination
is 0.85 and it indicates that the resultant variable depends
on the selected factors by 85%, which is also quite high and
enough to be reliable model.

At 5% level of significance and the number of degrees
of freedom k; = 3, k,= 14, F, is 3.34. Since F, = 25.5, the model
is considered to be adequate.

To study the change in the indicator of foreign tourists
in Ukraine, an appropriate model has been drawn up:

V =555338.6 — 1.4E-08-X; + 3.53E-08"X, (2)
where X is the gross domestic product of the world, current US $;
X5 g the gross domestic product of the European Union, current
UsSs$.

For the constructed model, the coefficient of the multiple
correlation is 0.88, which confirms the close relationship between
the investigated factors. The coefficient of multiple determinations
is 0.77 and indicates that the resultant variable depends on the
selected factors by 77%, which is sufficient to consider the model
to be reliable.

At 5% level of significance and the number of degrees
of freedom k; = 2, k, = 15 F, is 3.68. Since F, = 25.59, the model
is considered adequate.

The constructed models correspond to reality and can be used
in practice to predict tourist flows in Ukraine.

As the analysis shows, activating of state support for tourism
business in Ukraine allows solving a significant part of existing
problems in the industry. Accordingly, at the present stage,
the development of Ukrainian national tourism requires
the improvement of the state policy in this area — the introduction
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of effective organizational, legal, socio-economic and information
mechanisms for the development of tourism in Ukraine as a highly
profitable sector of the national economic system through
the operation of the main regulatory mechanisms at all levels
of governance: regulatory, organizational, controlling, corrective,
social and stimulating.

It is worth noting that Ukraine already has a number
of positive developments in the direction of the development
of national tourism, which is the result of increased attention from
the state to this problem, the implementation of various projects,
programs and strategies that distinguish tourism industry
of Ukraine as an industry that is the basis for the development
of entrepreneurship, contributes to raising the level of employment
of the population, is a guarantee of social and cultural
development of the country.

One of the steps towards promoting the issue of tourism
in Ukraine is that Ukraine joined the initiative of the UN General
Assembly, proclaiming 2017 as the year of tourism in Ukraine,
hoping to intensify the development of tourism in Ukraine.

It is recognized that the only solution to systemic problems
in the field of tourism and resorts is a strategically oriented state
policy at the national level [22]. In accordance with this,
the Government of Ukraine has developed a “Strategy
for the Development of Tourism and Resorts for the Period
up to 20267, which defines tourism as one of the main priorities
of the state and declares the need for the introduction of economic
and legal mechanisms for the successful conduct of tourism
business, investment mechanisms for the development of tourism
infrastructure, information and marketing measures on the
formation of the tourist image of Ukraine in the world [7, 9].

4. Conclusions

Tourism is a quite specific branch of the economy, which can
significantly affect the socio-economic development of the state
through diversified ties with other sectors of the economy
as a whole. Taking into account the specifics of tourism, strict
international competition and relevant national interests
in Ukraine, there is a need for enhanced participation of the state
in the management of the tourism industry of the country.

One of the main advantages and opportunities of Ukraine
is that its tourist destinations are incredibly diverse: there
are mountains, seas, various sanatoriums, castles and monuments
of architecture. A positive feature is that virtually all areas,
even where there are no mountains and seas, new tourist products
were appeared.

However, the level of development of the national tourism
infrastructure and the quality of tourist services in most cases
do not meet the requirements of the international market, which
requires the formation and promotion of a competitive national
tourism product, which is impossible without a well-considered
and responsible state policy at the national and regional levels.

The general conclusion is that the state policy of Ukraine
of the regional complex development should be formed taking into
account the satisfaction of human needs, ensuring the social
efficiency of its functioning and effective nature use; to focus
on the practical realization of the priorities of the personal
principle as the basis of the welfare of society; on ecologization
of management, including on a reasonable policy of resource
consumption; production of consumer goods and services,
which promote the comfort life and job intellectualization
of the population; to focus on the practical development of spheres
promoting awareness and creative activity of the individual
and increase its social status. Therefore, an important task for the
Ukrainian government should be the formation of a positive image
of Ukraine on the world market as an attractive tourism
destination, which is strategically important on the way
to ensuring further stabilization and socio-economic growth
of the country in the long run.
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FORECASTING BUSINESS PROCESSES IN THE MANAGEMENT SYSTEM
OF THE CORPORATION

Svitlana A. Yaremko?, Elena M. Kuzmina®, Nataliia B. Savina?, Iryna Yu. Yepifanova3,
Halyna B. Gordiichuk’, Dinara Mussayeva®

Vinnitsa Institute of Trade and Economics State University of Trade and Economics, Vinnytsia, Ukraine, National University of Water and Environmental Engineering,
Rivne, Ukraine, *Vinnytsia National Technical Uneversity, Vinnytsia, Ukraine, *Vinnytsia Mykhailo Kotsiubynskyi State Pedagogical University, Vinnytsia, Ukraine, °Institute
of Economics CS MES RK, Almaty, Kazakhstan

Abstract. One of the key issues in corporate management is business process management. That is why the greatest interest for company analysts
is the issue of effective forecasting of business processes. In today's digitalization of the economy, integration and automation of business processes have
become the main priorities for achieving efficiency and effectiveness of companies, and especially for effective management decisions. This problem can
be solved with the help of integrated systems, which are tools for effective management decisions, modeling and optimization of business processes.
The article provides an analytical review of known forecasting methods and identifies the features of their application, analyzes the advantages
and disadvantages that will take them into account in modeling the company and promote economic development, competitiveness and optimize business
processes.

Keywords: corporation, management, forecasting, business process, integrated system, making effective management decisions

PROGNOZOWANIE PROCESOW BIZNESOWYCH W SYSTEMIE ZARZADZANIA KORPORACJA

Streszczenie. Jednym z kluczowych zagadniehi w zarzqdzaniu przedsigbiorstwem jest zarzqdzanie procesami biznesowymi. Dlatego tez najwigkszym
zainteresowaniem analitykow firmowych jest kwestia skutecznego prognozowania proceséw biznesowych. W dobie dzisiejszej cyfryzacji gospodarki
integracja i automatyzacja procesow biznesowych staly si¢ gtownymi priorytetami dla osiggnigcia sprawnosci i efektywnosci przedsigbiorstw, a przede
wszystkim dla skutecznych decyzji zarzqdczych. Problem ten mozna rozwigza¢ za pomocq systemow zintegrowanych, ktore sq narzedziami
do podejmowania skutecznych decyzji zarzgdczych, modelowania i optymalizacji procesow biznesowych. W artykule dokonano analitycznego przeglgdu
znanych metod prognozowania i wskazano cechy ich zastosowania, przeanalizowano zalety i wady, ktore pozwolg uwzglednié je w modelowaniu

przedsigbiorstwa i wspierac rozwoj gospodarczy, konkurencyjnos¢ oraz optymalizowaé procesy biznesowe.

Stowa kluczowe: korporacja, zarzadzanie, prognozowanie, proces biznesowy, zintegrowany system, podejmowanie efektywnych decyzji zarzadczych

Introduction

The mechanism of effective corporate governance will expand
the opportunities for investing in business, increase the
productivity and competitiveness of companies. The course
of the world economy (including the Ukrainian one) on
digitalization will help to rethink traditional ways in organizing
business and allow realizing the advantages of modern
information technologies. Today's functioning of companies is due
to the special attention given to management processes. And one
of the main warehouse management processes is business
processes. For this very reason, the greatest interest for analyst
companies is to become the basis for effective management
of business processes, based on their forecasts. In addition,
in the business environment, there is an increase in the role
of victory and the promotion of modern methods to improve these
business processes.

Nutrition for the development of corporate governance
in the rest of the world is widely discussed in the international
and domestic business environment. Researched nutrition, which
is related to corporate governance and system optimization
[4, 6-8], dedicated their scientific practice to such universities,
as Ross S., Westerfield R., Jordan B., Van Horne D., Ihnatyeva
I. A., Hafonova O.l., Mostenska T. L., Novak V.O. [14, 21,
25, 28] etc. Previous methods of forecasting in management
companies were used by the following scientists: Vanderput N.,
Wilson J., Meskon M., Hanke J., Mitelhammer R., Bakanov M. 1.,
Fisenko M. A. and insh [13, 20]. This practice is the basis
for the development and implementation of new direct
and flexible methods for modeling the economic activity of
companies based on effective forecasting methods [5, 12, 16, 24].

Creating an effective and efficient corporate governance
system is a multifaceted management system, which consists
of operating in a reliable legal field, development of investment
processes, implementation of corporate governance standards,
use of positive experience of the world, their concepts
and technologies, implementation of integrated management
systems and others.

1. Formulation of the problem

One of the key problems in corporate management is business
process management, where forecasting is an integral part
[11, 13]. In today's economy, forecasting the financial
performance of companies is a rather complex process. At the
same time, the experience of countries with developed economies
shows the need for financial planning in companies
and corporations, as the effectiveness of economic activity
depends primarily on management strategy. A well-designed
strategy avoids significant miscalculations and associated costs.
This is achieved by being able not only to assess the current
financial and economic condition of the company, but also
to predict the future taking into account the state of the market,
business activity of partners, competition and more.

Every business leader wants to make their company more
efficient and profitable. A manager who thinks about the future
will strive to improve his business. And modeling and forecasting
business processes is one of the effective tools to improve
the business management system and its indicators.

A company's business process is a set of related actions
and functions that are necessary to produce a certain result that has
value for external or internal consumers. The approach of business
process modeling is the basis of process management
of the company, when all the tasks and activities of the
organization are presented in the form of a set of different
processes, related and interacting with each other [13, 31]. Many
experts consider this approach to be the most effective
in organizing the company's activities. When we single out
individual processes in the company's activities, we can achieve
more efficient performance of work, as we can appoint a person
responsible for the work of this process, we can plan the result
and monitor the entire path to its achievement. We can also,
based on this, build the most optimal system of motivation
for employees working on a particular process, and thus achieve
greater productivity.
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The study of this problem has shown that insufficient attention
is paid to the question of reasonable choice of the most optimal
methods of forecasting the company's activities, which requires
further research.

The purpose of the article is to study and substantiate
the choice of the most optimal method for forecasting
the company's activities.

2. Theoretical research

In the classical approach, all business processes can be divided
into three types: basic (operational), management and supporting
(or auxiliary). The main processes are those that directly bring
the company a profit. These are the functions that are aimed
at creating products or services of the company. Auxiliary
or supportive are those that support the main business processes,
make it possible to implement them. Business management
processes are functions that are responsible for the management
and development of the entire organization, and this includes,
first of all, strategic management. Also, in order to highlight
the company's business processes, you need to know that they can
be of several levels, regardless of type. This is usually the upper
level and lower. Top-level processes — the company's activities
are described as a ,.top view”, without going into detail. A more
detailed description of the activity takes place at the lower level.
The description of business processes at the first stage should
be carried out on a ,,as is” basis. And only then, after analyzing
the ,bottlenecks” and identifying all the problems, apply
the principle of ,as it should be” or ,as it should be” to the
described business processes. Each dedicated business process
must have the result and the input resources needed to obtain that
result. Each process has its own supplier and consumer who is
interested in obtaining (exit the business process). In addition,
each business process has its own manager or owner — a manager
who has the authority to optimize, change the business process
and others. Implementing a process approach in a company can
make business more transparent and predictable, manageable,
controlled. When the company's processes are formalized and
prescribed, the influence of the human factor decreases.
Formalization and engineering of business processes form
a systematic approach to process management in terms of their
maximum efficiency [7, 15, 26].

A classic corporation is three levels of management,
a hierarchy of decisions, regulations and procedures, accounting
cycles, basic functions — accounting and control, analytics — a fact
plan.

Digital corporation is a flat structure, decentralization
of decisions, flexible business processes, real-time situational
management, basic functions — analysis based on data (dynamic
planning, sliding forecasting). The transition in corporate business
process management to integrated systems is the first step towards
digitalization of the company. If we consider digitalization in full,
we are talking about the introduction of artificial intelligence
technologies, digital money, blockchain, smart spaces, cloud
technologies and others [14, 21, 27]. In the future, digital
management technologies will be developed as hybrid solutions
in which artificial intelligence does not replace humans,
but is a partner system to reduce uncertainty and increase
the effectiveness of decisions. Functions of corporate governance
with components of artificial intelligence (shown in Fig. 1).
Implementing forecasting tools in an integrated corporate
governance system can make business more predictable,
manageable and controlled.

Business Process Management — allows companies to model,
forecast, automate, execute, control, measure and optimize
business activities. Integrated systems of companies that allow
modeling, forecasting and optimizing business processes are a tool
for making effective management decisions. That is why the
issues of effective management in the company are closely related
to integrated management systems.
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Fig. 1. Corporate governance functions with artificial intelligence components [9]
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Forecasting is a necessary component of analytical modeling
of business processes. In many cases, the forecasting of economic
activity of the company occurs in conditions of uncertainty
or chance. Therefore, to increase the efficiency of forecasting,
management should identify (at the preparatory stage) those
forecasting methods, the use of which is most appropriate under
the given conditions. In this regard, it is important to study
the known methods of forecasting, identify their advantages
and disadvantages, as well as the features of application to solve
a range of problems.

Forecasting the economic activity of the company is a process
of scientific substantiation of possible quantitative and qualitative
changes in its state in the future, as well as alternative ways
to achieve the expected state [6, 14, 21, 23]. The main principles
on which the forecast is based are shown in Fig. 2.

Principles of forecasting

Scientific (taking into account the requirements of
objective laws of social development)

Systematic (using a system of methods and
models for forecasting)

Alternative (taking into account different
relationships and structural relationships)

Purposefulness (definition of specific tasks)

—p| Adequacy of development processes |
‘+ Complexity (multilevel characteristics) |

Fig. 2. Basic principles of forecasting

Information unity |

According to these principles, forecasts of the future state
of the corporation are formed.
In  practice, modern companies use different
of forecasting, the most common of which are [11, 13, 17]:
o forecasting, which is based on creative prediction of the
future, using intuition,
e search forecasting, which is based on existing information
and can be an extrapolation of the past into the future or one

types
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of the alternative development options taking into account
changes in the environment,

e normative-target, focused on specific goals using quality
research methods.

Depending on the tasks, forecasting can be short, medium
and long-term (by term), factual or heuristic (depending
on available sources of information), exploratory, normative
(on the topic of forecasts), passive and active (possibly influencing
the future activities of the enterprise) [13, 16, 20, 29].

Consider forecasting methods to determine the features
of their application in the process of modeling the economic
activity of the company.

Factual methods allow you to make a detailed forecast
of changes in time of individual features of the object under study
or all of these features. Factual methods include extrapolation,
functions, correlation and regression models (Fig. 2) [11, 13, 17].

The method of extrapolation is one of the main methods
of predicting the development of complex production systems;
it is based on the assumption of invariance of the factors
that determine the development of the object of study. The essence
of the method of extrapolation is to extend the patterns
of development of the object in the past to its future [6, 13].

The method of functions refers to statistical forecasting
methods based on the use of autocorrelation functions
(autocorrelation — the expression of the relationship between
neighboring members of the time series). The process
of forecasting using autocorrelation functions is to formulate the
forecasting task, determine the criteria for its solution and reflect
the process of development of production system parameters over
time based on time series, which allows to determine the forecast
value for the long term while minimizing predictive errors [13].

Prediction using correlation models (methods) is to find
mathematical formulas that characterize the statistical relationship
of one indicator with another (pairwise correlation) or with
a group of others (multiple correlation). A prerequisite
for the possibility and feasibility of such methods is to establish
the degree of reliability of correlation formulas based on logical
analysis of a sufficient statistical sample [11, 13, 17, 20, 23].

Heuristic forecasting methods involve the implementation
of forecasting developments using logical techniques and
methodological rules of theoretical research. Specific forecasting
methods for this group include two subgroups — intuitive
and analytical. Among the main methods of the first group
are methods of expert evaluation and ,brainstorming”,
and the second — methods of morphological analysis, construction
of ,,goal tree”, information modeling, optimization [12, 17, 25].

In the absence of sufficient statistical information or in its
unsuitability for forecasting certain phenomena, it is necessary
to use the method of expert assessments. It is based on a method
of collecting the necessary information, mainly through
questionnaires. The expert questionnaire should be compiled
in such a way that it is possible to obtain [23]:

e quantitatively unambiguous answers to the questions offered
to the expert,

o formalized information on the nature of the sources of
argumentation, the degree of influence of each of the sources
on the expert,

e quantified by the expert assessment of the level of his
knowledge of the subject proposed for analysis
and conclusions.

When using the method of expert assessments, two approaches
to forecasting are used: individual and group assessments.
Individual assessments are that each expert gives an independent
assessment in the form of an interview or an analytical note.
Group assessments are based on the collective work of experts
and obtaining a summary assessment from the entire group
of experts involved in the forecast assessment of specific
£conomic processes.
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The ,brainstorming” method is a kind of group expert
assessment and consists in the creative cooperation of a certain
group of experts to solve the task by way of discussion
(,,brainstorming™). Participants in such a discussion must follow
two rules of conduct [17, 20, 24]:

e do not allow criticism and negative comments on the views
of opponents,

e not to deny new ideas, no matter how absurd they may seem
in terms of its possible practical implementation.

The method of building a ,,goal tree” is used in forecasting
in order to divide the main tasks into subtasks and create a system
of ,,balanced” according to expert assessments of relationships.
Interaction matrices and graph theory are widely used to select
factors for the prognostic model and to construct a system
of relationships [24].

A specific method of forecasting is the method of information
modeling. It is based on the fact that the characteristics of mass
flows of information create conditions for forecasting
the development of specific objects on the basis of analysis
of the maximum possible number of factors related to production
and financial and economic indicators and take into account
the degree of their interaction [11, 16, 24].

Causal modeling is the most complex in terms of mathematics.
It is used in cases where there is more than one variable. Causal
modeling is an attempt to predict what happens in similar
situations by studying the statistical relationship between
the factor and other variables [21, 22, 26].

For businesses, when certain circumstances do not allow
the use of complex models, it is advisable to use methods of naive
forecasting, which do not require significant costs and are easy
to apply. Thus, in particular, in cases where it is necessary to take
into account shifts in the data structure during certain periods, use
the method of ,moving average”, which is calculated as the
average of a number of elements in expression (1) [13, 20, 31]:

5o (Y Y Y )
t+1 T k

the average

@

where \fM
Y, +Y,, +Y,_, +..+Y_,., fork—periods of time.

In cases where the data have a trend (o), it is advisable to use
exponential Holt smoothing (2) [13, 26]:
L=aY+1-a) (L, -T.,) )
where L; — exponentially smoothed rows (level estimation).
Forecasting for p periods ahead is carried out by expression

(3) [26]:

value of the elements

A

Yi+p =L +pT, 3)

If the data are seasonal, it is advisable to use the Winters
model (4) [13, 26]:
Y.
L=a—+Q-a)(L,-T,) 4
Si—s
The assessment of seasonality is carried out by expression (5)
[6,17]:
Yi+p = (L| + pTi)Si—s+p (5)
In addition, these methods are effective when it is necessary
to make short-term forecasts for a large number of product names,
or when there is no information about previous sales volumes.
Although small and medium-sized enterprises with relatively
simple business can be guided by naive forecasting methods, large
firms and firms with complex business structures are forced to use
regression analysis to study the relationship between several
variables based on estimating the multidimensional regression
function (6) [20, 23, 24]:
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where f{Y} — target function that characterizes the integrated
performance of the corporation, S, i=12,..,/ — unknown

coefficients of influence, X;, i=12,...,] — influencing factors,
n — the total number of studies of influencing factors.
Estimation of theoretical coefficients £, 3, carried out on

the basis of sample coefficients of influence b ,b,. To do this,

first select the intervals of variation for each of the factors. Under
the interval of variation according to the theory of statistical
modeling [20] understand the number (characteristic of each
factor), which as a result of addition to the zero level, gives the
upper, and as a result of subtraction — the lower level of the factor.
In the first stage (when obtaining a linear model), the factors
always change only on two levels. The interval of variation cannot
be less than the error with which the factor level is fixed,
otherwise the upper and lower levels will be the same. In addition,
the lower and upper levels must be within the scope of the factors
[20, 23].

If the number of factors is known, then to vary the factors
at two levels in the linear model, the number of observations
of factors can be determined by the Iormula ™):

n=2 @)
where n — number of factor studies, k — number of factors.
To simplify the planning and processing of results,

it is recommended to convert measured controlled factors into
dimensionless normalized z; = (X, —%;,)/AX, which makes

it easier to write the planning matrix, as the upper and lower levels
of variation and in relative units are equal to +1 and -1 regardless
of the physical nature of the factors and the values of the main
intervals of variation of factors [20, 22, 26].

The process of finding a mathematical model for [17] has the
following sequence: planning and conducting research on factors;
verification of reproduction (homogeneity of sample variances);
obtaining a mathematical model of the object of study with
verification of the statistical significance of sample regression
coefficients and verification of the adequacy of the mathematical
description.

Mathematical planning for the determination of influential
factors involves the construction of a matrix according to the
following requirements [1, 20, 23]:

1. Each i-th row of the matrix must contain a set
of coordinates of the point at which the study of the g-th factor.

2. Because of variables take values only +1 and -1, all

interactions  z;,z,(i;1 =1,2,3;i#1) can only take the same

values.

3. In the first line (i = 1) all controlled factors are selected
at the lower level, ie = -1. The following i-th variants of variation
in the compilation of the planning matrix are selected so that
in the sequential search of all options, the frequency of change
of the sign of the factors for each subsequent factor was twice less
than the previous one.

4. After conducting research, it is necessary to test
the  hypothesis of equality of general variances

o’ {Y,} =c*{Y,} =..=0"{Y,} according to the formula (8)
[3, 4, 16]:

1 & —
Szj = S\fIDT :mz;(ng _Yj)z (8)
g:

Since all estimates of variances are obtained from samples
of the same number of parallel studies, the number of degrees
of freedom for all will be:

To test the hypothesis of homogeneity of estimates variances
it is necessary to use the Cochren test [16], which is based
on the law of distribution of the ratio of the maximum estimate
of variance to the sum of all compared estimates of variance
as reflected in the expression (9):

G=max{sf}/zk:sf v} 9)
g=1

p-ISSN 2083-0157, e-ISSN 2391-6761

Independent estimates must be determined to obtain
a mathematical description of the response function
by.b., b, corresponding coefficients S, 8,5, scilicet

by = B, = B.,b, > B,,b, > F;. These estimates are in
terms of expressions (10-12) [20, 23, 24]:

1&G. -
by == 7Y, (10)
n.=
b=>VYz/nj=012.,mi=12..,n (1)
i=1

b, :EZZUZ,JYJ. @i:1=12,..ni=1) (12)
ni= '

After determining the estimates of the b regression
coefficients, it is necessary to test the hypotheses about their
significance, ie to test the corresponding null hypotheses g = 0.
The hypothesis of the significance of the coefficients is tested
using the Student's test (13) [23, 24, 32]:

t=[b|/s{b} (13)

2 1,
S {b} :%S\/IDT {Y} (14)

where s? {b} — variance of the coefficient estimation b; n — number

of observations, m — number of parallel observations.

According to the requirements of significance, if the
calculated value of tri for the corresponding coefficient b exceeds
the value t, found from the Student's t-distribution table, the null
hypothesis Hy:f=0 rejected and the corresponding assessment
of the coefficient is considered significant. Otherwise, the null
hypothesis does not reject the assessment bi considered
statistically insignificant, ie g =0.

Checking the adequacy of the mathematical description
of the response functions is to estimate the deviation
of the predicted by the obtained regression equation

of the magnitude of the response \fj from research results \71

at the same points of the factor space. The scattering of the results
of observations near the regression equation estimating the true
response function is determined by the variance of adequacy (15)
[18, 23, 24]:

m G.o o
sf\D = Z(Yj _Yj)z (15)
n-d =
where d — the number of members of the approximating

polynomial.

In order to check the adequacy of the model, it is necessary
to calculate the relationship between the variance of adequacy
siD and estimating the variance of response reproducibility .
If these estimates of variance are homogeneous, then the
mathematical description adequately reproduces the results
of research, otherwise the description is considered inadequate.
Using Fisher's F-test allows us to test the hypothesis

of homogeneity of two sample variances S/Zxo and Sior {Y} .

In case Sy, > S;or {Y ). F-criterion is characterized by the
ratio (16) [2, 20, 23]:

F= S,ZAD / SleT {Y} (16)

Next is the Fischer F-distribution table with significance level

g for degrees of freedom V,,, =n—d,V,,, =n(M-1) is the

value Fkp. If the value of Fisher's F-test calculated for (16) is less
than Fkp, the adequacy hypothesis is not rejected and the
mathematical description is considered adequate. Otherwise,
the obtained mathematical description is considered inadequate
and requires additional research [19, 30].

Thus, the constructed mathematical model makes it possible
to investigate and determine the coefficient of influence of each
of the predetermined influencing factors on the type of objective
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function, which is an integral indicator of the financial institution
and apply appropriate measures to optimize this impact.

The multidimensional regression function is used to study
different market segments to determine which variables actually
affect market share, frequency of purchases, product availability,
commitment to a particular product or brand, and many other
factors [33].

With the help of regression analysis, HR managers investigate
the relationship between the level of wages and geographical
location of companies, the unemployment rate in the region,
the growth rate of industry and more.

Financial analysts identify the reasons for rising stock prices
by analyzing dividends, earnings per share, stock splitting,
expected interest rates, savings, inflation, and more.

Thus, regression analysis provides managers with a powerful
and flexible tool for studying the relationship between dependent
and multiple independent variables.

When the amount of information is insufficient
or management does not understand the complex method,
qualitative forecasting models can be used [3, 23, 24]. In this case,
forecasting the future is carried out by experts who seek help.
The most common among high-quality forecasting methods
are ,jury opinion”, ,collective view of sellers”, ,.consumer
expectation model”.

Forecasting by the ,,jury opinion” method is to combine
and average the opinions of experts in relevant fields. A variant
of this method is ,,brainstorming”, during which participants first
try to generate as many ideas as possible. Only after the process
of generating ideas are evaluated. This method can be time
consuming, but gives useful results, especially when the company
needs a lot of new ideas and alternatives [8, 23, 24].

The method of ,,aggregate view of sellers” is based on the fact
that experienced sales agents can very well predict future demand.
They are well acquainted with consumer demand and can take
it into account faster than they can build a quantitative model.

The ,,consumer expectation model” is a forecast based on the
results of customer surveys of the organization. They are asked
to assess their own future needs as well as new needs. Having
collected all the data obtained in this way, the manager, taking
into account his own experience, can better predict future demand
[12, 23, 24].

Therefore, based on the considered methods and models
of forecasting, it is possible to determine the features of their
application depending on the tasks, lead time, availability of input
information and so on.

The results of the analytical review are presented in table 1.

The data presented in table 1 indicate that in cases where it is
necessary to make a detailed forecast of changes in the studied
factor (eg demand) and there is information for previous periods,
it is advisable to use factual, causal methods. And in cases where
there is no information for previous periods and you need to get
alternative solutions and new ideas, it is more appropriate to use
heuristic and high-quality methods [9, 10, 18].

Tablel. Features of forecasting methods in the process of modeling the economic
activity of the company

Characteristic Forecasting methods
features Factual Heuristic Causal Qualitative
To make a . For a large
Features of : For forecasting For more
application detalled_ for_ecast developments number of information
combination variables
. Independence Establishing Getting a lot
Detailed closeness .
Advantages forecast from data for between of new ideas
past periods N and alternatives
studied factors
The need for
Disadvantages information Det;?]eenglf;?non Theiggfftj or It takes
from previous factor information a lot of time
periods

Thus, based on the analytical review of known forecasting
methods, the features of their application were identified and the
advantages and disadvantages were analyzed, which will take
them into account in the process of modeling the company and
promote economic development, competitiveness and optimize
business processes.
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3. Experimental research

Currently, there are a large number of software tools for
forecasting using regression analysis methods. Thus, in particular,
the analytical platform Deductor Studio allows, using the built-in
tools of linear regression and neural network learning, to predict
the values of the target function for future periods.

We present a generalized algorithm for determining
the correlation between variables and the response function;
the importance of the influence of these variables on the response
function and the construction of a regression model based
on important influencing factors. When developing the block
diagram of the algorithm, we will use the existing standards.

As input data for building a regression model, we will use
the corporation’s data on the sale of its goods for past periods,
denoted by Xi and the response function under the influence
of these parameters — Y. Then, according to the correlation-
regression analysis method, we will use blocks of procedures
to determine the correlation coefficients between the input
variables and the response function and estimates of the
significance of determining these coefficients.

To check whether the coefficient is significant, we will use
a conditional block. If the condition tri > « is fulfilled,
then procedure blocks are used to include this variable in the
regression model. Next, the procedure for building a regression
model is implemented. After that, a conditional block is used
to check the adequacy of the constructed model. If the model
is adequate, its parameters are derived and graphically visualized,
if not, the model building procedure is used again. The algorithm
for automating the construction of a correlation-regression model
is presented in Fig. 3.

TN

Beginning

Input of initial
data (Xi,Y)

Determination of
regression coefficients

(b,,b,,b,)

Evaluation of the
significance of regression
coefficients (1ri)

Y Yes

Use Xi for regression
analysis

Building a regression
model

Y=b+b X, +bX, +..+b X, +¢

The model f\“
is adequate? o

[ Yes

Display of the
model in the
graph

Close

Fig. 3. Block diagram of automation of regression analysis
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Here is an example of the use of regression analysis tools
in Deductor Studio, where based on the actual input data
of the corporation, reflecting the sales of its products
for 2019-2021 (Fig. 4, 5) forecasting sales for 2022 (Fig. 6, 7).

In the first stage, Deductor Studio imported initial data on the
sale of goods by the corporation, which is presented in the form of
a graph to improve visualization. We see that they have a lot of
noise and need partial processing to remove anomalous values

(Fig. 4).
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Fig. 4. Initial sales data imported into Deductor Studio as a chart

After applying the partial processing tool in Deductor Studio,
it can be seen that the graph got a smoother shape as a result of
eliminating values that differed significantly from the total data set

(Fig. 5).
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Fig. 5. Initial sales data after partial processing

Then the parameters for forecasting sales indicators for future
periods (3 months) were adjusted and the forecasting process was
performed using the mathematical apparatus of regression analysis
(expressions (6) — (16)) and neural network tools (Fig. 6).

Processing Wizard - Linsar Rearession (5 of 7 - (u] X

Building a inear model
Starting the process of building a linear mode!

Training set Test sel

B ¥ Maximum enor 1.27E-01 BV aximum emor 4 21E-02

E ¥ Medium emor 31E02 BV Wedium eror 234E02
Recogrized 2 Recognized 10000

Mame of the current process
Training completed

Pescentage of completion of the current learning process

e
7

Training time 00:00:00 P Start ‘ } |

Back [ Nets | cwes |

Fig. 6. Forecasting settings based on regression analysis and neural network

As a result of the use of forecasting tools in Deductor Studio
on the basis of actual data for 2019-2021, the estimated sales
of goods for the first three months of 2022 were obtained, which
are marked in blue on the chart (Fig. 7).
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As can be seen from the graph presented in figure 5, compared
to the actual data on sales of goods by the corporation for 2019—
2021 (marked in red) in early 2022, a downward trend is forecast,
and then there will be significant growth by the end of the first
quarter of 2022. This can be explained by the projected growth
in demand in the first half of the year, as it happened
in the corresponding previous periods in 2019-2021.

Thus, based on the results obtained, it is possible to get an idea
of both the sales of certain goods for the forecast periods, and see
the general trend of sales of goods in the future, which indicates
the effectiveness of these forecasting methods.
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Fig. 7. Projected sales data for the coming months
4. Conclusions

Strategically important processes of companies were the
analysis of the market and consumer needs, the study of changes
in their needs and behavior, which determine all future policies
for product creation, production, delivery to the consumer
and profit. Only integrated systems can provide an adequate rapid
response to rapid changes and growing variability of the business
environment in the corporate governance system. The process
approach is the consideration of all the activities of the corporation
as a set of interacting processes that take place within the
organizational structure and realize the purpose of its existence.
That is why the need to apply a process approach to their
management comes to the fore in the functioning of companies.
The main object of the process approach to management
is a business process, which is a planned algorithm of interrelated
actions or workflows, which is subject to systematic change under
the influence of external and internal factors, which involves
all company resources to meet consumer demand and profit
maximization. If the profit exceeds the cost of business processes,
then the company's activities can be considered effective.
Therefore, to provide the company with stable profits and reduce
costs, it becomes necessary to carry out competent business
process management. A necessary component of analytical
modeling of business processes is forecasting to determine
the future prospects of the company. That is why the greatest
interest for company analysts is the issue of effective forecasting
of business processes. Business process forecasting will allow
modeling and optimizing business activities in the future.
Implementing forecasting tools in an integrated corporate
governance system can make business more predictable,
manageable and controlled.

Given the development of information technology
and analytical systems with components of artificial intelligence,
it is necessary to understand that digital technologies will evolve
as hybrid solutions. Thus, the sooner a corporation embarks
on the path of digitalization, the more effective corporate
governance will be.

The mechanism of effective corporate governance
significantly expands the opportunities to attract investment
in  business, promotes productivity and competitiveness
of companies.
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ELABORATION AND RESEARCH OF A MODEL OF OPTIMAL
PRODUCTION AND DEVELOPMENT OF INDUSTRIAL SYSTEMS TAKING
INTO ACCOUNT THE USE OF THE EXTERNAL RESOURCES

1 H 1 H H 2
Dmytro Hryshyn®, Taisa Borovska®, Aliya Kalizhanova
Vinnytsia National Technical University, Vinnytsia, Ukraine, 2University of Power Engineering and Telecommunications; Institute of Information and Computational
Technologies MES CS RK, Almaty, Kazakhstan

Abstract. The problem of optimization of investment projects related to the development of modern production systems is considered. The tasks
of managing of operation and development of production systems considering external resources — the synthesis and analysis of optimal credit strategies
— are posed and solved. An analysis of analogs — solutions of the variational problem of optimal development, the disadvantage of which is the difficulty
of obtaining information about the state of production and the external environment, was carried out. The new solution is based on the resource approach,
when external resources are taken into account in the cost of production resources. A generalized model of optimal development is used, in which
the planned period of the investment project is divided into intervals. At the beginning of each interval, the optimal development strategy is adjusted taking
into account the clarification of information about the future state of the active environment: actions of competitors, consumers, world markets.
To determine the optimal amount and optimal distribution of credits between subsystems, the maxima of the criterion — the parameterized function
of the system's efficiency — are determined at each interval. A new model has been developed based on the model of optimal development, which takes into
account the use of external resources, such as loans. The method of including an external resource in the development function and the production function
is considered. Examples of modeling are given.

Keywords: optimal aggregation, production function, development function, external resource, simulation modeling

OPRACOWANIE | BADANIE MODELU OPTYMALNEJ PRODUKCJI I ROZWOJU SYSTEMOW
PRZEMYSLOWYCH Z UWZGLEDNIENIEM WYKORZYSTANIA ZASOBOW ZEWNETRZNYCH

Streszczenie. Rozpatrywany jest problem optymalizacji przedsiewzigé inwestycyjnych zwigzanych z rozwojem nowoczesnych systemow produkcyjnych.
Postawiono i rozwigzano zadania zarzqdzania funkcjonowaniem i rozwojem systeméw produkcyjnych z uwzglednieniem zasobéw zewnetrznych — synteza
i analiza optymalnych strategii kredytowych. Przeprowadzono analize analogow — rozwigzan wariacyjnego problemu optymalnego rozwoju, ktorego wadg
Jest trudnos¢ uzyskania informacji o stanie produkcji i otoczeniu zewnetrznym. Nowe rozwiqzanie oparte jest na podejsciu zasobowym, kiedy to zasoby
zewnetrzne sq uwzgledniane w kosztach zasobéw produkcyjnych. Wykorzystano uogdlniony model optymalnego rozwoju, w ktérym planowany okres
realizacji projektu inwestycyjnego podzielono na przedzialy. Na poczqtku kazdego interwalu optymalna strategia rozwoju jest korygowana
z uwzglednieniem doprecyzowania informacji o przyszlym stanie otoczenia aktywnego: dziatan konkurentow, konsumentéw, rynkéw $wiatowych.
W celu okreslenia optymalnej ilosci i optymalnej dystrybucji kredytow pomiedzy podsystemami, w kazdym interwale wyznaczane sq maksima kryterium
— sparametryzowanej funkcji efektywnosci systemu. Na podstawie modelu optymalnego rozwoju opracowano nowy model, ktory uwzglednia wykorzystanie
zasobow zewnetrznych, takich jak kredyty. Rozpatrzono metode uwzgledniania zasobu zewnegtrznego w funkcji rozwoju i funkcji produkcji. Podano
przyklady modelowania.

Stowa kluczowe: optymalna agregacja, funkcja produkeji, funkcja rozwoju, zasob zewngtrzny, modelowanie symulacyjne

Introduction

Globalization, a steady trend of increasing the efficiency
of production and services, growth of the impact of uncertainty
and disturbances, taken together, have led to the parametric and
structural changes in production as an object of management [18].

Main problems in the field of practice and theory of optimal
management and development of production are: novelty,
dynamism and significant nonlinearity; natural non-stationarity
of the processes of functioning and development of the modern
production system; lack of effective optimal control methods
for high-dimensional problems [7, 21, 30, 31]. Works with
fundamental theoretical solutions of variational problems
are known [2, 3, 14, 15]. The general feature of these tasks
is an object nothigher than of the third order, significant
restrictions on the type of functions [4, 5, 32]. To manage large-
scale systems — energy systems, economic segments, market
systems, ,,open control” (,fair play”), ,.artificial social systems”
is used [9, 19]. In these methods, the global problem of a large
production system is solved by each ,participant” taking
into account their own goals. Such methods allowed to obtain
a large number of fundamental and useful results for practice.
We conducted modeling of optimal control algorithms proposed
by Opoitsev [23]. With the introduction of non-smooth and non-
convex ,,production functions” into the model, it was not possible
to ensure the convergence of algorithms for finding the optimal
state of equilibrium. This was the primary reason for developing
a searchless method of optimal aggregation [6, 9]. A large number
of studies have been conducted on the attraction and use
of external resources. In [14, 33], two variants of the Hamilton
function were proposed: in the form of the term ,,credit function”
and in the form of a multiplier with a variable ,cost”

in the function of production development. The development

of the optimal aggregation operator for the ,production,

development” structure [7, 10] made it possible to modify
and generalize the task of crediting the processes of optimal
functioning and development of the production system.

This paper presents the solution of one of the tasks of creating
a generalized mathematical model of optimal development.
Section 2 of this article presents the results of research
and development of the first stage, on which the development
of a new model is based [11, 15, 20].

The aim of the research is to develop a new approach
to optimization of the credit strategy of an enterprise in the active
environment of competitors and consumers. Tasks of the research:
o formulation and solution of the optimization and development

problem of structures ,.innovation, development, production,

accumulation”, taking into account external resources,

e decomposition of the planning period into intervals to improve
efficiency in the conditions of close forecasting horizons,

e development of software modules for optimization of use
of external resource based on the ,embedding” of loans
in the functions of production and development,

e on the basis of developed modules, perform modeling
of optimal development processes using an external resource.

1. Optimal aggregation methodology

The theoretical basis for the development is the optimal
aggregation methodology [8], which: sets the rational structure
for the production system; allows any loosely monotonous
production functions; requires the identification of all significant
resource relationships; provides a reconfiguration of the
production system in case of failures in the subsystems [11, 24];
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provides the adaptability of optimal control to changes in prices
and technological parameters [1, 11, 23].

Working models for optimal production and development
process are developed using Mathcad software, which gives
us an instrument for running simulations of optimal processes
of real production systems.

2. Analysis of the analogs of production
and development of the production systems

We analyzed (with texts, graphics, and formulas) basic
analogues in the field of objects and methods of modern
production systems management, and assessed the existing state
of this field.

Figure 1 shows the complex processes in the system
~manufacturers, products of manufacturing process” of a
particular production segment [8]. This is concept analysis
of ,globalization, a steady trend of increasing the efficiency
of production and services, and the growing influence
of uncertainty and disturbances, led together”. Fig. la shows
two implementations of a random process of functioning
and development of manufacturers system on the market of one
product. The mathematical model of the system is assembled
on the basis of classical models of microeconomics; 3D graph —a
sequence of rank distributions of the producers. The dependencies
of the total demand and supply on time, as well as the dynamics
of the ranks of the selected manufacturer ,,amid” the entire system
state, are located in the same phase space. Otherwise, it is ,the
dynamics of the element of the system of producers in the active
environment of competitors and consumers”. Fig. 1b presents two
implementations of random process for a multi-product system.
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Besides the ranked processes, unranked processes are also
presented. Simulation scenario: at the beginning of the process,
manufacturers are ranked, the first half of high-rated
manufacturers use classical management methods, the second half
of low-rated manufacturers use innovative — risky management
methods. Risky management gives a manufacturer with a low
rating non-zero probability to increase significantly the rating.
In the upper graph of Fig. 1b the outsider has become a leader;
in the lower graph of Fig. 1b outsider remains an outsider.

We analyzed existing models of production systems
considering credits.

The closest analog [6, 12, 13] researches the problem
of optimal credit policy for the manufacturer to minimize total
production cost. Developed model takes into account credits
and reliability of produced items.

However, it does not take into account internal resource
distribution between subsystems such as ,development”,
Hproduction”, ,.innovations”.

Satisfactory models of attracting and using external resources
to solve the problem of ,,development of production systems in
an active environment” have not been found. Based on the results
of developments [8, 16, 25], the structure of the management
system based on simulation models of the system of producers
of a certain production segment with the involvement of external
resources such as lending was proposed (Fig. 2). The basis of the
scheme is a predictor model and a real-time model. In the center
are two examples. Above is the empirical frequency distribution
of income of some enterprise of the ,,3 products, 4 manufacturers”
system. The diagram displays the ,loans” subsystem and the
corresponding resource and financial ties.

[ Total demand and output |

non-ranked processes

ranked processes

Total output

«Two on the background of|all»

Currenttime |

8
100-

ystem "N manufacturers”, one product (aggregated).
'wo implementations of random process

System "N manufacturers, M products”.
Two implementations of random process

Fig. 1. Modeling of manufactures system dynamics

Simulation model of the Processes and
system of manufactures || complex states
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| Resource | 4
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Operational Production
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Fig. 2. Diagram of ASUP based on a simulation model of the class ,, one against the background of all



62

IAPGOS 4/2022

p-ISSN 2083-0157, e-ISSN 2391-6761

OEPF

Strategic management.
Specified output ¥s(z)

1

Forecasts, orders

13
10

UU 15 30 45 60 7.

Optimal aggregation
Fops(Xs, Mps) =
2

3 4

>

—

—

46
47

qﬁ

19.61
19.9
2017

0.28
0.29
0.29

0.71
0.7
07

0.01
0.01
0.01

Xs= 47[

7

Statics of PS

-

Dynamics of PS Specified release Ys(z)

120

Process time

Fig. 3. Operational production management based on optimal aggregation

2200
1760
1320

880

440

11 H\

0 0.05 0.1 0.15

loan rate
accumulated income
credit taken
credit efficiency
bank earnings

0.2 0.25

.H |

Process time

i

IHH

Fig. 4. Credit Policy Analysis Examples

The characteristic feature of the control system in Fig. 2 —
availability of a system of specialized models of the system
of manufacturers and a production system: real-time simulation
models and a predictor model; state and parameter observer. These
models create information support for the subsystems of strategic
and operational management. The diagram highlighted
the subsystem ,,credits”, which is element of the external resource
in this article.

Fig. 3 gives a visual representation of production management
based on optimal aggregation methods. The ,.dynamics” block
contains transients in subsystems for a given input effect
of the production system. The ,strategic management” block
determines a specified output, for which the module ,,optimal
aggregation” calculates the minimum of the total costs Xs,
and their distribution over the elements of the system. The ,,static”
block represents the definition of subsystem outputs for
a specified resource distribution. The block ,,dynamics” represents
the rate of the output in the subsystems.

Analysis and selection of optimal use of external resources.
We analyzed analogs of the model of the optimal development
of the enterprise, taking into account lending [12, 17]. The area
of these model’s adequacy is ,,passive” external environment,
independent of the actions of producers and consumers.
The novelty of this research is the development of adequate
enterprise management, taking into account the active
environment of competitors and consumers.

Fig. 4 presents an example of a comparative analysis
of credit strategies. Fig. 4a — dependences on the credit rate of the
following indicators: ,,accumulated income of the manufacturer”,
ook loans”, ,effectiveness of loans”, ,bank income”.
Let us analyze the dependence of the indicator ,,took loans” from
the rate: from zero to 6% — a slight drop, the more expensive
the loans, the less we take. The interval is from 6 to 18% — the
higher the rate, the more we take loans, the reason — it is necessary

to overcome the ,inefficiency threshold” of production.
The interval from 18 to 25%: expensive loans are not covered —
less credits are taken. Let us compare the dependencies of ,.bank
income” and ,,credit efficiency” (for production): the complete
opposite. Relevant for the manufacturer indicator: ,,accumulated
income” monotonously decreases with the increase of the loans
rate.

Figs. 4b and 4c show two alternative strategies of optimal
development (description: 1 — credits strategy; 2 — credit return
strategy; 3 — development spending; 4 — accumulation rate —
criterion increment; 5 — production rate). Processes have different
credit recovery strategies. In Fig. 4c it is: ,all profits (3)
go to the return of debt on credits”. In practice, the strategy
of ,,deferred payments” is used. These credit recovery strategies
are part of a set of models and programs [12, 21, 26]. Regarding
the use of working models, presented in Fig. 3, it should be noted
that they are adequate to the reality only for an ,,autonomous”
enterprise with an unlimited market, independent on the actions
of competitors and the ,,whims” of the consumers.

The given examples of the solution of variational development
problems, taking into account the use of external resources
[9, 22, 27] — is a small part of the research and development
in the field of optimal development of the systems.
The possibilities of obtaining new scientific and practical results
are not exhausted within the framework of the developed models
of optimal development and new information technologies
of designing new models for new tasks. This should
be an operational optimal decision on the allocation of loans:
which subsystem, in what time interval, in what volume
and taking into account the state of the system and the external
environment. Further the development of credit strategies
of manufacturers in the active environment of competitors
and consumers is presented. This development is the
approximation to the requirements.
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3. Statement and solution of the problem
of optimal aggregation taking into account loans

Development of a model for attracting external resources
based on aggregation ,,production, development”.

We used the methodology of optimal aggregation, the main
point of which is the possibility of equivalent replacement
of a rational production system by an optimal equivalent element
with a production function: Ys = Fops(Xs, Mps), where Xs, Ys —
total costs and output of the system; Fops — optimal equivalent
production function (OEPF); Mps = augment(vpp, vpr, vpc, vpkr)
— parameters matrix, OEPF, composed of appropriate vectors.
Here: vpp, vpr — vectors of parameters of production
and development functions, vpc — vector of price parameters
and vpkr — vector of credit parameters.

The input data for the optimal aggregation problem
are the production functions of the elements of the system,
which are given in a discrete form, in the form of a table
of the relationship between the spent resource and produced value.
The result is the optimal equivalent production function,
which is also provided in a discrete form, and shows the optimal
distribution of resources between the elements of the system
at each step of the process. The paper uses a ,,resource” approach,
in which inputs and outputs are measured in abstract units.

We choose the following alternatives to return credits:
from the incomes of production and the strategies of credits return,
which are presented in Fig. 4.

We modified the production and development functions taking
into account credits as a specific ,borrowed resource”
and displayed it in the parameters of operators of optimal
aggregation of parallel structures and structures ,production,
development”. No close analogues of this approach were found,
therefore at the first stage of development we use structural
and logical methods of applied system analysis [7, 8, 16].

Fig. 5 presents the analysis of the credit impact of subsystems
,production” and ,,development”. We assume that the return
of loans is related to the costs of production at the level
of the production system on the whole. In this paper, we consider
the tasks at the resource level, and the prices are included
as parameters. Models of the markets where prices are formed
are described in work of Borovska [9, 11]. On the left graph
of Fig. 5 three functions of production are presented: excluding
and taking into account the cost of debts repayment. The situation
when loans supplement own resources is considered. We see that
the output at constant total costs may differ significantly.
On the right graph of Fig. 5 four functions of production
are presented: the initial, after the cost of a loan for development
and two functions, taking into account the cost of paying debts.
We see that the output at constant production costs may differ.

The model in Fig. 5 allows to identify the specific features
of production processes development. ,.Short” loans should
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be taken in case when maximum return in the form of products,
production facilities is expected. It is advisable to return credits
with a deferred payment. In a multi-product system, it is possible
and desirable to form the chains of ,production, development”
processes in different phases of implementation [27, 28, 29].

General conclusions regarding the analysis of credits: credits
should be spent on improving the efficiency of the production
system on the levels of production”, ,development”,
and ,.innovation”.

4. Mathematical model of optimal development
taking into account the external resources.
Embedding credits in production
and development functions

Based on the materials, proposed above, we solve the problem
of optimal aggregation for the structure of production,
development”, taking into account external resources. Optimal
aggregation of a binary structure is the solution of one-
dimensional problem of non-linear programming for a pair
of elements of the ,,costs, output” class. The solution is found
for the entire interval of determining the variable ,costs”,
and the result of the aggregation is the ,,optimal equivalent
production function” (OEPF) of a given binary structure. Optimal
aggregation operations could be made associative. This enables
you to create the ,algebra of production functions”, similar
to the algebra of transfer functions in Automatic control
theory [16].

Binary operators and operands of optimal aggregation algebra.
The binary operator can be represented by a mathematical model,
and then by the appropriate computer program or immediately — a
,working model”. The development of the binary operator
of optimal aggregation is the main intellectual component
of optimal aggregation methods. The result of the development
is a multidimensional nonlinear programming problem,
which is decomposed into a system of one-dimensional problems,
solved by the searchless method. The form of solving the problem
of optimal aggregation is: a function of the total resource, as well
as of the parameters. Parameters could be numbers, vectors,
matrices, and subroutines.

Mathematical model of structure with parametric resource
connection ,,production, development”. Substantial background:
modern high-tech, innovative productions are integrated with the
subsystems of development and maintenance of production units,
subsystems of management, control and testing. Organizational
integration makes management and financial integration desirable
and possible. These transformations generate a new class of
optimization problems and corresponding mathematical models.
We considered the basic model of the integrated system
,production, development” [11, 35]. In this paper, we modify this
model to account the use of credits.

CREDITING OF PRODUCTION

CREDITING OF DEVELOPMENT |

00

SlhwN

Display the development | |
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60

9 wWN =
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==>Repayment costs: - credi; Repayment costs; - credit;
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Fig. 5. Resource schemes of credits for the production and development
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We write down the functions

and development (DF):

fp(xp) = fpp(xp,va(xr,vaO)); fr(xr) = fc(xr,v Pr) @)
where xp, xr — production and development resources,
vPp0 — the initial value of the vector of parameters of the
production function (PF), vPr — vector of development function
parameters (DF).
We consider in details the parametric coupling function
of the production function (PF) with the development function
(DF):

of production (PF)

VPp(xr,vPp0) = vPp =VP2(a, Axs, vPpO, v Pr) 2

where VP2() — a function that characterizes the transformation
of the costs of the ,development” subsystem into a change
in the parameters of the production function (PF) — increase
of the efficiency and production capacity, decrease of service
costs, Axs-a, 0<a<1l - quantum of system resource
and the proportion of its distribution between development
and production. The initial state of the system is set:
xp0 — production rate: vPp0O — parameter vector of the production
function (PF); vPr — vector of development function parameters
(DF).
We write the equation of state of the system ,,production,
development” after using a quantum of resource:
Xp = Xp0+ - AxS; xr = (1— ) - AXs ?3)
Authors display development costs in the changes

in production capacity yr = fr(xr,vPr), taking into account (3)

and obtain yr = fr((1-a)-Axs,vPr). We use three-parameter

models of the production function (PF) and development functions
(DF), we assemble into the user vector function: the dependencies
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of the parameters of the production function model (PF)
for specific segments of production and technologies:

VPp =VP2(a, Axs,vPpO,v Pr) (4)

After using the resource quantum for the development
and production, taking into account (3) and (4), rate of production
will have following form:

yp = fp(xp,vPp) = fp((xp0+ - Axs), (vPp0+SVPp))  (5)
Taking into consideration (4), (5), we form the function
of the user — ,,new rate of release”:

yp(Axs, o) = fp((xp0+a-Axs),VPZ(a,Axs,vaO,vPr)) (6)
and user function ,,output increment™:

§yp(Axs,a) = yp(Axs,a)— yp0 = yp(Axs,a)— fp(xpO,vPO) @)

Expression (7) is the optimization criterion in the basic
problem of optimal aggregation of the integrated system
production, development”. Modification of the binary operator
production, development” to account he credits. Fig. 6 presents
an example of the development of a transition operator between
development process intervals.

The unpacking of the user function Foppt(MP1, MP2) — OEPF

test system is performed. The details and logic of the transition
between the matrices of parameters of the integrated
system ,,production, development” are presented. In the upper
part — the initial data; in the middle part — the dependencies
between the elements of the parameter matrices; in the lower
part — the transition between the states of the matrix of parameters
of the optimally aggregated production system, which has
a parametric resource connection between the subsystems
,production” and ,,development”, for two points in time.
In the right part of Fig. 6 the results of calculations for the three
steps of ,,working out” ,,quanta” of the resource are shown.

(5

Pass to the form:

c _ _ _ Mpvl =
3772 "increment of production rate" posmoy = py = rza'l) é
0.06 "part of the resource for production in P§1" 1 1 /1 1 2
Fifl =| 0.14 "part of the resource for development in P§1" ; g?ﬁ ; 2?; ; ; 1]116.55 10
0.29 "part of the resource for production in PS2" 3 0:29 3 ﬂ.;g 3| 17 2| 0.04) 0.2
0.52 "part of the resource for development in PS2" 4| 052 4 01| |4 3 3 5 12
j{pvQZ =
ml + Opprl Mpvl m2 + Oppr2 Mpv2
(.rzdj,'] 1 ( 1,]4,}2 (.rzd' N ( 1,]‘,)
2 ‘ 1 2
Oppri (Mpv} ] (Mva ] 110117 20
Mmwi .= rzd ;) 4 1) .4 1) L
pvl ( 1) 5 2,2 4 : 2| 003] o003
Opprl Mpvl Mpv2 3| 535 10
(rza'j‘}z,j ( 1,]372 ,3 ( 1,]3>2
[ TYPICAL OPERATION ]’foprimal aggregation — extract the required element from the Vvl
OEPF matrix (see Fig. 3). Modeling and designing of the models of socio-technical and economic Mpviz=
systems (STES) for and with the help of computers are not reduced to the routine translation of “on 1 >
paper” models of Euler, Lagrange. Bellman into programs. Software platforms provide the ability 1113583 0
to create effective computer models that are difficult to present on the paper. > 0‘04 50
Trom the form: Mpvsj = OPPar(;\/[pvs D Wcra’) ; : : ‘12

Mpvl
= OPPar , Vikrd
Mpv2 u Mpv2 P J k=1 J

Fig. 6. Obtaining of the operator of the transition between the development process intervals

5. Testing of modules of optimal development and
analysis of the structure of the complex models

All elements of the developed complex models have been
tested. On a set of models, testing was performed to reproduce
the available empirical data, to match the results obtained
on alternative models. Fig. 7 shows an example of testing a key
component — the operator of the transition between intervals.

Fig. 7a — testing of the ,response” of the system
to the dynamics of the magnitude of the resource quanta: with
increasing and decreasing. Results are represented by graphs,
numbers, vectors Ra, Rb. Fig. 7b — construction of optimal
equivalent efficiency functions for three development intervals,
and the results (outputs and resource distributions) of resource
quantum development with and without credits are derived. Also
areas of maximum efficiency loans are highlighted.
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6. Conclusions

Analysis of analogues and prototypes showed the constant
relevance of optimal development problems for production
systems of all the levels. Fundamental mathematical models
for the simplified problems and objects of nothigher than the third
order are obtained. The solutions obtained for variational
problems were not generalized. There were no adequate
and effective mathematical development models using external
resources.

The goal of generalizing the problem of optimal development
of production systems based on the optimal aggregation
methodology is set so that the changes in the control system
during the transition to the new object — with new technologies,
new production products, are reduced to parametric tuning.

The search and analysis of direct analogues was performed.
New tasks have been set to achieve the goal. The development
base is the classical formulation of a variation development
problem and its solution by the maximum principle method
and the optimal aggregation methodology. Scientific novelty:

e new task of optimal aggregation of structures with parametric
connections ,innovation, development, production,
accumulation” has been solved. The result of aggregation
is the optimal distribution of the system resource between
development subsystems and production subsystems;

e decomposition of the planning period into intervals to improve
efficiency in the conditions of close forecasting horizons
is performed. At the beginning of each interval, the optimal
development strategy is calculated for the remainder
of the planned period;

e software optimization of use of external resource based
on the ,,embedding” of loans in the functions of production
and development is proposed and implemented.

The software system has been developed, modeling of optimal
development processes using an external resource has been
performed.

the optimal development of a quantum of resource. Example

Practical significance. Research and development allow
for any moment of the process the optimum volume of credits
depending on the current pace of production and demand
forecasts. Optimal rapid allocation of own resources between
production reduces the need for loans. Prospects. The next stage
for this development is the creation of mathematical models
and software module ,,virtual reality” statistics based on Predictor
models. This will take into account the risks in the optimal
management of the production and development. The results
are used for further research to develop optimal adaptive control
system of modern enterprise.
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Abstract. The article presents the results of research on the implementation of the principles of inclusive education in Ukraine, substantiates its relevance
in the development of a democratic society and European integration policy. The principles of the state policy in the field of inclusive education,
its normative-legal support and international practice of providing educational services to citizens with special needs are described. Advanced experience
of inclusion introduction in the educational process of preschool, general secondary, vocational and higher education institutions is analyzed. Official
statistics on the total number of people with disabilities in Ukraine; availability of special secondary education institutions (boarding schools) and their
contingent; the number of children with disabilities in preschool education institutions, students with disabilities in full-time secondary education
institutions, persons with disabilities in vocational education institutions, persons with disabilities among students of higher education institutions etc.,
have been handled. The importance and expediency of the scientific development of the principles of inclusive education, its practical implementation
and study of socio-economic effect are substantiated. Graphic visualization of the correlation between the employed persons with disabilities and persons
without disabilities, number of children, pupils, students with special educational needs in education establishments of Ukraine is presented.

Key words: inclusive education, inclusive environment

MODELOWANIE PROCESU ROZWOJU EDUKACJI WLACZAJACEJ NA UKRAINIE

Streszczenie. W artykule przedstawiono wyniki badar nad procesem wdrazania zasad edukacji wigczajgcej na Ukrainie, uzasadniono ich znaczenie
w warunkach rozwoju spofeczenstwa demokratycznego i europejskiej polityki integracyjnej paristwa. Opisano zasady krajowej polityki paristwa w zakresie
edukacji wlgczajgcej, jej wsparcie regulacyjne i prawne oraz migdzynarodowq praktyke swiadczenia ustug edukacyjnych obywatelom ze specjalnymi
potrzebami. Przeanalizowano najlepsze doswiadczenia 7 wdrazania integracji w procesie edukacyjnym placéwek przedszkolnych, ogdlnoksztatcgcych,
zawodowych i wyzszych. Opracowano oficjalne dane statystyczne dla Ukrainy dotyczgce catkowitej liczby osob niepetnosprawnych; dostgpnosé
specjalnych szkdl srednich (internatéw) i ich zespolow; liczby dzieci niepefnosprawnych w placéwkach wychowania przedszkolnego, uczniow
niepetnosprawnych w dziennych placéwkach ogélnoksztatcgcych, 0s6b niepetnosprawnych W placéwkach ksztatcenia zawodowego (zawodowego
i technicznego), 0séb niepetnosprawnych wsrod studentow szkét wyzszych itp. Uzasadniono wage 1 celowosé naukowego opracowania zasad edukacji
wigczajgcej, jej praktyczne zastosowanie oraz badanie efektu spofeczno-ekonomicznego. Zaprezentowano graficzng wizualizacje stosunku zatrudnionych
0s6b 7 niepetnosprawnosciami do osob sprawnych, liczby dzieci, uczniow i studentow ze specjalnymi potrzebami edukacyjnymi w instytucjach
edukacyjnych Ukrainy.

Stowa kluczowe: edukacja wlaczajaca, sSrodowisko wilaczajace

Introduction

At the present stage of development of a democratic society
in Ukraine and in the conditions of the realization of social and
legal processes of European integration policy, conducted by
the state, the problem of ensuring social protection of citizens
in general and people with special educational needs in particular
is of great importance. The urgency of the introduction and
formation of the sphere of inclusive education is due to the fact
that the number of people with special needs who require quality
educational services and provision the conditions for adapting the
educational space to their individual characteristics is constantly
growing. A prudent policy strategy of many countries in the field
of inclusion is a scientifically sound and proven statement that
“it is economically feasible to invest in human capital wherever
possible, instead of direct investment in social services” [10].

The issue of inclusive education in Ukraine in the context
of the development of a democratic society and European
integration policy is of great importance both for the Ukrainian
state and for the European community as a whole. Therefore,
research on this topic should be considered important from both
a theoretical and a practical point of view. We used the priorities
of the concept of sustainable world development as a basis
for further research in the field of inclusive education.

The analysis of scientific and pedagogical research shows
the relevance of improving inclusive education in Ukraine.
Researcher O. Batsman [3] described the peculiarities of training
future social workers to work with students with functional health
limitations in institutions of higher education (2021),
I. Kalinovska [8] considered the methodological foundations
of training future practical psychologists to work in conditions
of inclusive education students of general secondary education
institutions (2020), O. Kasyanenko [9] investigated the readiness

of future educators to work with preschool children in conditions
of inclusion (2018), and O. Kosovets [11] developed
a methodology for teaching informatics to students of vocational
education institutions in conditions of inclusion (2015).

The purpose of the article is to investigate and model
the process of development of inclusive education in Ukraine
in the context of the development of a democratic society
and European integration policy.

1. Formulation of the problem

International human rights standards are based on the idea
of the participation of every individual in public life on the basis
of equality and without discrimination. The spread of the process
of inclusive education of children with physical and (or) mental
health problems in Ukraine is not only a reflection of time,
but also represents another step towards ensuring the full
realization of the rights of children with special educational needs
to quality education [31].

The legal field of providing educational services in the sphere
of inclusive education is regulated by the current legislation [4, 5,
15, 17, 18 etc.] and international documents [21-23 etc.].
The Constitution of Ukraine (Article 43) states: “Everyone has
the right to work, which includes the opportunity to earn a living
by work which he freely chooses or agrees to freely” [5].
Additional guarantees for employment of persons with disabilities
are provided by the Law of Ukraine as amended on February 13,
2020 under No 5067-V1 “On Employment” [17].

Analyzing the experience of inclusion in the educational
process, we note that of particular interest are the works
of scientists D. Deppler, T. Lorman, F. Armstrong, B. Barber,
G. Becker, P. Bourdieu, J. Davis, K. Jenks, X. Kerbo, M. Crozier,
F.Crosby, who made a significant contribution to the
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development of theoretical and methodological foundations
of inclusive education. M. Andreeva, Y. Boginskaya,
V. Tserklevych, T.Grebenyuk, T. Komar, V. Skrypnik,
M. Tomchuk studied the problems of social and psychological
adaptation of students with health problems to the study
at universities. S. Bogdanov, G. Gavryushenko, N. Naida,
N. Sofiy, I. Yarmoschuk, etc., dedicate their works to the study
of the problem of involving people with special needs the study
in education establishments, their rehabilitation and socialization
to social norms [1, 10, 12-14, 16, 27, 28, 31 etc.]

The problem of inclusive education is closely connected with
the new paradigm of education, which is based on the transition
to new educational technologies. Thus, Canadian and American
Researchers M. Forest, M. Giangreco, E. Lusthaus, J. Pearpoint,
J. Putnam and others proposed to use the following innovative
technologies: MAPS (Making Action Plans, from the English —
“systematic production of action plans”); PATH (Planning
Alternative Tomorrows with Hope); COACH (Choosing Options
Accommaodations for Children) [1].

As of the beginning of the 2020/2021 academic year,
the number of special schools was 319 units with a contingent
of 36,461 students (out of the total number of special schools
with boarding department — 264 units (29,634 students)). Number
of children with disabilities in preschool institutions
— 8544 people. The number of students with disabilities in full-
time secondary schools (at the beginning of the school year)
is 74,354. Number of persons with disabilities in vocational
education institutions (at the end of the year) — 4648 people.
The number of people with disabilities among students of higher
education institutions (at the beginning of the 2019/2020 academic
year) is 12,959 applicants, for the 2020/2021 academic year there
is no information [26].

However, according to experts, the number of children with
physical and (or) mental disabilities is much higher [31].
And there is no complete statistical state registration of children
with mental and physical disabilities in Ukraine today. The lack
of a single transparent and reliable system of registration
of children with disabilities and children with disabilities hinders
adequate assessment of the real scale of the problem
and the development of a clear strategy for the implementation
of inclusive education in Ukraine [12].

2. Theoretical research

Over the last ten years, Ukraine has been developing the legal
framework for the introduction and development of inclusive
education for children with special educational needs. In this
aspect, it is worth noting the following changes in the regulatory
framework that allow for the effective development of inclusive
education at different levels of public administration:

e adoption of a social approach to understanding disability
and special educational needs as a basis for overcoming
various barriers in the field of education, including through
the implementation of inclusive education;

e enshrining in the field of education international principles
in terms of ensuring the rights of persons with special
educational needs and persons with disabilities, among which
are the principles of non-discrimination, equality
of opportunity, accessibility, respect for the development
of abilities and individuality;

o definition of guarantees of the right of children with special
educational needs and children with disabilities to access
quality education, including inclusive education in general
secondary education institutions at the place of residence,
legal regulation of the rights and freedoms of this category
of children in education; to create special conditions for such
education;
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e definition of competence and division of responsibilities
of state bodies that carry out administration in the field
of education to create a set of special conditions for children
with special educational needs and children with disabilities,
including their education in inclusive education etc. [14].

At the same time, pronounced deviations from the norm
of development — the basis for the provision of special services
to the child during his schooling, which until recently was not
within the competence of general secondary education [16].
However, with regard to persons with disabilities in Ukraine,
the principles of accessibility for every citizen of all forms and
types of educational services provided by the state are also
violated; equality of conditions of each person for full realization
of his abilities, talent, comprehensive development, humanism,
democracy etc. [31].

Currently, higher education institutions are actively involved
in creating the necessary conditions for education and living
of people with special needs, as their integration into the general
education space of Ukraine is one of the areas of humanization
of the entire education system. In particular, the professional
activity of the teaching staff of Vinnytsia Mykhailo Kotsyubynsky
State Pedagogical University is aimed at the development
and formation of personality, ensuring socio-psychological
and labor adaptation of people with special educational needs,
education of universal values, civic position. In the conditions
of an inclusive institution of higher education, “the activities
carried out at the university are focused on solving the following
tasks: appropriate conditions have been created for teaching
and education in accordance with the current legal framework;
an advisory group on inclusive education of persons with special
educational needs was organized; created conditions and involved
specialists for psychological and pedagogical diagnostics
and forms of support aimed at developing individual curricula;
the office of psychological unloading is equipped with the needed
facilities; compliance with hygienic standards aimed at protecting
and promoting health, harmonious development and improvement
of the functional capabilities of the body of persons
with disabilities is provided; the office of inclusive training
in which the thematic literature, the corresponding educational
and methodical materials is stored is organized; university
monitoring is carried out to determine the level of knowledge
and skills of people with special educational needs” [22].

The curricula for training specialists of Vinnytsia Mykhailo
Kotsyubynsky State Pedagogical University include relevant
disciplines, in particular: “Psychology of people with special
needs”, “Psychological support in an inclusive environment”,
“Assistance in an inclusive environment”, “Special pedagogy with
history”, “Fundamentals of inclusive education”, “Pedagogical
technologies of inclusive education”, “Differentiated teaching
and standardized assessment in an inclusive classroom”, “Speech
therapy”, “Logopsychology”, “Theory and methods of raising
children with speech disorders”, “Methods of inclusive education
in computer science” etc. [22].

Building an effective system of inclusive education in Ukraine
is possible on the basis of the interaction of various factors,
primarily strengthening funding for education, improving
its regulatory support, improving the methodological and staffing
of inclusive education. O. Zayavnyuk [31] identified the most
significant in his opinion organizational and economic levers
of micro-, meso- and macro-levels that can enhance
the development of inclusive education in Ukraine (table 1).

Thus, it is extremely important to develop and improve
inclusive education in educational institutions. The creation
of an appropriate educational infrastructure, the provision
of decent living conditions and the development of progressive
training programs for people with special needs is an indicator
of the development of a social and legal society.



p-ISSN 2083-0157, e-ISSN 2391-6761

Table 1. Organizational and economic levers of influence on the intensification
of inclusive education in Ukraine

Macro level

Economic levers

Increase  funding for the
development of the material base of
educational institutions in order to
turn them into an accessible learning
environment.

2. The use of economic incentives to
encourage teachers to develop
special literature, methodological
support for working with children
with special educational needs; make
them available to the general public.

Organizational levers
1. Introduction of the Amendments to | 1.
the laws of Ukraine ,,On Education”,
,,On Preschool Education”, ,,On General
Secondary Education”, ,0on
Extracurricular Education”.
2. Development of a training system for
working with children with special
educational needs.
3. Cultivating a positive opinion in
society about inclusive education by
involving the media in this matter.
4. Development of barrier-free social
infrastructure.
5. Inclusion of a course on the practice
of implementing inclusive education in
Ukraine in the teacher training program.
6. Reduction of the number of children
in classes where children with special
educational needs study.

Meso level

Economic levers
Use of financial and economic
incentives to encourage educational
institutions to implement inclusive
education.

Organizational levers

1. Usage of socio-psychological
incentives for teachers and heads of
educational institutions that successfully
conduct inclusive education.

2. Conducting psychological training for
teachers to reduce fears and rejection of
changes in educational institutions that
will be associated with the introduction
of inclusion.

Micro level

Economic levers

Using the possibilities of collective
labour contract regulation of social
and labor relations in order to create
2. Inform the staff of the educational | material incentives for teachers who
institution about the successes of its | work with children with special
employees in the process of | needs.

implementing inclusive education.

Organizational levers
1. Application of the latest learning
technologies for children with special
educational needs.

The use of a competency-based approach in inclusive
education implies an adequate assessment of the level
of formation of the relevant competencies. According
to M. Malyar and A. Shtymak, the diagnosis of the formation
of professional competence is the most problematic and requires
the development of assessment methods that allow assessing
the real level of students' competence [15].

In the context of incompleteness and inaccuracy
of information in the process of inclusive education, obtaining
unambiguous results is problematic and contradictory, therefore,
methods using fuzzy logic, which are based on expert assessments
and allow obtaining results as close to reality as possible,
are promising.

Accordingly, the procedure for such assessment of the levels
of professional competencies formed by students consists of three
main stages:

o fuzzification: transformation of crisp input variables into fuzzy
ones. As initial data, the results of individual assessment
by the teacher using the 100-point ECTS scale are used, which
takes into account the results of creative and research work
over a certain period (semester). We turn the input data into
fuzzy values. At the same time, the level of professional
competence Q will be given by a set of four linguistic terms:
Ki — ,low level”, K, — ,satisfactory level”, K; — ,sufficient
level”, K, — ,high level” (in accordance with the levels
of educational achievements of students of institutions
of higher education). That is, Q = {K; i = 1.4}
and, moreover, each of the designated terms is a fuzzy set.
To translate the input data, we use the membership function
defined in the study [15]:

0,x < NG
x—(NG—-1)
RG

1L,x=VaG

where NG is the lower limit of the gradation, VG is the upper
limit of the gradation, RG is the range of the gradation.

pg, (x) = L,RG <x<VG
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That is, given the above, we will have:
a) the linguistic term K; is “low level”, the corresponding
values are in the range [0...59] and the membership

function
0,x<0
=12 0<x<60
b, () = 60.0_x
1,x =60
b) the linguistic term K, »satisfactory  level”,

the corresponding values are in the range [60 ... 74]
and the membership function

0,x <60
x —59
g, (x) = £ 60<x<75
1,x=>75
c) the linguistic term Kz is “sufficient level”,

the corresponding values are in the range [75...89]
and the membership function
0,x <75
X s < x <90
15 =S *T
1,x =90
d) the linguistic term K, — “high level”, the corresponding
values are in the range [90...100] and the membership

Hg; (x) =

function
0,x <90
x — 89
g, (x) = — 790 < x <100
1,x =100

According to the above formulas, we turn the obtained values
of the levels of formation of theoretical, practical and personal-
motivational criteria into fuzzy values;

e Dblock of rules: establishment of rules, according to which
the level of formation of professional competence
is determined based on the use of the Tsukamoto fuzzy
algorithm;

o defuzzification: transformation of a fuzzy initial value into
a clear value of the level of the initial value, which
is determined as a weighted average.

3. Results of investigations

Today, there are 2,724.1 thousand people with disabilities
in Ukraine, it means that a significant percentage of the country’s
population - every eighteenth - has a disability, and the number
of such people is growing, especially in connection with
the military conflict. As of December 31, 2020, 41,397 people
with disabilities worked at 90,331 enterprises, which is a lower
figure compared with 2017 — 666.8 thousand people. Whereas
in 2015 the number of working people with disabilities was
742.6 thousand people. At the same time, International Labor
Organization standards require that at least half of the total
number of persons with disabilities living in the country
be employed.

In the graph of the Fig. 1 percent of employed people with
disabilities in Ukraine is shown in light color. This chart shows
that in Ukraine the largest percentage of employed persons
with disabilities (about 20-24%) is in the age group of 30-34
years (i. e. in the most able-bodied age). But even in this case,
their share is much smaller than employed people without
disabilities (3.5 times). The largest gap (5 times) occurs before
the age of 40, and the smallest — at retirement age (2 times).

Analyzing the sphere of employment of certain categories
of citizens, we find that in modern society there are problems
with insufficient quotas for places for people with special needs;
in the underdeveloped area of remote work for people with a high
degree of disability; in the reluctance of government
and commercial organizations to hire ,,special” people [1].

The development and implementation of inclusive education
in educational institutions of Ukraine will partially help to solve
the existing problem of employment of persons with disabilities.



70 IAPGOS 4/2022

Employment of people with disabilities
5000

4000
3000
2000

1000

Upto24 25-29 30-34 35-39 40-49 50-59  60-70
years age

=== persons without disabilities persons with disabilities

Fig. 1. Ratio of employed persons with disabilities and persons without disabilities

The head of the institution informs the body in the sphere
of management of which the educational institution is located
about the need to open an inclusive classroom and create
an inclusive educational environment. Before the start of the new
school year, the headmaster issues an order to enroll the child
in school and forms an inclusive classroom [24].

The resolution ,,On the organization of inclusive education
in general secondary education” clearly states that the head
of the institution on the basis of the application of parents with
the support of the relevant education body creates an inclusive
educational environment taking into account the requirements
of universal design for education of people with special
educational needs. bring the territory of the institution, buildings
and premises in accordance with the requirements of state building
codes for accessibility; to provide the necessary educational
and methodical and visual-didactic manuals and teaching aids
in accordance with the needs of students; to equip resource rooms;
to provide the educational process with the necessary employees
in accordance with the needs of students with special educational
needs [18].

A separate state fund provides a subvention to local budgets
for the organization of an inclusive environment at school. About
20 thousand hryvnias are allocated for a calendar year. The list
of expenses for which the specified subvention can be directed,
is defined in item 4 of provision No 88, namely:

e conducting  (providing) additional  correctional  and
developmental classes (services), which are determined by the
individual development program for students of inclusive
classes and the working curriculum (individual student
curriculum) for students of special classes;

e acquisition of special means of correction of psychophysical
development, which allow the child to master the curriculum
(35% of the subvention amount can be allocated for the
purchase of equipment) [19].

e According to the Resolution the Cabinet of Ministers.

Resolution No 635 “On approval of the Order of inclusive
education organization in higher education establishments” the
organization of the educational process of students with special
educational needs in higher education institutions provides for:

e creating an inclusive educational environment;

e application of the principles of universal
in the educational process;

e bringing the territory of the institution of higher education,
buildings, structures and premises in accordance with
the requirements of state construction norms, standards and
rules. If the existing buildings, structures and premises
of higher education institutions cannot be fully adapted to the
needs of persons with disabilities, their reasonable adaptation
is carried out taking into account the universal design;

e providing students with special educational needs of higher
educational institutions of state and communal ownership with
the necessary special means of correction of psychophysical

design
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development in accordance with the standard list approved
by the Ministry of Education and Science of Ukraine;

e providing the necessary educational and methodical materials
and information and communication technologies for the
organization of the educational process;

e providing, if necessary, a reasonable adaptation;

e application in the educational process of the most acceptable
for students with special educational needs methods and ways
of communication, including Ukrainian sign language, relief-
dot font (Braille) with the involvement of relevant specialists
and teachers;

e ensuring the availability of information in various formats
(Braille, enlarged font, electronic format, etc.) [20].

Given that the opportunities for access to higher education
for people with special educational needs and normative citizens
differ, the legislation of Ukraine provides for such entrants
a number of benefits for admission to a higher education
institution, namely:

e enrollment of persons with special educational needs who
have | or Il group of disability, children with disabilities under
18 years of age, who are not contraindicated to study in the
chosen field (specialty) out of competition when submitting
certificates of the Ukrainian Center for Educational Quality
Assessment. tests not below the established level);

e persons with special educational needs who, according to the
decision of the regulatory commission at the regional center
for quality assessment of education, was denied registration
for participation in external independent assessment due to the
impossibility of creating special (special) conditions;

e in accordance with the conditions of admission on the
recommendation of health and social protection bodies,
the admissions committee should consider enrollment in
excess of the state order based on the results of the interview
with the right to study at the place of residence of applicants
with special educational needs who are unable to attend.
and is also obliged to create conditions for their training
in external or distance forms;

o the right to transfer to vacant budget places have persons with
disabilities of groups I, Il and children with disabilities under
the age of 18, who are not contraindicated to study in the
chosen specialty [21].

The main problems of access to higher education for people
with special educational needs or disabilities (primarily inclusive
education), their integration into the educational and social
environment, which also have different scales and nature, are:

o insufficient development of the legal framework for
the education of persons with disabilities;

o insufficient level of quality of general secondary education
of disabled people, which creates obstacles for their admission
to higher education institutions;

e lack of conditions for combining professional training
of students with special educational needs and their medical
rehabilitation;

o lack of barrier-free architectural environment for the training
of people with disabilities in colleges;

e low level of provision of students with disabilities with
adaptive technical means of education (various surdo- , blind
aids and other adaptive equipment);

o insufficient level of provision of students with special
educational needs with educational and methodical literature
adapted to their psychophysiological needs;

e low level of public awareness of understanding the problems
and needs of people with disabilities;

e inactive consolidation of efforts of persons with disabilities
(due to both subjective and objective circumstances) in terms
of defending their rights, including the right to education [13].
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Therefore, in order to ensure the inclusive education
of students with special educational needs, it is necessary to form
an external environment that affects the organization
of an inclusive educational environment, and to adapt the internal
educational and methodological environment of higher education
institution (Fig. 2).

Main factors of social exclusion of persons with disabilities
from the field of education are the insufficient number
of educational places, limited by the quota for admission of such
persons to higher education institutions; imperfection
of legislation in the field of education, which leads to the lack
of mechanisms for the development and financing of inclusive
education; insufficient material and technical and staffing
of educational institutions (lack of special auxiliary educational
equipment, specially developed teaching methods, lack of material
incentives for teachers and lecturers — developers of appropriate
educational and methodological support; lack of special training
for teachers to work with students and students with disabilities);
unsuitability of educational buildings for unimpeded access
to them by pupils and students with various diseases and
pathologies. Thus, 27.4% of higher education institutions and
only 8.4% of vocational education institutions are equipped
with ramps for unimpeded access to the premises of students
with disabilities [31].

Table 2 shows the number of children, pupils and students
with special educational needs who study in inclusive classes
of educational institutions of Ukraine. According to statistics, the
number of children with special educational needs in preschools
has been growing steadily over the past five years. This initial link
is important for the further development and education of students
with special educational needs in general secondary education.

The external environment for
the organization of inclusive education

Benefits for admission
is higher education

Universal
design

Resolution
No 635

The internal inclusive educational environment

Adaptation of educational and methodical materials

Availability of information in various formats

Involvement of relevant specialists

Various surdo-, blind aids and other adaptive
equipment

Special programs

Fig. 2. Organizational principles of inclusive education in higher education
institutions

Table 2. Number of children, pupils and students with special educational needs
in educational institutions of Ukraine

Number of children, pupils and students with special
educational needs
Year . in general in education
n presc_hool secgondary vocational in higher
education ) . .
institutions _edqcat_lon _edqcat_lon _edqcat_lon
institutions institutions institutions
2015 8357 62075 5368 16090
2016 8892 65603 4988 14752
2017 9447 68714 4828 13216
2018 9014 73161 4617 12788
2019 9157 74452 4825 12959
2020 8544 74354 4648
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The data on the number of children, pupils and students with
special educational needs in educational institutions of Ukraine
are prepared according to the Ministry of Education and Science
of Ukraine and the State Information System of Education,
provided by the State Scientific Institution ,Institute
of Educational Analytics” [26].

Fig. 3 shows a positive trend of increasing the number
of students with special educational needs in general secondary
education in Ukraine, which gives grounds to draw conclusions
about the feasibility and necessity of further development
of inclusive education.

At the same time, there is an obvious demand among people
with disabilities for higher education. In Fig. 3 the number
of students with special educational needs who study in higher
education institutions is much higher than the number of students
with special educational needs who study in vocational education
institutions [2, 3, 23].

Modern education is characterized by the search for new
pedagogical opportunities, which is primarily related to the idea
of the integrity of the pedagogical process as a system. At the
same time, all aspirations are based on the theory of universal
human values, cultural growth and humanization of society. It has
been experimentally proven that the implementation of the goals
and objectives of high-quality training of specialists in the field
of inclusive education stipulates the necessity of searching for
innovative approaches to the formation of the readiness of future
educators to work with the preschool children in the conditions
of inclusion [9, 25], training of future practical psychologists to
work in the conditions of inclusive education of the students
of general educational institutions [8, 30], methods of teaching
informatics of the students of vocational and technical educational
institutions in conditions of inclusion [11], training of future social
workers to work with students with functional health limitations
in institutions of higher education [3] etc.

Number of pupils and students with special educational needs who
study in educational institutions of Ukraine
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80000 .’/——‘
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re
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number of pupils, students with PLO

2015 2016 2017 2018 2019
year
=== in higher education institutions

in vocational education institutions
==fe== in general secondary education institutions
=== in preschool institutions

Fig. 3. Ratio of the number of children, pupils and students with special educational
needs in educational institutions of Ukraine

The general picture of the results of the dissertation studies
indicates the presence of the positive changes in the training
of specialists in the field of inclusive education. We will check
the validity of the proposed hypothesis using the method
of mathematical statistics.

To check the heterogeneity of unrelated samples
in the experimental and control groups in studies [3, 8, 9, 11],
we will use the Student's t-test for unequal samples n; # n,,
the statistics of which has the form [23]:

X, — X,
temp =
(=15 +(p-1)s3 (i + i)
ny+n,—2 ny  ny

where X; i X,, s? i s2, n; i n, are the average, variances

and volumes of the first and second samples, respectively.
According to the Student's t-test, the null hypothesis

Hy: py —pp =0 (uq does not differ from p,) is that the
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difference between the average values of the two samples
is (statistically) equal to zero, that is, there are no differences.
The alternative hypothesis Hy: py — pp # 0 (uq differs from p,)
indicates that the difference is different from zero, that is,
the matter is the significance of the differences, which is assessed
by the level of significance — the probability that the differences
are considered significant.

The critical value of the criterion t, for a given level
of significance o and the number of degrees of freedom
df =ny +n, —2 can be obtained from Student's distribution
tables. If temp > ter, then the hypothesis of homogeneity H, (about
the absence of divergence) is rejected and the alternative
hypothesis H, is accepted. If [tom,| < |t|, then the difference
of averages is invalid.

Table 3 shows empirical data for experimental and control
groups are taken from primary sources [3, 8, 9, 11].

Therefore, according to the Student's t-test for the independent
samples, we have tem, > to 05 €verywhere. That is why, the training
of specialists who will provide educational services to persons
with special educational needs at various levels of education is
relevant and requires special attention and appropriate financial
support from the state.

4. Conclusion

Inclusion has a significant impact on policy, research
and practice and has many meanings, ranging from simply
enrolling students with special educational needs in regular classes
to transforming the philosophy, values and practical approaches
of entire education systems [1].

Table 3. Empirical data for experimental and control groups

Testing of statistical hypotheses
by Student's t-test for independent samples
for the level of significance o = 0.05; t; = ty 05

according to O. Kasyanenko 's empirical data
[9] — preschool education

te-mp 2 toos ‘ 10.39 > 1.99

according to the empirical data of I. Kalinovska
[8] — higher education and general secondary education

temp = to.os ‘ 7.05>1.97

according to empirical data of O. Kosovets
[11] - vocational and technical education

temp 2 toos ‘ 3.7>22

according to empirical data of O. Batsman
[3] - higher education

temp = to.os ‘ 5.25>1.97

The concept of independent living should be a key priority
in the realization of the right of persons with special educational
needs to the quality and accessibility of higher education.
Educators together with the Government should develop measures
to increase the involvement of such students in higher education,
include indicators of their education in the rating system of higher
education institutions; to strengthen control over the
implementation of requirements for the creation of an inclusive
environment in vocational and higher education institutions,
to develop a network of transport services for students who have
vision problems, problems with the musculoskeletal system;
to promote employment and analyze the career growth
of graduates with special educational needs; prevent and eliminate
elements of discrimination and bullying; to involve the media
to create a positive image of higher education for people who need
an individual approach [1].
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Education of people with disabilities is one of the most
important tasks for the country. This leads to the creation
of a truly inclusive environment where everyone can feel
the importance of their existence. Society has a duty to enable
everyone, regardless of their needs, to reach their full potential,
to benefit society and to become its full-fledged member.
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FREQUENCY-TO-CODE CONVERTER WITH DIRECT DATA
TRANSMISSION

Piotr Warda

Lublin University of Technology, Faculty of Electrical Engineering and Computer Science, Department of Automation and Metrology, Lublin, Poland

Abstract. Signal frequency is one of the most popular information carriers in measurement technology. A circuit called a frequency-to-code converter
is used to convert frequency into numerical values. Frequency-to-code converters usually operate in the mode of a recorder of a certain number of periods
of the signal under test. Often it is a microcontroller-based circuit that uses built-in memory to collect measurement data. The size of the memory limits
the measurement capabilities of the transmitter. The paper presents the development of a frequency-to-code converter that sends measurement data
directly to the host computer without collecting the results in the RAM of the converter. The working algorithm of the transmitter is presented. The results
of measurement experiments carried out for sample signals of constant and variable frequency are presented.. The metrological analysis of the results
is presented.

Keywords: frequency, digital period measurement, frequency-to-code converter, microcontroller

PRZETWORNIK CZESTOTLIWOSC-KOD Z BEZPOSREDNIA TRANSMISJA DANYCH

Streszczenie. Czestotliwos¢ sygnatu jest w technice pomiarowej jednym z popularniejszych nosnikéw informacji. Do konwersji czestotliwosci w wartosci
liczbowe uzywa sig¢ ukladu zwanego przetwornikiem czestotliwosé-kod. Przetworniki czestotliwosé-kod zwykle pracujq w trybie rejestratora okreslonej
liczby okreséw badanego sygnatu. Czesto jest to uktad oparty o mikrokontroler wykorzystujgcy wbudowang pamieé do gromadzenia danych pomiarowych.
Rozmiar pamieci ogranicza mozliwosci pomiarowe przetwornika. W artykule zaprezentowano opracowanie przetwornika czestotliwosé-kod przesytajqcego
bezposrednio dane pomiarowe do komputera nadrzednego bez gromadzenia wynikéw w pamigci RAM przetwornika. Zaprezentowano algorytm pracy
przetwornika. Przedstawiono wyniki przeprowadzonych eksperymentow pomiarowych dla przyktadowych przebiegow o stalej i zmiennej czestotliwoSci.

Przedstawiono analize metrologiczng wynikow.

Stowa kluczowe: czgstotliwosé, cyfrowy pomiar okresu, przetwornik czgstotliwosci na kod, mikrokontroler

Introduction

Converting a physical quantity into frequency is one of the
more common ways of converting information [4, 13]. A variable
frequency signal is seen as an attractive transmission medium.
Itallows the transmission of information in an environment
of increased electromagnetic interference [11]. In addition, due to
its high resistance to signal amplitude attenuation, compared to
avoltage signal, it allows information to be transmitted more
easily over longer distances [10]. In the remainder of this paper,
a signal in which information is transmitted by the value of its
frequency will be referred to as a frequency signal.

Decoding the information transmitted by the frequency of the
signal can be carried out by various methods. One of them
isto apply a frequency-to-voltage converter [3, 7] and further
transform the voltage signal using a standard measurement card
containing an analog-to-digital converter (ADC). The result
is a standardized data set obtained at uniform intervals, which can
be analyzed using standard digital signal processing methods.
However, the use of a data transmission channel with frequency
carrier of information with intermediate additional processing with
an ADC has some features that may be disadvantageous in some
cases. The first is the need to verify that the introduced additional
processing error will not have too great an influence on the total
information processing error in the measurement system.
The second feature is the increased complexity of the system
structure. A larger number of components requires an increased
amount of time to get the system up and running, and creates
an additional risk of faults in the introduced intermediate data
processing module.

One alternative to indirect conversion into voltage is to
process the frequency of a signal by digitally measuring
consecutive, information-carrying periods of the signal. Digital
processing of period values [8] is widely known in the metrology
literature. Correctly carried out measurement allows to obtain
a very accurate result [14]. The attractiveness of the period
measurement is also increased by the fact that the cost of the
created system for direct analysis of the frequency signal is not
high. The elements required to implement the measurement
(counter, edge detection circuit, stable reference signal generator
[1]) are contained in most microcontrollers, which are often used
in control and measurement applications. Of course, it is not
always possible to use any simple microcontroller for a particular

purpose. What is important are the microcontrollers resources,
its data transmission capabilities and the value of frequency
of the microcontrollers clock signal.

1. Principle of measurement

The periods of a frequency signal are usually determined
successively.

a) b) 9
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Fig. 1. An exemplary structure showing the processing of successive signal periods

Each period measurement is treated as a single, completely
independent of the previous measurement [10]. Typically,
the frequency signal, before being processed in the digital circuit,
is formed in the Schmitt trigger [6] in order to adapt the signal
amplitude to the requirements of the counter circuit used.
The second reason for using a flip-flop is the need to form
a square wave [5], allowing for precise detection of the boundaries
of the processed period [3, 10].

An exemplary structure presenting the method of digital
processing of the signal period is shown in figure 1.
The waveforms showing the operation of the structure at more
important points are shown in figure 2. The formed variable
frequency waveform is fed to the signal edge detection circuit
(Fig. 1b and Fig. 2b). At the selected edge (rising or falling),
this system generates information about the end of the current
period and the beginning of the next T,; period of the frequency
signal. In the defined limiting time moments (Fig. 1c and Fig. 2c),
readings are made of the register of the counter continuously
summing up the pulses from the reference signal generator.
The difference between the successive read readings N;
of the counter is proportional to the length of a given period
(Fig. 1d and Fig. 2d). The value of the difference is calculated
from the dependence:

in:Ni+1_Ni+Cm'COv (1)
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where: C,, — maximum number of pulses that can be registered
by the frequency-to-code converter counter and Co, — number
of registered overflows of the counter.

fxi
a) | BN B |
b) | B B |
0] T
N_A N3
i /
C) N N N4 N5 N6 [
1 2
0 »
Nx5 t
C) NXl Nx2 NX4 [
Nx3
0 -
4 L Lot Ly st

Fig. 2. Waveforms at selected points in the processing structure of successive periods
of the signal

The period value is calculated as the product of the clock
generator period Ty and the calculated difference of states
for a given period Ty;:

To=N, T, @)

The system converting the signal frequency into numerical
values is called the frequency-to-code converter [9] and marked
with the symbol f/N.

2. The problem to be solved

During digital conversion of a period into numerical values,
there is a problem of where to save large-volume measurement
data. As it has already been written, microcontrollers [1] are often
used for the construction of the f/N converter, which usually
contain  RAM memory in their structure. The advantage
of the built-in memory chip is its direct accessibility and high
speed of operation. Unfortunately, this memory is usually not very
large, so it allows you to save only small sets of numerical data.
Some microcontrollers allow you to add external memory.
Unfortunately, also in this case the possibilities are small
compared to the needs of using a possible longer measurement
time. Much greater possibilities of data recording are offered by
personal computers, usually controlling the measurement process.

The article presents an example of a frequency-to-code
converter design using a personal computer for data storage.

3. Assumptions adopted for the transducer project
being implemented

It was assumed that the developed f/IN converter will
be implemented with the use of the AVR family microcontroller.
A standard UART module included in the microcontroller will be
used for data transmission. The data will be received by a personal
computer (PC) via the USB interface. A dedicated converter
circuit will be used for the USB / RS232 conversion. It is obvious
that the f/N converter system should not be burdened with
unnecessary calculations that will slow down the measurement
procedure. For this reason, instead of setting the measurement
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time, it was assumed that the number of T,; period measurements
to be performed by the f/N converter would be declared. It was
assumed that the information about the number of measurements
to be performed would be provided by the user viaa PC.

4. Implementation

The ATmega32 microcontroller was chosen for the practical
implementation of the f/IN converter, which sends data
to the computer via the FT232RL converter [16]. The integrated
circuit 74LS132 [17] was selected to form the processed
waveform of variable frequency into a rectangular shape with
voltage levels adjusted to the requirements of the microcontroller.
It was assumed that the test frequency signal would be produced
in the Agilent 3322A generator [15]. The structure of the stand
for the experimental verification of the developed frequency-to-
code converter is shown in figure 3.

Agilent

33220A b 74LS132 (-

AT32 |» FT232RL |»| PC

Fig. 3. The structure of the system for the implementation of the measurement

experiment

Connect
with PC

Reading
the set
number T,

ICR1
reading

'

in i
calculation

'

N,; sending

Y

Fig. 4. The f/N converter work algorithm

The software of the f/N converter was created in the C
language with the use of the AVR-GCC compiler [2].
The application work algorithm is shown in Fig. 4. After
communicating with a PC, the transducer program waits
for the determination of the required number of T,; measurements.
It then goes into a state of waiting for a frequency signal
processing command. After receiving the expected command,
the configuration of the T1 counter takes place, forcing
the operation in the mode of capturing the instantaneous value
of the totalizing register of the counter. The read states are stored
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in the ICR1 register at the moments of the rising edge of the
frequency signal (Fig. 2a and Fig. 2b). After the configuration,
the counter is started and subsequent readings of the T1 counter
are registered. The stored numerical values are then used
to compute numerical values N, (1) representing successive
periods T,;. The N,; numbers are sent to a PC to be stored in a file
with measurement data for further processing and analysis.

5. Results of experiments

The data obtained in the experiment was analyzed with the use
of proprietary software developed in the LabVIEW [12]
programming environment of the National Instruments company.
It was assumed that for the initial evaluation of the f/N converter
operation, the software will present the evaluation in a way
depending on the nature of the signal. For a fixed frequency
waveform, a histogram of the measured frequencies will be
presented. For a variable frequency waveform, a portion
of the stored waveform will be presented and an error curve
showing the relationship between the two errors. The first error
is the value obtained by theoretical considerations [10]:

T i )
5, =9 +05|1-N7h0s (3)
T, 7T

where: F, — frequency of the frequency signal value change.
The second error is the value obtained from the experiment.
It is the difference between the set frequency signal and the

reconstructed frequency signal [12]:

3 =0.5[sin 27 F,t —sin 2z Ft| 4)
where: F — frequency of the change in the value of the frequency
signal reconstructed from the measurement data.

The lower range of frequencies processed by the f/N converter
working in the basic operating mode limits the capacity
of the counter of the frequency-to-code converter.
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Fig. 5. Histogram of 100,000 frequency measurements of the frequency signal
for a test signal with a frequency of 250 Hz

The discussed converter uses a 16-bit counter, and
consequently the highest readable state is the number 65535.
The period of the clock generator for the 16 MHz clock signal
is 62.5 ns. As a result, the minimum measurable frequency, being
the reciprocal of the product of the maximum counter state and
the period of the clock generator, is approximately 244.144 Hz.
To check the operation of the counter in the lower frequency
range, a test signal with a frequency of 250 Hz was used. Figure 5
shows a histogram of the counter states after recording
100,000 periods of a frequency signal with a constant frequency
of 250 Hz. The histogram shows that the read frequencies are very
close to the set value in the test signal. The relative error
of frequency measurement is within + 0.014%.
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Fig. 6. Histogram of 100,000 frequency measurements of the frequency signal
for a test signal with a frequency of 11 kHz
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Fig. 7. Histogram of 100,000 frequency measurements of the frequency signal
for a test signal with a frequency of 10 kHz

The frequency range for the top measuring range is limited
by the calculation speed of the f/N converter and the data
transmission baudrate through the interface. The histogram
of the measurement of 100 thousand periods T,; of the signal with
the frequency of 11 kHz is shown in Figure 6. It can be seen that
apart from the frequency of 11 kHz there is a frequency which
is half of the set frequency. This is the effect of ineffective edge
detection and recording of successive N; states in the converter.
Due to inefficiency problems some of the numbers N, read
are actually the sum of two N,;. The calculated frequency is then
twice lower than the set frequency. Figure 7 shows a histogram
of 100,000 period measurements of a 10 kHz signal. It can be seen
that in this case the relative measurement error is + 0.06%.
The ability to process a variable frequency signal was also tested.
Figure 8 shows a fragment of 1 million periods of a variable
frequency test signal, the frequency of which varied according
to the relationship:

8¢ =5250Hz +5000Hz(sin zF, t) (%)

Frequency F was set to 1Hz. As can be seen,
the reconstructed information allowed for the reconstruction
of the given sinusoidal waveform with the parameters given
in relation (5).
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Fig. 8. The reconstructed fragment of the waveform with variable frequency (upper
graph) and the error curve obtained experimentally for the processed frequency
range (lower graph)

The graph of the theoretical information processing error
curve in the f/N converter (3) with the generator error of 0.05%
[15] is shown in red line. The course of the information processing
error in the frequency-to-code converter obtained experimentally
is shown in black line. As you can see, the real error introduced
by the converter did not exceed the theoretical error curve
at any point. It can be concluded that the developed f/N converter
works properly.

6. Conclusions

The developed frequency-to-code converter allowed to
confirm that there is a possibility of effective and useful direct
data transmission from the digital signal period processing system
to a personal computer. In the case of such a method of data
archiving, microprocessor systems allowing for fast data
transmission should be used. It is very important to develop
an efficient data processing algorithm. As can be seen in the
examples given, there are limitations in the speed of data
processing in the microcontroller and they have a significant
impact on the result of the processing. Of course, it is possible
to increase the speed of code work, e.g. by the use of procedures
created in assembler or the use of a microcontroller with higher
performance. The developed device has demonstrated the ability
to process a variable frequency signal in the range from 250 Hz
to 10250 Hz.
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DIGITAL APPROACH TO THERMIONIC EMISSION CURRENT
TO VOLTAGE CONVERSION FOR HIGH-VOLTAGE SOURCES
OF ELECTRONS

Bartosz Kania
Lublin University of Technology, Department of Automatics and Metrology, Lublin, Poland

Abstract. The thermionic emission current is used in many vacuum devices such as evaporators, rare gas excimers, or electron beam objects for high-
energy physics. The stability of the thermionic emission current is a very important requirement for the accuracy of those devices. Hence, there is a number
of control systems that use a feedback signal directly proportional to the emission current in order to stabilize the thermionic emission current. Most
of them use feedback from a high-voltage anode circuit to a low-voltage cathode circuit. However, there is a novel solution that uses linear cathode
current distribution and processing of two cathode circuit voltage signals for converting the emission current to voltage. However, it is based
on old-fashioned analog technology. This paper shows the thermionic emission current to voltage conversion method with the use of a digital control
system. A digital realization of a multiplicative-additive algorithm is presented and proper work in closed-loop mode is confirmed.

Keywords: electron emission, electron sources, control system synthesis, digital control

CYFROWE PODEJSCIE DO METODY KONWERSJI NATEZENIA PRADU TERMOEMISJI
ELEKTRONOWEJ NA NAPIECIE DLA WYSOKONAPIECIOWYCH ZRODEL ELEKTRONOW

Streszczenie. Prqd termoemisji elektronowej jest wykorzystywany w wielu przyrzqdach prézniowych takich jak ewaporatory, ekscymery gazow rzadkich
czy w fizyce wysokich energii. Stabilnos¢ natgzenia prqdu termoemisji elektronowej jest waznym wymaganiem w kontekscie doktadnosci tych przyrzqdéw.
Istnieje wiele ukladow regulacji natezenia prgdu termoemisji elektronowej, ktore uzywajq sygnatu sprzezenia zwrotnego wprost proporcjonalnego
do natezenia prqdu termoemisji elektronowej w celu jego stabilizacji. Wigkszo$¢ z nich wykorzystuje sprzezenie od wysokonapigciowego obwodu anody
do niskonapieciowego obwodu katody. Istnieje nowe rozwiqgzanie, ktore wykorzystuje liniowy rozktad prgdu katody oraz przetwarzanie dwoch sygnatow
z obwodu katody w celu konwersji natezenia prgdu termoemisji na napigcie. Niestety metoda ta bazuje na przestarzalej technologii analogowej.
W niniejszej pracy pokazana zostala konwersja natgzenia prgdu termoemisji elektronowej na napiecie z uzyciem cyfrowego ukladu automatycznej
regulacji. Cyfrowa realizacja algorytmu multiplikatywno-addytywnego zostala zaprezentowana, a poprawna praca w zamknietej petli sprzezenia
zwrotnego potwierdzona.

Stowa kluczowe: emisja elektronow, zrodla elektronow, synteza systemu sterowania, sterowanie cyfrowe

Introduction e NI USB-6251 data acquisition card from National
Instruments,
the main electronic system processing measurement and

control signals,

There are many vacuum devices that use thermionic electron .
sources operating under temperature or space charge limited
mode, such as electron beam objects for high energy physics [17], o controlled system — a hot cathode electron source.
water radiolysis [21], [23] integrated circuit manufacturing A PC is a platform for control algorithms implemented
process monitors [16], X-ray photoelectron spectroscopes [22],  in the LabVIEW environment. The algorithm’s more detailed
devices producing rare gas excimers [3] or evaporators [15]. description is in the next section below. The data acquisition card
The stability of the electron emission current is one of the most [24] offers 8 differential inputs or 16 inputs operating
important requirements for electron sources. Most thermionic in the common potential mode with a resolution of 16 bits.
emission current stabilizers use negative feedback loop control The maximum sampling rate is 1.25 MS/s for single-channel
systems where thermionic emission current is measured in a high- operation or 1 MS/s for multi-channel operation. In addition,
voltage anode supply circuit [1, 4-10, 12, 14, 15, 18, 19]  the card offers 2 analog outputs with a resolution of 16 bits
and transferred to a low-voltage cathode supply circuit. and a sampling frequency of 2.86 MS/s for single-channel
For relatively low values of electron accelerating voltage both, operation and 2 MS/s for two-channel operation. The analog
the cathode and the anode circuits, can be at a common electric inputs of measuring amplifiers of the data acquisition card were
potential. However, for higher values of electron accelerating  used in the differential configuration ensuring the reduction
voltage, some modifications are needed due to the limited of the common signal at the outputs.
breakdown voltage of semiconductor components, such as optical

isolation [15], [8], in order to safe signal transfer between s il
the anode and the cathode circuit. LabVIEW _Power Supply

An impediment to transferring feedback signal in high-voltage e ks
electron sources was a ground for a novel solution using cathode |:|] ’ Supply
circuit currents measurements to convert emission current into /R ZI0V/i5A = Vs
voltage [13]. This solution offers relatively high conversion S Electron
accuracy for low values of the electron work function of the ]'S_ - source
cathode material. However, it bases on old-fashioned analog ' 1, L . Conditioning | AT
technology. This paper shows the thermionic emission current to AOO =) OAy >— "y T e Al
voltage conversion method with the use of a digital control DAQ ' TN Ve
system. An implementation of a digital algorithm is presented, NI'USB-6251 Ve =il ’ e
and proper work in closed-loop mode is confirmed. All ’”:M | =

ATO —

1. Hardware design

A block diagram of control system hardware is presented
in Fig. 1. The control system hardware consists of several main
hardware components:

e a PC with the Windows operating system and LabVIEW
scientific and engineering software from National Instruments,

Fig. 1. A block diagram of control system hardware. OA; is the high-current
operational amplifier OPA 549, V, is the anode supply voltage, Vi is the cathode
circuit supply voltage, Vr: and Vg, are voltage drops across sensing resistors R; and
R, in the cathode circuit, respectively, I is a process value of the electron emission
current, | is the cathode heating current, C means the cathode, A means the anode
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The center of the test stand is an electronic system designed
to process measurement and control signals. There are 2 circuits:
cathodes one and anodes one.

Fig. 2 shows a schematic diagram of the electronic system.
The cathode power supply voltage V, is fed to the cathode through
the operational power amplifier OA,; (OPA549, Texas
Instruments) with a voltage gain of 1.2 VV/V. The current in the
cathode circuit also flows through the sensing resistors Ry and R,.
The signal V, fed from power supply unit constitutes the control
voltage of the anode. The emission current flows through the
anode, the cathode, and the resistor R, to the ground of the system.

=10V /5A
N

Rl [1:002%

Fig. 2. Detailed control system hardware diagram. Controlling signals: Vi
is the cathode power supply voltage, V. is the cathode voltage, V, is the anode supply
voltage; Vri and Vg, are voltage drops across sensing resistors R; and Ry,
respectively; Al0 and All are analog inputs of the data acquisition card, AOO
is analog output of the data acquisition card

The system uses two sensing resistors VPR221 (Vishay Foil
Resistors) [25] with a resistance of 1 Q, tolerance = 0.02%,
maximum temperature coefficient of +£5 ppm/°C, and power
of 8 W each. They are connected in series in the cathode circuit:
the resistor R, between the control voltage source Vy
and the cathode terminal; the resistor R; between the other cathode
terminal and the common reference potential — the ground
of the system. According to the analysis presented in [13],
the potential drop across the resistor R, is directly proportional
to the cathode heating current I,

Vrz = Rzl (1)
while the potential drop across the resistor R; is directly
proportional to the sum of the currents flowing through
the resistor.

Ve = Ra(lc + 1) (2)

Voltage signals from the terminals of the resistors are fed
to the inputs of the data acquisition card, where they are subjected
to analog-to-digital conversion. A high-voltage power supply
in the anode circuit supplies energy to the anode.

2. Algorithm

Data acquisition, analysis, and control algorithm
are implemented with the use of a PC with Windows operating
system and LabVIEW (National Instruments) environment.
The algorithm is presented in Fig. 3.

The algorithm begins with the initialization of the data
acquisition card. Moreover, the following properties are
configured: the source of the clock signal (internal clock signal),
the type of measurement (differential), the range of input values
(0-2Vor0-10V), and the sampling frequency (250 kSPS).
The next part of the process is reading the input signals.
The collected measurement data contains a noise signal.
Therefore, as part of digital processing, the data is averaged over
the iteration period of the algorithm, and then transformed
according to assumption R = R; = R, and formula (3).

I, = VRl;VRZ (3)
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The iteration period of the algorithm was determined as — Fig. 3.
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Fig. 3. The algorithm diagram

Ty = —Tos = 100 ms @)
where T is the iteration period of the control algorithm, and Tgs
is the settling time (until the step response reaches 95%
of the set value). Then, depending on the active mode, the value
of the control signal is calculated with the use of given parameters
(closed feedback loop) or the data, such as the cathode circuit
supply voltage V/, is taken from an user (open feedback loop).
In the case of the closed-loop operation, the user has to determine
the reference value of the electron emission current lg.f. Next,
the output signals of the data acquisition card are updated. At this
point, the control process can be completed, or the cycle starts
again, i.e. reading the input signals.

A block diagram of the developed of the electron emission
current control system is presented in Fig. 4.

As one can see, the controlled system covers two input signals
and three output signals. The thermionic electron source has a
higher-order inertia nature [20], [11]. Taking into account small
signal transconductance G(s) [13]

Go

G(s) = e~5To (5)
Tes+1
where G, is the DC transconductance, T, is the time constant,
Ty is the delay time, s is the Laplace operator, and the equation
derived in [13], which describes electron accelerating voltage V
V =V, = 3Rele — 3Rl ®)
where R; is the resistance of the cathode; the controlled system

transfer function H(s) (see Figure 4) can be described as a series
of two transfer functions, Hy(s) and H,:

Hy(s)
I Go  —sT,
] = [ |ma ™
¢ 1
Ry +Ry+R,
H, Va
— I
v [t —iRc+R —iR +R] ’ ®)
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Fig. 4. A block diagram of the electron emission current control system; I’ is the digital set value of the electron emission current, I is the process value of the electron
emission current, |’ is a digital value of the electron emission current, Aly’ is a digital value of an electron emission current error, V, is the anode supply voltage,
V is the accelerating voltage, Vi’ is the digital value of the cathode circuit supply voltage, Vi is the cathode circuit supply voltage, I. is the cathode heating current,
G((z), H(s) and Gzon(s) are transfer functions of the controller, the electron source, and digital to analog converters respectively. Koas is gain of the operational amplifiers OA;.
Vr1 and Vg, are the voltage drops across the measurement resistors Ry and R; in the cathode circuit, respectively, Vri’ and Vg’ are digital values of the voltage drops Vg;
and Vgy, block ADC is an analog to digital converter, block DSP is digital signal processing

3. Results

The controlled system is a hot cathode electron source.
A vacuum diode, 1B3-GT type [2], was used for the tests due
to the favorable ratio of the thermionic emission current
to the heating current. The rated value of the cathode current
is 200 mA, at which the value of the thermal emission current
is equal to 3.9 mA (the electron accelerating voltage is equal
to 60 V). The cathode has the form of a filament and has a length
of 6 mm and a diameter of 0.482 mm. The measurements
of the emission current and the cathode voltage were made using
HP 34461A multimeters. Type B relative standard uncertainty
values of voltage V. and current I, are less than 0.0028%
and 0.03%, respectively. Fig. 5a shows the static characteristic of
the investigated electron source, that is thermionic emission
current I, as a function of the cathode voltage V. for different
values of the anode supply voltage V, and Figure 5b presents
the thermionic emission current I, vs. the anode supply voltage V,
for different values of the cathode current I...

The measurements were performed at open-loop control
mode, for heating current I, up to 200 mA, the anode supply
voltage V, up to 65 V, measurements resistors R; and R, were
shortened (R; = R, = 0 Q). As one can see in Fig. 5a and Fig. 5b
the thermionic emission current is dependent on the cathode
voltage V. and the anode supply voltage V.. However,
for relatively low values of the anode supply voltage (V, <10 V)
and the cathode voltage more than 0.85 V, the electron source
operates in the space charge range. Then the thermionic emission
current remains approximately constant with the increase
of the cathode voltage V.. For higher values of the anode voltage,
the space charge range is more exiguous, and the emission current
saturation range is wider.

Fig. 6 presents the difference of voltage drops Vg; and Vg,
across measurement resistors R; and R, measured by data
acquisition card as a function of thermionic emission current I,
and also linear fitting. The linear function can be expressed
by the equation

Vi1 — Vg = 0.9993 -1, — 0.0035 9)
and a correlation coefficient is 0.99998. Relative nonlinearity
for emission current higher than 1 mA is lower than 0,01 %.

Fig. 7 shows the 20-minutes relative standard deviation
of the thermionic emission current for the closed-loop mode
operation of the thermionic emission current control system.
The anode voltage is set to 60 V to ensure that the electron source
operates outside the space charge area. The average value
of all relative standard deviation points is 0.18 % which confirms
the satisfactory stabilization of the thermionic emission current
and proper work of the control system using l.-V conversion
method in the cathode supply circuit.
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Fig. 5. a) The thermionic emission current I vs. the cathode voltage V. for different
values of the anode supply voltage V, b) the thermionic emission current
le vs. the anode supply voltage V, for different values of the cathode current I..
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Fig. 6. Difference of voltage drops Vgi and Vg, across measurement resistors Ry

and R, measured by data acquisition card vs. thermionic emission current I (dots)
and linear fitting (line)
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Fig. 7. The 20-minute relative standard deviation of the thermionic emission current
le for the closed-loop mode operation. The average value of the relative standard
deviation is 0.18 %. The anode voltage is 60 V

4. Conclusions

The implementation of the electron emission current to the
voltage conversion method in the digital control system
was presented. Moreover, the conversion of the emission current
to voltage with the use of vacuum diode and sensing resistors
in the cathode power supply circuit was successfully tested.
The results of experiments with the use of the data acquisition
card and digital signal processing of measurement signals confirm
high linearity of conversion for more than 1 mA of the thermionic
emission current. A relatively high value of the thermionic
emission current to the cathode heating current ratio contributes
to satisfactory stabilization of the thermionic emission current
control system. Moreover, the digital controller is easily tuneable
and offers system management or monitoring.
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SYSTEM SOFTWARE AT LABORATORY STAND ,,LIGHTS CONTROL
ON THE BASIS OF PROGRAMMABLE LOGIC CONROLLER”

Laura Yesmakhanova, Raushan Dzhanuzakova, Bauyrzhan Myrkalykov

Taraz Regional University named after Dulati M.K., Taraz, Kazakhstan

Abstract. The article is concerned with the issues of practical utilization of controllers for automation in various technical fields as example Mitsubishi
controllers of MELSEC FX1N and FX3U series. Any task, which requires the utilization of electrical control devices, is easy to solve by means of usage
of programmable logic controllers. By using software with controllers programming package GX Developer, user has the possibility to program
the controller or input changes into existing program. The Laboratory Stand was developed for effective learning of controller programming in LD

language.

Keywords: controller, program, control, relay

OPROGRAMOWANIE SYSTEMOWE NA STANOWISKU LABORATORYJNYM ,,STEROWANIE
OSWIETLENIEM W OPARCIU O PROGRAMOWALNY STEROWNIK LOGICZNY”

Streszczenie. Artykut dotyczy zagadnier praktycznego wykorzystania sterownikéw do automatyzacji w réznych dziedzinach technicznych, na przykiad
sterownikow Mitsubishi serii MELSEC FXIN i FX3U. Kazde zadanie, ktore wymaga wykorzystania elektrycznych urzqdzen sterujgcych, mozna tatwo
rozwigzaé za pomocq programowalnych sterownikow logicznych. Korzystajqc z oprogramowania z pakietem programowania sterownikéw GX Developer,
uzytkownik ma mozliwos¢ zaprogramowania sterownika Ilub wprowadzenia zmian do istniejgcego programu. Stanowisko laboratoryjne zostalo
opracowane z myslg o efektywnej nauce programowania sterownikéw w jezyku LD.

Stowa kluczowe: sterownik, program, sterowanie, przekaznik
Introduction

The contemporary production is based on high technologies
that are designed to provide speed, scale, reliability, safety
and high quality of task performance. Long-standing need
for flexible process control, efficient use of production capacity,
remote control in real time determined the need to move from
bulky Ladder Diagram to reprogrammable logic controllers.
Contemporary controllers swiftly process data and automatically
control the processes. The ability to change the program allows
quickly change the technological process depending on the current
task.

Programmable logic controller (PLC) is a specialized
microprocessor device with embedded hardware and software
that is utilized to perform the functions of controlling process
equipment. PLC is a device accessible for programming by a non-
specialist in IT and designed to control sequential logical
processes in an industrial environment in real time. The PLC
repeatedly scans the inputs to which switches, sensors, etc.
are connected, and depending on their state (”on” — 1, off” — 0),
turns the outputs on and off, and hence the actuators connected to
the outputs. The functional diagram of the control system (CS)
based on the controller is shown in Figure 1. By utilizing
the software, the user has possibility to program the controller
or input changes to an existing program [1].

The programmable logic controller mainly consists
of a central processing unit (CPU), a memory area, and 1/0 signal
processing functions (i.e., inputs and outputs). Contingently, such
a controller can be called the essential or base unit (module).
It can be considered the PLC as hundreds or thousands
of individual relays, counters, timers, and memory. All these
counters, timers are simulated by the CPU and carry out the logic
of work, according to the embedded program. The block diagram
of the controller is shown in the figure 2.

e INPUTS provide communication with external devices.
Physically exist and receive signals from switches, sensors, etc.
There are analog and digital inputs designed to work with analog
and digital signals, respectively.

e The CPU is the ”brain” of the PLC, carrying out the logic
of the system. This is a processor that processes program
commands and controls all internal elements of the controller:
inputs, outputs, counters, timers, internal relays, registers, etc.
In figure 2, the counters, timers, and internal relays are not shown

separately; they are part of the CPU chip. l.e. each controller has
a fixed set of such elements, which are given in the specification.

e INTERNAL RELAYS (MARKERS) are designed to ensure
the operation of the program, because are a kind of information
storage units. Along with ordinary markers, there are also service
markers that carry a special semantic and functional load
(for example, setting an enable flag to start high-speed counters).
The purpose of each specific service marker is given in the
documentation for the controller.

Control devices| - Inputs
1. D}screte 3
- switch
- button
2. Analog PLC .
signals Programmable Logic Controller
- temperature
- pressure
-and so on
Outputs ”| Display devices
- indicator
- display
- alarm device
Sensors Control signals
- limit switch Controlled equipment - magnetic valve
- button - power relay
- analog signal - inverter
Technological process

Fig. 1. Functional diagram CS on PLC base
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Fig. 2. Block diagram of the controller
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e COUNTERS are designed for various types of counting.
Separately allocate high-speed counters. Usually, there are
restrictions on the count rate and the value to which the count
is kept, for which it is necessary to refer to the documentation
of a particular controller.

e TIMERS are designed, as a rule, to set the on / off delay time,
etc. They differ mainly in the accuracy of timing and, as a result,
in their purpose.

e MEMORY - the controller has a certain amount of memory,
which may have a different organization in different controllers.
Most commonly, memory is divided into a work area (RAM),
where the program is loaded directly during the operation
of the controller, and a data area (EEPROM, MMC, etc.), where
the program and various data are stored. Often the size of the work
area is measured in kilobytes, and the size of the data area
is measured in the number of program steps.

e BUILT-IN INTERFACE provides connection of the PLC
to a computer or programmer for data exchange, including
for reprogramming the controller. Basically, these are RS-232C
(COM-port), RS-422, RS-485, etc.

e OUTPUTS provide communication with external devices,
i.e. provide switching on/off of actuators. There are two versions:
relay, semiconductor (transistor and triac). There are analog
and digital outputs designed to work with digital and analog
signals, respectively.

e POWER SUPPLY s designed to ensure the operation
of the controller. External power supplies can be used, both
DC +12/24 V and AC — ~110/220 V. Many controllers have built-
in service power supplies (usually +12/24V) that are used
to power sensors or other devices connected to the controller
to simplify input and output circuits [1].

1. Conditions and methods of research

Recently, there has been a tendency to expand the
functionality of controllers via the implementation of built-in PID
controllers, real-time clocks, networking controllers and using
the ability to connect expansion units. In any case, the structure
of the controller remains unchanged, and the choice of model
is determined only by the requirements of the process, and a wide
range of models allows you to choose a controller with an optimal
price / performance ratio.

To understand the operation of the controller, figure 3 shows
the algorithm of its operation.

During operation, the PLC continuously scans the current state
of the inputs X1, X2..Xn and, in accordance with
the requirements of the production process, changes the state
of the outputs Y1, Y2...Yn (on/off). This cycle can be divided
into four main steps.

The first step is to initialize the system. It must be
remembered that in the event of a power failure or when
the controller is turned off, the system must return to its original
state. The importance of this part of the program code should not
be underestimated; otherwise it can lead to failures and equipment
breakdowns.

The second step is to check the current state of the inputs.
The PLC checks the current state of the inputs and, depending
on their state (”on” or ~off”), performs sequential actions specified
in the program. The state of any of the inputs is stored in memory
(in the data area) and can later be used when processing the third
step of the program [3].

The third step is execution of the program. We will assume
that during the process, the input (X1) switched from »off”
to ~on”, and in accordance with the process, we need to change
the current state of the output (Y1) from ”off” to ”on”. Since
the CPU scanned the current state of all inputs and stores their
current state in memory, the choice of the next action
is determined only by operation process.
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Fig. 3. Algorithmic diagram of controller operation

Step four is to change the current state of the output. The PLC
changes the current state of the outputs depending on which inputs
are disabled and which are enabled, based on the algorithm
of the program stored in the memory, which was processed
in the third step. l.e., the controller physically switched the output
(Y1) and the actuators turned on: a light bulb, an engine, etc.
This is followed by a return to the second step.

While using a DC power supply, it is necessary to connect
the ”+” terminal of the power supply to the »+” terminal
of the controller, and the ”-” terminal of the power supply to
the - terminal of the controller. No other connection is allowed.

When using AC power supply:

e the phase line must be connected to the L terminal and the 0
line to the N terminal. To avoid electric shock, do not connect
the L phase line to the N terminal,

e ground connection is required. Ground resistance must be
R <100 Q.

An example of connecting a power supply is shown in Fig. 4.
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Fig. 4. Example of connecting a power supply to PLC: 1 — grounding: class 3;
2 — power supply; 3 — protective device; 4 — emergency stop; 5 — power indicator;
6 — load supply; 7 — built-in power supply; 8 — switch for the type of input switching;
9 — optocoupler; 10 — base block; 11 — extension block; 12 — extension module
(ex. analog input); 13 — fuse (3 A)

If the system uses the built-in power supply of both the base
unit and the expansion unit, then the ”0” terminals must be
connected. At the same time, DO NOT CONNECT the 724 Vv
terminals of the base unit and the expansion unit to each other;
NEVER connect an external power supply to the 24V terminals.

2. Launch GX Developer, shell program overview

After installing the GX Developer programming environment
on your computer, launch it by double-clicking the button
in the START menu > Programs > MELSEC Application > GX
Developer.
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After launching GX Developed, the user software interface
appears.
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On this figure, for better visibility, the project is already open. After launching GX
Developer, you only need to open an existing project or create a new project.

T © pabouee okHO | ]o CTpoKa cocmuuwu|

The MELSEC controllers of the FX family can only process
one program (default name: MAIN).

To rename the MAIN program, click MAIN and press
the right mouse button. Then select the action you want to take.
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To do this, click on Device Memory and press the right
mouse button. Then click on New... and name the file.

There are volatile and non-volatile (fixed) areas in the memory
of operands of the central processor. If the data must be saved
even when the controller is powered off until it is turned on again,
they must be entered in fixed areas.

To create a new project, click on the menu Project on the line

New project or click on the toolbar on this screen button .
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After that, the following dialog box appears:
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Comments can be added to each controller operand
(inputs, outputs, markers, etc.), which can be seen on the screen
in the program.

By opening a file with an operand comment in the project
navigator, you can enter or edit comments. But input of comments
is also possible directly during programming.

Double-clicking PLC Parameters opens a dialog where you
can set all the parameters necessary for the controller operation.
Controller parameters are transferred to the CPU along with
the program [4].

In file in the directory Device Memory, you can already enter
a value for any data register (D) of the CPU during programming.
After loading this file into the controller together with
the program, these initial values are taken into account already
at the first start of the program.
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The Controller series entry field in the GX Developer FX
software is pre-populated with the FXCPU series, since
only MELSEC controllers of the FX family can be programmed
with this software.

The base unit type is selected in the Controller Type field.
Click the arrow at the right edge of the input field. A selection
of all available types of processors of the FX family appears.
If you click on the controller symbol, this selection is confirmed
in the input field. For laboratory stand, choose FX1N(C)
or FX3U(C). Next, select the type of program Ladder Diagram
or SFC, set the name of the project.

After clicking OK, a new, as yet empty, MAIN program
appears in the GX Developer work window.
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The stand ”Lighting control based on a programmable logic
controller” consists of a differential automatic switch, a voltage
and current relay; 24V power supply; PLC FX3U 24MR; control
buttons; signal lamps.

STAND "LIGHTING CONTROL BASED ON PROGRAMMABLE LOGIC CONTROLLERs

ToILET BATHROGM
BEDROOM 2

66660
6066060
200000000000

60006660600
111

Fig. 5. General view of Stand ”Lighting control based on a programmable logic
controller”

The front panel and body of the stand contain: — an AC power
source, which includes a two-pole circuit breaker, a differential
current circuit breaker of the AVDT32 series and a voltage relay;
— a power source — UNO-PS / 1AC / 24DC | 24W; — control
buttons; — programmable logic controller FX3U 24MRMitsubishi;
— contact sockets. The stand also includes a set of connecting
wires.

The GX Developer FX program is required to work with
the stand. Connection to the PLC is made using an RS232 cable.

To create a control circuit for lighting operation using control
buttons on the stand Lighting control based on a programmable
logic controller”, assemble a control circuit with status indicators
for PLC inputs and outputs, buttons that set lighting control
signals.

The following must be done to write and run the program:
1. Create a new project, specifying the type of PLC on which the
work will be performed. 2. Create a ladder diagram for this task.
3. Convert ladder diagram. 4. Establish communication with
the PLC FX3U24MR at the stand ”Lighting control based
on a programmable logic controller”. For that reason connect the
RS-232 cable with driver installation, set transmission parameters.
5. Write the diagram to the PLC. 6. Collect the diagram
at the stand. 7. Enable monitor mode in GX Developer FX.
8. Put the PLC in "RUN” mode.

3. Example

On the example of the program “Lighting control based
on a programmable logic controller” let's consider the first main
elements of the toolbar. Switching on will be done using the SB1
button, and switching off using the SB2 button. Light bulb EL1
will be an indicator of work.

The ladder diagram of this circuit is shown in figure 6.

On the diagram X000 — controller input from the SB1 button;
X001 — controller input from the SB2 button; Y000 — controller
output to the EL1 light bulb.
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This ladder diagram utilizes a make and break contact, a coil,
a shunt contact. The principle of operation is based on closing and
opening the circuit.

Further you need to collect the following diagram on the stand
—Fig. 7.

STAND "LIGHTING CONTROL BASED ON PROGRAMMABLE LOGIC CONTROLLERs

BATIROOM n
BEDROO 2

88006460600
o5

Fig. 7. Connecting patterns for ladder diagram at figure 6

The corridor lamps are turned on and off according to the
following algorithm. One press of the SB1 button (input X000)
turns on the output Y000 (lamp EL1), the next press turns off the
output Y000 (lamp EL1). Double pressing the button SB1, turns
on the output Y001 (lamp EL2), the next press turns off the output
Y001 (lamp EL2). The algorithm also contains the function
of simultaneously switching off two outputs Y000 and YOOL.
For that reason, press and hold the SB1 button for 3 seconds.

Lamp EL1 is connected to output Y000, and EL2 is connected

to output YOOL1.
SB1 HL1 button light is directly connected to DC24V power
supply.
The ladder diagram of this circuit is shown at figure 8.
000 K2
i o
K30
s> co KO X {T0 H
13f= T0 K20 } {RST cCO H
o TO K20 H= co Ki 1 (3 B
2al= 2] K2 } {RsT C1 H
40 2] K1 } {v000 H
K2
46> TO0 K20 H= co K2 {2 X
oH: c2 K2 1 {rRST €2 H
as= c2 K1 1 Y001 H
7:—02|n} \KTZ:a H
T
75.._| [RST cCo H

{eno H

Fig. 8. Ladder diagram for corridor lighting control with one button

X X000

(Y000

o F——H
Y000

—

{END 1

Fig. 6. The ladder diagram of program ,, Lighting control based on a programmable logic controller ”



86 IAPGOS 4/2022

On the diagram X000 — input to the controller from the button
SB1; Y000 — output from the controller to the bulb ELZ;
Y001 — output from the controller to the bulb EL2.

This ladder diagram utilizes 3 counters, 2 timers, LDP
command (rising edge control), comparison functions, etc.

Further you need to collect the following diagram on the stand
—Fig. 9.

STAND "LIGHTING CONTROL BASED ON PROGRAMMABLE LOGIC CONTROLLERS

TOLET BATHROON
BEDROGM 2
Jow o
® \
HALLWAY o

KITGHEN

——
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egqacebdco00 650 | ©¢0 | &0 06 ®‘j@ (-2
o e 858 | 950 | 958  85e vsy | 056

Fig. 9. Connecting patterns for ladder diagram at figure 8

The PLC specifications give typical operating cycle times.
While measuring the user program must contain 1K (1024) simple
logic instructions (in the IEC 1131-3 instruction list (IL)
language). PLCs today have typical runtimes measured in units
of milliseconds or less. Events that require a quick response
are allocated to separate tasks, the priority and execution period
of which can be changed.

4. Summary

So this work considers the issues of practical use of controllers
for automation in various fields of technology on the example
of Mitsubishi controllers of the MELSEC FX1N and FX3U series,
as typical representatives of low-priced and widely used
controllers.
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FLAME ANALYSIS BY SELECTED METHODS
IN THE FREQUENCY DOMAIN
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Abstract. Diagnostics of pulverized coal combustion can be carried out in the field of process monitoring and analysis of measurement data.
The information about changes in the flame is presented in the form of time series, which can be analyzed in the time and frequency domain. The paper
presents an analysis of signals of changes in the intensity of the flame glow during pulverized coal combustion using power spectral density. On the basis
of the periodograms determined using the Welch method, it was possible to determine the frequency components present in the signal.

Keywords: flame luminosity, combustion process, power spectral density

ANALIZA PLOMIENIA WYBRANYMI METODAMI W DZIEDZINIE CZESTOTLIWOSCI

Streszczenie. Diagnostyka spalania pylu weglowego moze byé przeprowadzana w zakresie monitorowania przebiegu procesu oraz analizy danych
pomiarowych. Informacje o zmianach zachodzqcych w plomieniu przedstawione sq w postaci szeregow czasowych, ktore mogg by¢ analizowane
w dziedzinie czasu i czestotliwoSci. W artykule przedstaiono analize sygnalow zmian intesnywnosci swiecenia plomenia podczas spalania pytu weglowego
przy uzyciu gestosci widmowej mocy. Na podstawie periodogramow wyznaczonych z zastosowaniem metody Welcha mozliwe bylo okreslenie skiadowych

czestotliwosciowych wystepujgcych w sygnale.

Stowa kluczowe: intensywno$¢ $wiecenia ptomiania, proces spalania, widmowa ggsto$¢ mocy

Introduction

Over the years, the complexity of industrial processes
has increased, which has directly influenced the improvement
of methods for diagnosis, detection, localization and identification
of defects in various industrial fields [2, 3, 10, 12, 13]. In terms
of generating electricity or heat using coal, the most important part
of the process is the power boiler. The combustion process
occurring in it must meet high parameters in technological,
environmental and economic terms. Meeting all these conditions,
despite the use of components characterized by high reliability,
is a major challenge requiring various diagnostic methods.

In the diagnosis of combustion processes in the field of flame
study, spectral analysis methods are used [1, 4, 14, 15]. Zhang W.
at al [16] used power spectral density (PSD) to study the flame
front wrinkling showing a common trend for different operating
conditions. PSD has also been used to evaluate the performance
of models at different frequencies during flame surface density
studies [6]. In addition, the Welch method [8] is used in the
analysis of laminar and turbulent flames in the frequency domain.

The article presents measured data on changes in flame
intensity for two variants: stable flame and disturbance flame.
In the combustion process, small changes in the flame intensity
can result from actions carried out to carry out the process,
for example: by activating the coal feeder. On the other hand,
when disruptions occur, it is particularly important for process
stability to detect and diagnose them quickly. In this paper,
the analysis of measurement data was carried out in the frequency
domain using power spectral density. Periodograms were
determined for both flame variants using the Welch method.

1. Power spectral density

For discrete signals, the power spectral density (PSD)
is a parameter that defines how power is distributed over the full
frequency range in a signal. The PSD is considered a fundamental
method for describing random data in the frequency domain [9].
It is determined using the following formula [5, 7]:

S (@)= Y Ry (me " @)
where: S,, — power spectral density, R,,(m) — autocorrelation
function, w = 2afl/fy — pulsation, f; — sampling frequency
of the signal.

Determination of the power spectral density using
a periodogram is based on the Fourier transform of the
fundamental signal x(n) and is expressed by the following
equation [5, 7]:

Su(f)=
where: X(f) — Fourier transform.

X @
N

2. Time series analysis of flame luminosity

The measurement data obtained from the combustion process
comes from direct observation of the flame using a diagnostic
system. The flame monitoring system allows the acquisition
of information about the process in a non-invasive manner.
The measurement data are one-dimensional time series
representing changes in the intensity of the flame glow. The study
was carried out during the combustion of pulverized coal
at constant process parameters such as thermal power — 400 kW
and excess air ratio A = 0.75. More than 1.8 million observations
were recorded. Two selected waveforms of changes in flame
luminosity, which are characterized by an equal number
of samples, were adopted for analysis. The first, variant I,
corresponds to the stable flame (figure 1) and the second, variant
Il, is a flame with recorded disturbances (figure 2). Due to the
large size of the analyzed time series, the measurement data was
divided into 5 areas A-E of 363092 samples each.
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Fig. 1. Change of flame luminosity in stable flame, divided into areas A-E
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0 2 4 6 8 10 12 i 16 18
Time [ms] <10°

Fig. 2. Change of flame luminosity with disturbances, divided into areas A-E

Analysis of measured data in the frequency domain using
power spectral density was carried out. The main purpose of using
this method was to determine the spectral density estimate from
the flame time series for variants | and Il. PSD was determined
using periodograms with the Welch method. With this approach,
the input signal x(t) is divided into smaller segments,
and a Fourier transform is calculated for each segment using
a Hamming window [11]. The result was then averaged.
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Fig. 3. Periodogram of changes in flame luminosity for stable flame in area A
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Fig. 4. Periodogram of changes in flame luminosity for stable flame in area B
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Fig. 5. Periodogram of changes in flame luminosity for stable flame in area C
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Fig. 6. Periodogram of changes in flame luminosity for stable flame in area D
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Fig. 7. Periodogram of changes in flame luminosity for stable flame in area E

Figures 3 — 7 show periodograms of changes in luminous
intensity for the stable flame in areas A — E. It is observed that
for the stable flame (variant 1) in all areas A — E the largest
frequency changes occur for low frequencies in the range from
0t0 0.5 Hz.

,—_,D 8
3
S,
© 0.6
°
2
304
£
< 0.2
05 1 15 2 25 3 35
Time[ms] %10°
N o
I
o 20
=
Q -40 \
D
0 g0 T D
] 05 1 15 2 25 3

Frequency [Hz]

Fig. 8. Power spectral density for measured data from variant Il in area A
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Fig. 9. Power spectral density for measured data from variant Il in area B
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Fig. 10. Power spectral density for measured data from variant Il in area C
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Fig. 12. Power spectral density for measured data from variant Il in area E

The characteristics in figures 7 — 10 show the determined
power spectral density estimates for the unstable flame (variant 1)
in all areas A — E. Analysis of the test results using
the measurement data from variant Il showed that different results
were obtained for each area. The largest frequency changes were
obtained in areas: A from 0 to 2 Hz and C from 0 to 1.5 Hz.
In contrast, the following ranges were achieved for the other areas:
B-0-1Hz,D-0-1.25Hz and E - 0-1 Hz.

The results of the power spectral density for the two flame
variants in all areas A —E, indicated that in the case of a stable
flame, it is possible to divide the time series into smaller areas.
The division for variant | allows a detailed assessment of the
changes occurring in the combustion process. In contrast, based
on the periodograms for the unstable flame, it should be concluded
that the division into areas is not effective. In the case
of measurement data from variant Il, larger time series should
be adopted, which will allow a more in-depth evaluation
of the process.

3. Conclusions

The acquisition of measurement data from the flame is carried
out using specialized monitoring systems. They record
information from the flame using a fiber-optic probe placed
in the combustion chamber. The optical signals are then
transferred to an optoelectronic block where they are converted
to electrical form for further analysis. There are many methods
for conducting analysis and diagnostics of the pulverized coal
combustion process.

Time series from flame tests in the combustion process,
among other things, can be analyzed in the time and frequency
domains. The measurement data presented in the article for stable
and unstable flame were subjected to spectral analysis
of the signals. The time series for both flame variants were divided
into areas A—E. The power spectral density was determined
for each of them. It was estimated that for variant | of the flame,
the largest frequency changes occur in the 0-0.5 Hz range. On the
other hand, in the case of variant Il — unstable flame — it was noted
that for a full evaluation of the process, it is not necessary
to divide into small areas; instead, larger time series should
be used. In the unstable flame, the largest changes in frequency
values were determined in area A in the range from 0-2 Hz.
The use of periodograms enabled to study signals in the frequency
domain.
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