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ABSORPTION CHARACTERISTICS OF THERMAL RADIATION  

FOR CARBON DIOXIDE 

Jan Kubicki, Krzysztof Kopczyński, Jarosław Młyńczak 
Military University of Technology, Institute of Optoelectronics, Warsaw, Poland 

Abstract. The article presents graphs of absorption of thermal radiation as a function of the mass of absorbing carbon dioxide per unit of illuminated area. 

Experimental research was preceded by an analysis of a simplified model of radiation absorption, paying attention to the phenomenon of saturation. 

The results of the experimental research were compared with the theoretical ones and the discrepancies were interpreted. Based on the conclusions, 
suggestions were made regarding the impact of further CO2 emissions on climate change. 

Keywords: absorption characteristics, saturation of absorption, thermal radiation, Schwarzschild’s equation 

CHARAKTERYSTYKA ABSORPCJI PROMIENIOWANIA CIEPLNEGO 

DLA DWUTLENKU WĘGLA 

Streszczenie. W artykule przedstawiono wykresy absorpcji promieniowania cieplnego w funkcji masy absorbującego dwutlenku węgla na jednostkę 

oświetlanej powierzchni. Badania eksperymentalne poprzedzono analizą uproszczonego modelu absorpcji promieniowania, zwracając uwagę na zjawisko 

nasycenia. Wyniki badań eksperymentalnych porównano z teoretycznymi, a rozbieżności zinterpretowano. Na podstawie wniosków sformułowano sugestie 

dotyczące wpływu dalszej emisji CO2 na zmiany klimatyczne. 

Keywords: charakterystyka absorbcji, nasycenie absorbcji, promieniowanie cieplne, równanie Schwarzschilda  

Introduction 

The physical and chemical properties of carbon dioxide 

are well-known, and due to its frequent occurrence in chemical 

and biological processes, it is one of the most popular gases. 

In recent years, due to the coincidence of its absorption spectrum 

with a part of the thermal spectrum of the Earth's surface, carbon 

dioxide has gained much popularity as "a harmful gas, wreaking 

havoc on the climate and thus threatening the inhabitants of the 

planet”. The absorption of thermal radiation in CO2 has been 

given a lot of attention, among others, in such works as [7–10]. 

These works provide a valuable contribution to understanding the 

phenomenon of radiation absorption in the Earth's atmosphere, but 

they do not directly provide arguments for the apocalyptic vision 

related to CO2 emissions. Such a vision is based on direct 

observation of nature, which shows that the rise of CO2 

concentration is accompanied by the rise of the temperature of the 

Earth's atmosphere. Apparently, it makes sense and therefore 

it is easily accepted by society. However, the fact that event 

A accompanies event B does not necessarily imply that the former 

is the cause of the latter. The events may be independent or vice 

versa, the second event may be the cause of the first. Therefore, 

it is worth getting acquainted with the results of the work [3], 

where, on the basis of the measurement results across the globe, 

it was shown that the cyclic peaks of temperature increase precede 

in time the corresponding peaks of CO2 concentration. It follows 

unequivocally that it is not the increase in CO2 concentration that 

causes the temperature increase, but conversely, the increase 

in temperature most likely causes the release of CO2 from the 

oceans, leading to an increase in its concentration.  

Another argument adopted by the society is the calculation 

results for the used computer models. However, as shown, among 

others, in [4], a relatively large number of input data should be 

used for these models. Of course, these data can only be obtained 

from the results of measurements carried out simultaneously 

at a very large number of measurement points around the globe 

and at different altitudes. One should also pay attention to the high 

dynamics of processes in the atmosphere. Moreover, it should be 

noted that the use of averaged quantities for nonlinear 

dependencies, such as the average temperature using the Stefan-

Boltzmann law, can generate very large errors. So it seems that 

it is only possible to estimate the upper or lower limit of the 

possible value of the absorption of the Earth's thermal radiation 

in atmospheric carbon dioxide. The difference between these 

limits can be very large. In practice, it can be reduced 

by experimentally verifying the results of computer calculations 

at every stage of their implementation. Therefore, the experiment 

described in articles [5] and [6] was carried out, where it was 

shown that thermal radiation from the hot surface of the Moon, 

after passing through the Earth's atmosphere, is not absorbed 

in carbon dioxide. Thus, it was shown that for this radiation there 

is a complete saturation of the process. This may suggest that 

it may be similar in the case of the Earth's thermal radiation. 

Therefore, in the present work, the research focused on the 

phenomenon of saturation of the absorption process of thermal 

radiation in a mixture of carbon dioxide and air. 

1. A simplified description of the process of 

resonance absorption of radiation in gases 

Illuminating a solution of an absorbing substance by 

a collimated beam of monochromatic radiation, one can obtain 

a decrease in the intensity of this radiation according to the 

Lambert-Beer’s law: 

 𝐼 = 𝐼0𝑒−∙𝑙∙𝐶 (1) 

where: 

I0 – intensity of radiation penetrating the sample, 

I – intensity of radiation after passing through the sample, 

 – mass absorption coefficient [m2 kg-1], 

l – thickness of the layer [m], 

C – mass concentration [kg m-3]. 

Absorption defined as the ratio of the energy of the absorbed 

radiation to the energy of the incident radiation at a given time can 

be described by the formula: 

 𝐴 =
𝐼0−𝐼

𝐼0
= 1 − 𝑒−∙𝑙∙𝐶 (2) 

By introducing a new quantity called the absorbing mass per unit 

area defined as 𝑚 = 𝑙 ∙ 𝐶, equation (2) takes the form: 

 𝐴 = 1 − 𝑒−∙𝑚 (3) 

The graph of this function is shown in figure 1. 

It can be seen that with the increase of m, the absorption will 

asymptotically approach the value 1 and for a sufficiently large 

value, we can assume that we are dealing with saturation. 

It should be noted, however, that the absorbing substance 

not only absorbs the radiation but also emits it. However, while 

for monochromatic radiation, the resonance absorption occurs 

for a strictly defined wavelength (within the line width), then 

spontaneous emission is the result of all possible transitions and 

a small share for the wavelength corresponding to the absorbed 

radiation is neglected in the Lambert-Beer description. 

The situation is different with the absorption of thermal radiation. 

In this case, both absorption and emission take place for all 

possible transitions. 

user
Stempel
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Fig. 1. Illustrative diagram of monochromatic radiation absorption as a function 

of the absorbing mass for  = 0.4 m2/kg  

Moreover, especially with low-temperature radiation sources, 

its intensity is relatively low. Thus, the thermal radiation emitted 

by the absorbing gas cannot then be neglected. The situation is 

further complicated by the fact that with a relatively large number 

of oscillatory-rotational lines and their overlapping at higher 

extinction values, the normalized line shape function 𝑔(ν) 

describing the frequency-dependent interaction of radiation with 

molecules becomes very complex. This phenomenon has been 

thoroughly analysed in [1]. It shows that the absorption of thermal 

radiation A in a gas is a corresponding function of the mass m 

of the absorbing substance and the pressure p of the gas in which 

this substance is dissolved. An arbitrary parameter A0 related 

to the bandwidth was introduced and the absorption notation 

for 𝐴 ≤ 𝐴0 was adopted in the form: 

 𝐴 = 𝑐𝑚𝑑𝑝𝑘 (4) 

While for 𝐴 > 𝐴0 

 𝐴 = 𝐶 + 𝐷𝑙𝑛(𝑚) + 𝐾𝑙𝑛(𝑝) (5) 

All quantities A0, c, d, k, C, D i K are assumed to be 

empirically fitted quantities. 

It should be noted, however, that the function A(m), written by 

the formula (5) as a logarithmic function, is an increasing function 

for any large value of the argument m. Meanwhile, the absorption 

A, according to the definition, cannot exceed the value of 1. This 

clearly shows that formula (5) can describe the phenomenon 

relatively correctly only for a limited value of m. 

The propagation of the Earth’s thermal radiation in the 

atmosphere for various concentrations of CO2 at a constant 

concentration of water vapor, as well as ozone and methane was 

described in the study cited in the introduction [2]. Performing the 

calculations for the adopted computer model, the author obtained 

the graph of the absorption of this radiation as a function of CO2 

concentration in the atmosphere presented in Fig. 2. 

Taking into account that in a cylinder with a unit cross-

sectional area (1m2) and a height from the Earth's surface to the 

stratosphere, there is an air mass mpow.  104 kg, the mass of CO2 

in this cylinder can be determined for a given concentration 

according to the formula: 

𝑚𝐶𝑂2
[𝑘𝑔/𝑚2] = 𝑚𝑝𝑜𝑤.[𝑘𝑔/𝑚2] ∙

𝑀𝐶𝑂2

𝑀𝑝𝑜𝑤
∙

𝐶𝐶𝑂2
[𝑝𝑝𝑚]

106 = 104𝑘𝑔/𝑚2 ∙

44

29
∙ 10−6 ∙ 𝐶𝐶𝑂2

[𝑝𝑝𝑚] = 1,52 ∙ 10−2𝑘𝑔/𝑚2 ∙ 𝐶𝐶𝑂2
[𝑝𝑝𝑚]  

where: 

𝑀𝐶𝑂2
 – molar mass of carbon dioxide, 

𝑀𝑝𝑜𝑤 – molar mass of air, 

𝐶𝐶𝑂2
[𝑝𝑝𝑚] – carbon dioxide concentration in the air. 

Hence for the Earth's atmosphere: 

𝐶𝐶𝑂2
[𝑝𝑝𝑚] = 65,8 ∙ 𝑚𝐶𝑂2

 [𝑘𝑔/𝑚2]. 

Taking these dependencies into account, the graph in figure 2 

can be replaced with the graph shown in figure 3. It can be seen 

that also this time the absorption function of A in the presented 

CO2 mass range is increasing, especially for the value 

corresponding to the current CO2 concentration in the atmosphere 

~ 400 ppm (mCO2  6 kg/m2) and the saturation should be expected 

only for higher mCO2 values. It should be noted, however, that 

these are the results of theoretical work with input data, the 

reliability of which may be questioned. 

 

Fig. 2. Graph of the absorption of the Earth’s thermal radiation as a function of CO2 

concentration in the atmosphere [2] 

 

Fig. 3. Graph of the absorption of the Earth’s thermal radiation as a function 

of the mass of CO2 in the atmosphere per 1 m2 of surface; the dashed line represents 

the mass of CO2 for a concentration of 400 ppm 

It should be noted, however, that these are the results 

of theoretical work with input data, the reliability of which may 

be questioned. Meanwhile, as mentioned in the introduction 

in [4] and [5], it has been experimentally demonstrated that there 

is a complete saturation of the process of absorption of thermal 

radiation from the moon in carbon dioxide in the Earth's 

atmosphere. Therefore, let us try to carry out the considerations 

once again, using the well-known Schwarzschild equation used, 

among others, in [6]: 

 
𝑑𝐼𝜆

𝑑𝜏
= −𝐼𝜆 + 𝐵𝜆(𝑇) (6) 

where: 𝑑𝜏 = 𝑘𝜆𝜌𝑑𝑠, τ – optical thickness measured rectilinearly 

(with neglecting refraction in the atmosphere), kλ – mass 

absorption coefficient,  – density of the absorption medium, 

s – propagation path, Bλ(T) – Kirchhoff-Planck’s function.  

Taking into account that the optical thickness is proportional 

to the mass of the absorbing substance m and assuming a constant 

temperature of the gas (omitting e.g. its heating by the absorption 

of radiation) after integration by frequency and neglecting the fact 

of widening of the oscillatory-rotational lines for large values 

of the absorbing mass, equation (6) can be written in the form: 

 
𝑑𝐼

𝑑𝑚
= −𝐼 + 𝐸 (7) 

where  and E are constants. 

The solution to equation (7) has the form: 

 𝐼 = (𝐼0 −
𝐸


) 𝑒−𝑚 +

𝐸


 (8) 

where I0 is the intensity of the incident radiation. 

Using equation (2), one can write: 

𝐴 =
𝐼0 − 𝐼

𝐼0
= 1 − (1 −

𝐸

𝐼0
) 𝑒−𝑚 −

𝐸

𝐼0
= 

 = (1 −
𝐸

𝐼0
) − (1 −

𝐸

𝐼0
) 𝑒−𝑚 (9) 

By introducing the designation: 

 1 −
𝐸

𝐼0
=  (10) 

formula (9) will take the form: 

 𝐴 = (1 − 𝑒−𝑚) (11) 

Formula (11) is similar to formula (3) and shows that, 

analogically to monochromatic radiation, the absorption 

of thermal radiation have to saturate, reaching the value of  

for a sufficiently large value of the absorbing mass m. 

Of course, the presented considerations require experimental 

verification. 
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2. Experimental work  

The aim of the experimental work was to measure 

the characteristics of the absorption of thermal radiation as a 

function of the mass of carbon dioxide absorbing this radiation. 

The scheme of the experiment is shown in figure 4. 

 

Fig. 4. Schematic diagram of a laboratory system for measuring the absorption 

of thermal radiation in carbon dioxide 

It uses a source of thermal radiation analogous to that 

described in [5], introducing a graphite emissive surface applied 

to a copper plate adjacent to the flat surface of a glass vessel 

with heated oil. The absorption cuvette was made in the form 

of a horizontal PVC pipe, 1 m long and 150 mm in diameter, 

closed with removable windows made of polyethylene foil. 

A small closable opening was provided in the centre of the cuvette 

for introducing a defined volume of carbon dioxide. At the ends 

of the cuvette, there were two hoses with the ends immersed 

in water, constituting check valves, through which a part 

of the previous gas mixture was ejected from the cuvette, with 

a volume equal to the volume of introduced carbon dioxide. At the 

bottom of the cuvette there were two loosely connected panels 

with a thin rod led outside the cuvette through a suitable sealed 

passage. As a result, by pulling the rod out and inserting it, it was 

possible to mix the introduced portion of carbon dioxide with the 

previous mixture in the cuvette by the movements of the panels. 

Small portions of CO2 were injected with a medical syringe, while 

larger portions were introduced using a graduated vessel filled 

with carbon dioxide closed with a water jacket at the bottom, 

which pushed the gas through the tap at the top into the cuvette. 

One hundred percent concentration of CO2 in the cuvette was 

obtained by passing carbon dioxide from the vessel through 

it for 20 minutes, using a gas mixing device, and checking 

in the meantime whether the absorption increased further. 

Table 1. Absorption of thermal radiation in carbon dioxide 

T=78.6ºC T=109.5ºC 

Measurement m [kg/m2] A Measurement m [kg/m2] A 

1 0 0 1 0 0 

2 0.00561 0.0177 2 0.00561 0.0031 

3 0.01101 0.0402 3 0.01101 0.0171 

4 0.02202 0.0524 4 0.02202 0.0303 

5 0.03303 0.0595 5 0.03303 0.0454 

6 0.06213 0.0749 6 0.06213 0.055 

7 0.09081 0.0848 7 0.09081 0.0676 

8 0.11907 0.0853 8 0.13548 0.0761 

9 0.16311 0.1014 9 0.17912 0.0863 

10 0.20613 0.1046 10 0.22192 0.0913 

11 0.24831 0.1083 11 0.26369 0.0903 

12 0.28945 0.1117 12 2.078 0.12 

13 2.078 0.13 
   

 

The tests were carried out for two temperatures of the 

radiation source: 78.6oC and 109.5oC, reading the radiation power 

on the meter. Using the formula (1) and taking I0 as the radiation 

power for zero CO2 concentration, the values of radiation 

absorption were calculated. The results are presented in table 1. 

On their basis, the graphs shown in Fig. 5 were made. 

 

Fig. 5. Graph of absorption of thermal radiation as a function of absorbing mass 

of CO2 for the source temperature of 78.6ºC and 109.5ºC, respectively 

On the basis of the obtained graphs, it can be concluded that 

for the mass of carbon dioxide ms = 1.5 kg/m2, we are very close 

to the full saturation of absorption As, which for the source 

temperature of 78.6ºC corresponds to the absorption As = 0.13, 

while for the temperature of 109.5ºC As = 0.12. From the obtained 

graphs it is also possible to read the values of CO2 mass for which 

the absorption value is equal to half of the maximum absorption. 

These readings show that for the source temperature of 78.6ºC 

m1/2 = 0.049, while for 109.5ºC m1/2 = 0.078. By introducing these 

values into the formula (11), for the temperature of 78.6ºC one can 

determine 1 = 0.13, 1 = 14.1 m2/kg and for the temperature 

of 109.5ºC 2 = 0.12, 2 = 8,9 m2/kg. 

After inserting these values back into formula (11), the graphs 

were obtained, which are shown in the form of dashed lines 

in Fig. 6. 

 

Fig. 6. Thermal radiation absorption charts: solid lines –experimental curves; 

dashed lines – curves made on the basis of formula (11) 

The obtained graphs show that the actual saturation process is 

"slower" than the saturation process resulting from formula (11). 

However, as can be seen, the saturation process itself occurs 

and cannot be questioned. 

3. Relating the results of experimental research 

to the Earth's atmosphere 

As already mentioned in the first chapter, in the Earth's 

atmosphere in a cylinder with a diameter of 1 m2 and an altitude 

from sea level to the stratosphere, there is a mass of carbon 

dioxide equal to: 

𝑚𝐶𝑂2
[𝑘𝑔] = 1.52 ∙ 10−2𝑘𝑔 ∙ 𝐶𝐶𝑂2

[𝑝𝑝𝑚] 

At a CO2 concentration of 400 ppm, we get the value of the 

absorbing mass of carbon dioxide ~ 6 kg/m2. Therefore, in Fig. 7, 

in order to better illustrate the phenomenon, the graph in Fig. 5 has 

been extended to this mass value. 
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Fig. 7. Graph of absorption of thermal radiation in carbon dioxide, taking into 

account the mass of saturation ms and the mass of CO2 in the Earth's atmosphere mz 

It can be seen that practically with the mass of carbon dioxide 

of about 1.5 kg/m2, the process of absorption of thermal radiation 

goes into saturation with a tendency to "faster" saturation at lower 

temperatures of the radiation source. So, for the current 

concentration of 400 ppm for which the mass of CO2 

in the atmosphere is ~ 6 kg/m2, the limit is for times exceeded. 

Thus, it can be presumed that the carbon dioxide additionally 

emitted into the atmosphere does not absorb thermal radiation and 

thus is not a greenhouse gas. 

4. Conclusions 

The presented experimental work should be continued. 

Among other things, it would be necessary to carry out tests 

for a radiation source with a temperature close to the temperature 

of the Earth's surface and to measure the absorption of thermal 

radiation in a mixture of CO2 with air for various temperatures and 

pressures. The obtained measurement results could then be used 

for appropriate computer models so that the final results could be 

compared with those adopted by the IPCC (Intergovernmental 

Panel on Climate Change). 

Some of the works cited in the introduction and in chapter 1 

and the results of the presented experiment, clearly suggest that 

there can be the saturation of the absorption of the Earth’s thermal 

radiation in atmospheric carbon dioxide. If this was the case, the 

carbon dioxide additionally emitted into the atmosphere would not 

have to be the greenhouse gas. Therefore, taking into account the 

extremely high costs incurred as a result of reducing CO2 

emissions, more attention should be paid to the described 

experimental studies. However, hard coal and crude oil are 

valuable raw materials for the chemical industry, and burning 

them to produce energy is a sheer waste. The degradation of the 

natural environment is also associated with the extraction of coal. 

In addition, the often used old "soot" furnaces and primitive 

internal combustion engines emit a lot of harmful gases and dust. 

Therefore, it would be good to switch to energy from renewable 

sources and from nuclear reactors. However, when promoting 

climate projects, unproven hypotheses treated as a reliable source 

of information should not be used. It should be emphasized once 

again that the fact that two phenomena occur simultaneously does 

not imply that one is the cause of the other. All conditions and 

results of scientific research should be taken into account, 

especially the results of experimental work which are both 

a source of input data and a confirmation of the performed 

calculations. 
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SWITCH-FILTER ON A RECTANGULAR WAVEGUIDE PARTIALLY 

FILLED BY DIELECTRIC 

Vitaly Pochernyaev
1
, Nataliia Syvkova

1
, Mariia Mahomedova

2 

1State University of Intellectual Technologies and Communications, Faculty Telecommunications and Radioengineering, Odesa, Ukraine, 2Kyiv Professional College 

of Communications, Faculty of Information and Communication Systems and Information Protection, Kyiv, Ukraine 

Abstract. At article investigates a broadband switch for microwave technology, antenna-feeder paths of which are implemented on a rectangular 
waveguide partially filled by dielectric. Modern means of communication of the microwave range can operate for transmission through two independent 

antenna channels, each of which includes its own microwave transmitter. It is also provided the operation of one microwave transmitter for two antennas. 

The transmission of high-power signals requires the implementation devices based on rectangular waveguide partially filled by dielectric. The active 
element is an open nonlinear structure included in a dielectric plate which located in a rectangular waveguide. The electrodynamic problem is solved 

by the method of eigenfunctions. In this article, the transfer coefficient and plotted the graphs of the dependence of the electrical length of the waveguide 
segment with the open nonlinear structure on the value of the reactive conductivity of the inductive loop at fixed reactive conductivity of the open nonlinear 

structure is determine. The results of this article can be used in the development of broadband switches for mobile digital combined troposcatter-radio 

relay stations with space-diversity transmission, antenna-feeder paths of which are implemented on the rectangular waveguide partially filled by dielectric. 
The article developed a filter on waveguide tees partially filled by dielectric. A design based on an H-tee on a rectangular waveguide partially filled 

by dielectric is proposed. The equivalent circuit of the H-tee is based on the equivalent circuit in the longitudinal slot in the narrow wall of the waveguide. 

Such a gap interrupts the lines of the transverse surface current of the main wave of a rectangular waveguide partially filled by dielectric. Numerical 
results are obtained for transformation ratios. 

Keywords: rectangular waveguide partially filled by dielectric, switch, filter, open nonlinear structure 

PRZEŁĄCZNIK-FILTR NA FALOWODZIE PROSTOKĄTNYM CZĘŚCIOWO 

WYPEŁNIONYM DIELEKTRYKIEM 

Streszczenie. W artykule zbadano szerokopasmowy przełącznik dla techniki mikrofalowej, którego tory antenowo-podajnikowe są realizowane 
na falowodzie prostokątnym częściowo wypełnionym dielektrykiem. Nowoczesne urządzenia do komunikacji mikrofalowej mogą pracować na dwóch 

niezależnych kanałach antenowych, z których każdy zawiera własny nadajnik mikrofalowy. Możliwa jest również praca jednego nadajnika mikrofalowego 

na dwóch antenach. Transmisja sygnałów dużej mocy wymaga realizacji urządzeń opartych na falowodzie prostokątnym częściowo wypełnionym 
dielektrykiem. Elementem aktywnym jest otwarta struktura nieliniowa zawarta w płytce dielektrycznej, która znajduje się w prostokątnym falowodzie. 

Problem elektrodynamiczny jest rozwiązywany metodą funkcji własnych. W artykule wyznaczono współczynnik transmisji oraz wykreślono wykresy 

zależności długości elektrycznej segmentu falowodu o otwartej strukturze nieliniowej od wartości reaktancji obwodu indukcyjnego przy ustalonej 
reaktancji otwartej struktury nieliniowej. Wyniki artykułu mogą być wykorzystane przy opracowywaniu szerokopasmowych przełączników ruchomych 

cyfrowych kombinowanych stacji przekaźnikowych troposferycznych z separacją przestrzenną, których tory antenowo-podajnikowe realizowane są 

na falowodzie prostokątnym częściowo wypełnionym dielektrykiem. W artykule opracowano filtr na trójnikach falowodowych częściowo wypełnionych 
dielektrykiem. Zaproponowano konstrukcję opartą na trójniku typu H na falowodzie prostokątnym częściowo wypełnionym dielektrykiem. Obwód 

równoważny trójkąta H jest oparty na obwodzie równoważnym w szczelinie podłużnej w wąskiej ściance falowodu. Szczelina taka przerywa poprzeczne 

linie prądu powierzchniowego fali fundamentalnej w falowodzie prostokątnym częściowo wypełnionym dielektrykiem. Otrzymano wyniki numeryczne 
dla współczynników transformacji. 

Słowa kluczowe: prostokątny falowód częściowo wypełniony dielektrykiem, przełącznik, filtr, otwarta struktura nieliniowa 

Introduction 

Combined radio engineering systems are one of the trends 

in the development of microwave technology [1-4, 8, 9]. In article 

[7], a mobile digital tropospheric radio relay station is analyzed, 

which includes two microwave transmitters. This station can 

transmit on two independent antenna channels, each of which 

includes its own microwave transmitter. It is possible to operate 

one microwave transmitter on two antennas; the second 

microwave transmitter is on standby. Different modes of operation 

of the microwave transmission path are equipped with two on-off 

microwave switches [7]. The requirement to ensure broadband 

operation of the microwave transmission path can be met by 

implementing the path on a rectangular waveguide partially filled 

by dielectric (RWPFD). In this case, it is necessary to implement 

two-position microwave switches also on RWPFD. 

The aim of the work is to develop a broadband microwave 

switch on the RWPFD and a trap filter on the RWPFD. 

1. Microwave switch on RWPFD 

The microwave switch incorporates a packageless diode, 

which is included in a dielectric plate in the form of an open 

nonlinear structure (ONS). The inclusion of ONS can be both 

parallel and serial. 

With the serial connection of the ONS in the RWPFD, a wide 

bandwidth can be obtained, but the capacitance of the ONS should 

be minimal. Parallel connection of ONS allows to provide a higher 

level of switching power than with series connection. It should be 

noted that it is the implementation of the switch on the RWPFD 

that provides a wider operating frequency band and a higher 

dielectric strength [6]. In addition, it is possible to expand 

the operating frequency band if the parallel connection of the ONS 

in the RWPFD is carried out together with a loop that 

compensates for the capacitance of the ONS. 

 

Fig. 1. The design of the switch on RWPFD with a compensating loop 

user
Stempel
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On Fig. 1 shows the design of the switch on the RWPFD with 

a compensating loop. This RWPFD is a rectangular waveguide 

with dimensions a b , in which a dielectric plate with dimensions 

c d  is located, which does not affect the walls of the waveguide 

and has a relative permittivity εr. A ONS of the same geometric 

dimensions is included in the dielectric plate. Waveguide 1 

is a RWPFD, waveguide 2 is a RWPFD with ONS, waveguide 3 

is a hollow rectangular waveguide. 

The ONS is controlled through a non-radiating longitudinal 

slot in the wide wall of the RWPFD. The value of the resistance 

of the ONS is a few ohms in the presence of a control voltage 

and thousands of ohms in its absence. To compensate 

for the capacitance of the ONS, which should be as small 

as possible, a compensating inductive loop is turned on in the 

form of a segment of a hollow rectangular waveguide from the 

side of the narrow wall of the main waveguide. Such an inclusion 

is an H-connection of waveguides.  

On Fig. 2 shows the equivalent circuit of the plane-transverse 

joint of the RWPFD with the ONS, the plane-transverse joint 

of the ONS with the RWPFD and a parallel-connected 

compensating loop. On Fig. 2 shows the normalized reactive 

conductivity jbc of the plane-transverse junction of the RWPFD 

with ONS and the ONS with RWPFD, the transformation 

coefficients N0 for the main quasi-H10 wave and the normalized 

reactive conductivity -jbL of the compensating inductive loop. 

 

Fig. 2. Equivalent circuit of the plane-transverse joint of the RWPFD with ONS, 

the plane-transverse joint of the ONS with RWPFD and a parallel-connected 

compensating loop  

"Collapsing" the circuit shown on Fig. 2 through 

the recalculation of the transformation ratios N0, we obtain 

an equivalent circuit with parallel normalized conductivity jbΣ 

and normalized reactive conductivity -jbL of the compensating 

inductive loop (Fig. 3). 

 

Fig. 3. Equivalent circuit with parallel normalized conductivity jbΣ and normalized 

reactive conductivity -jbL of a compensating inductive loop  

Calculation of the normalized reactive conductivities was 

carried out according to the following formulas: 
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 – transverse electric eigenfunction of higher types 

of quasi-H30 and quasi-H50 waves RWPFD [6]; 
10

 – transverse 

electric eigenfunction of a hollow rectangular waveguide [6];  

k0, γ10 – the wavenumber of a hollow rectangular waveguide and 

the longitudinal wavenumber of the RWPFD respectively [6];  

εef – effective permittivity [6]; y0, yk – the normalized 

conductivity of the main quasi-H10 wave and the normalized 

conductivity of higher types of quasi-H30 and quasi-H50 waves 

RWPFD, respectively [6]. 

As a local field, in the first approximation, we take into 

account the quasi-H30 and quasi-H50 waves: 
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Note that the dielectric plate, in contrast to the ONS, which 

is an isotropic nonlinear dielectric from εd, is an isotropic linear 

dielectric with εr. Even with the passage of current through 

the ONS, the nonlinear process will proceed in a weak 

electromagnetic field. Therefore, the dependence of the electrical 

induction on the electrical intensity will be linear in the working 

range of changes in the magnitude of the electrical intensity. 

In accordance with [5], this is a local linearization of the above 

dependence. Taking into account that the electromagnetic field 

will also change slightly in the local hollow area of the RWPFD, 
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located in the immediate vicinity of the ONS (ℒ<< 
10h , 

where ℒ is the maximum size of the ONS, 
10h  is the length 

of the main quasi-H10 wave of the RWPFD), the expression 

for the relative electric ONS permeability will have following: 

  2

d 101 α    (7) 

where α – coefficient of nonlinearity, depending on the material 

of the ONS [5].  

The transmission coefficient Т11 for the circuit in Fig. 3 has 

the following form: 

  11 Σ

1
  1

2
LT jb f jb ctg f       (8) 

where bΣ, bL – normalized reactive conductivities of the RWPFD 

with ONS and inductive loop respectively, Δf = f / fo  – frequency 

range, θ electrical length of the inductive loop. At the resonant 

frequency Т11 = 1, then we have: 

 Σ

L

b
arcctg

b
   (9) 

On Fig. 4 shows the dependence of the value of θ on the value 

of bL at fixed bΣ: curve 1 is plotted at bΣ = 0.5, curve 2 – at bΣ =1 

These graphs can be used when calculating switches 

in transmission modes (de-energized ONS). 

 

Fig. 4. Dependence of the value of θ on the value of bL at fixed bΣ  

2. Filter on RWPFD  

If a diaphragm is added to the design of Fig. 1 at the junction 

of the loop with the main waveguide and the loop is short-

circuited with a short-circuiting plate.  

The design of the filter on the H-tee is shown in Fig. 5. 

 

Fig. 5. Filter design on H-tee  

The equivalent circuit of the filter on the H-tee is shown 

in Fig. 6. 

 

Fig. 6. Equivalent circuit for connecting the main waveguide with a side waveguide 

in an Н-tee with a piston  

When an electromagnetic wave falls from the H-arm 

of the tee, the electric fields in the side arms at equal distances 

from the joint are in phase, and the magnetic fields are 

in antiphase. The equivalent circuit of the H-tee is based 

on the equivalent circuit of the longitudinal slot in the narrow wall 

of the waveguide. Such a slit interrupts the lines of the transverse 

surface current of the main quasi-Н10 wave of the RWPFD. 

The reaction of local fields in the vicinity of the slot is displayed 

by reactive conductivity HjB  and the conversion of the field 

amplitude at the slot to the amplitude of the propagating wave 

is shown by switching on an ideal transformer with 

a transformation coefficient Hm . 

In order for the circuit to be valid under any load, including 

short circuit, the metallization of the slot must turn the waveguide 

into a regular one. This can be achieved by turning on a quarter-

wave section of the transmission line having an electrical length 

of / 2  at all frequencies. The short-circuited quarter-wave 

transmission line does not affect the passage of the wave 

in the main waveguide. 

Conductivity 
CB  is determined as follows: 

 C k kk
B n Y  

 
10S h kkn dS   (10) 

The expressions for the transformation coefficients and 

reactive conductivities are as follows: 

 
10H S H hm Э dS   

  2 2 2/        H k k k k S H kk
B Y k Э dS     

   

where 
kk  – transverse wavenumbers of higher wave types 

RWPFD, 
k – longitudinal wavenumbers of higher wave types 

RWPFD [6]. The coordinate function 
HЭ  [7] approximating the 

field distribution at the hole has the following form: 

    2 0

1128 / 64    ,HЭ q Ce x q z   

where Ce1 – even Mathieu function of the first kind, q – fill 

parameter of RWPFD. 

Also note that in a frequency-tunable filter, the side arm 

is a segment of a hollow rectangular waveguide, as shown 

in Fig. 5. In a filter that does not tune in frequency, the side arm 

is RWPFD. 

Tables 1 show the values of the transformation coefficient 

Hm  for formule (11) depending on the value of 
2a


. 

Table 1. Dependence of the transformation coefficients on the normalized value   

Hm  1.7 1.5 1.3 0.91 0.75 0.69 0.61 0.53 

2a


 0.7 0.8 0.9 1.1 1.2 1.3 1.4 1.5 
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3. Conclusions  

In conclusion, we note that the developed broadband switch 

on the RWPFD can be used for microwave transmission paths of 

mobile digital troposcatter stations, mobile space communication 

stations and mobile digital combined troposcatter-radiorelay 

stations, which include two microwave transmitters. The prospects 

for the use of such broadband switches are significantly increased 

due to the introduction of space-diversity transmission into 

microwave technology. Once again, we note that the broadband 

bandwidth of the device was achieved not only due to design 

features, but also due to the implementation of the design on the 

RWPFD. 

The inclusion of an open-frame semiconductor diode in the 

form of an ONS allows the device to function as a two-position 

switch: in the presence of a control current, the resistance 

of the ONS is units Ohm, in the absence – thousands Ohms. Such 

a switch on RWPFD provides two-position switching of high 

transmitting power in a wide frequency band. The high dielectric 

strength of the RWPFD was investigated in [6]. 

When implementing a filter on rectangular waveguides with 

dimensions of 4020 mm2 with a dielectric plate with εr  = 4, 

it is possible to ensure the operation of the mobile digital 

troposcatter radio relay station radio relay component in two 

frequency ranges 3.8...4.2 GHz + 5.925...6.425 GHz [10, 11] with 

one antenna-feeder path. This filter provides a blockband 

of 4.2...5.925 GHz. 
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Abstract. In this paper, the technology for fabricating NiFe/Cu/NiFe layered structures by magnetron sputtering is presented. Two series of samples were 
fabricated on a glass substrate with a layered structure, where the individual layers were 30 nm NiFe, 5 nm Cu, and finally NiFe with a thickness of 30 nm. 

The series differed in the type of technology mask used. A constant magnetic field was applied to the substrate during the sputtering of the ferromagnetic 

layers. Measurements of the DC resistance of the obtained structures in the constant magnetic field of neodymium magnet packs with a constant magnetic 
field of about 0.5 T magnetic induction have been carried out. Comparison of the two series allows us to conclude the greater validity of using masks in the 

form of kapton tape. The obtained results seem to confirm the occurrence of phenomena referred to as the giant magnetoresistance effect.  

Keywords: magnetoresistance, sputtering, thin films, static magnetic field 

ZJAWISKO GIGANTYCZNEGO MAGNETOOPORU OBSERWOWANE 

W CIENKICH STRUKTURACH NiFe/Cu/NiFe 

Streszczenie. W pracy przedstawiono technologię produkcji struktur warstwowych NiFe/Cu/NiFe metodą rozpylania magnetronowego. Wykonane zostały 

dwie serie próbek na szklanym podłożu o strukturze warstwowej, gdzie poszczególne warstwy stanowiły 30 nm NiFe, 5 nm Cu oraz ostatecznie NiFe 
o grubości 30 nm. Serie różniły się rodzajem zastosowanej maski technologicznej. Podczas napylania warstw ferromagnetycznych do  podłoża przyłożone 

zostało stałe pole magnetyczne. Przeprowadzone zostały pomiary rezystancji stałoprądowej otrzymanych struktur w stałym polu magnetycznym okładów 

magnesów neodymowych o stałym polu magnetycznym o wartości indukcji magnetycznej około 0,5 T. Porównanie obu serii pozwala stwierdzić większą 
zasadność stosowania masek w postaci taśmy kaptonowej. Otrzymane wyniki zdają się potwierdzać występowanie zjawisk określanych jako efekt 

gigantycznego magnetooporu. 

Słowa kluczowe: magnetorezystancja, napylanie, cienkie warstwy, statyczne pole magnetyczne 

Introduction 

Sensors for physical measurements are key components 

of almost all electronic devices. The purpose of using them 

is to collect information about the environment in order to process 

it and put it to a specific use. Sensors for specific physical 

quantities can be based on completely different physical 

phenomena. By discovering new physical relationships and 

effects, new sensors can be designed and existing ones improved 

to increase their signal processing capabilities, e.g., by increasing 

their range or sensitivity. This also applies to magnetic field 

sensors. Currently, the best known sensors for magnetic field 

measurements are those based on the Hall effect. In 1856 Lord 

Kelvin observed resistance changes in ferromagnetic metals 

(iron and nickel) when an external magnetic field was applied. 

The group of effects, that includes the phenomenon observed 

by Kelvin, are called magnetoresistive phenomena [19]. 

Giant magnetoresistance (GMR) is a phenomenon observed 

in FM/NM/FM structures, where FM stands for ferromagnetic 

material and NM for nonmagnetic material. This phenomenon, 

which is part of the magnetoresistance family, is characterized 

by a change in the resistance of the structure in the external 

magnetic field [4, 9, 20]. The value of resistance of GMR 

structures depends on the direction of magnetization of adjacent 

ferromagnetic layers separated by a non-magnetic layer. 

The scattering of an electron moving through the structure 

depends on the correspondence of its spin and the direction 

of magnetization of the ferromagnetic layer [8]. The compatibility 

of the spin direction and the magnetization direction of the 

ferromagnetic layer results in less frequent scattering of the 

electron in the ferromagnetic layer as well as at the FM/NM 

interface than in the case of opposite directions of these vectors. 

Both of these configurations are shown in figure 1.  

If the alternating ferromagnetic layers have the same direction 

of magnetization, the electron with conformal spin will be 

scattered less frequently, while the motion of the electron with 

opposite spin will be disrupted much more frequently [8]. 

The apparent result of this behavior is a decrease in the resistance 

of the structure relative to the configuration in which the 

alternating ferromagnetic layers have opposite resultant 

magnetization vectors [13]. These two states, referred to as 

parallel and antiparallel configurations, are shown in figure 1. 

 

Fig. 1. Parallel (a) and antiparallel (b) configuration of FM/NM/FM structure 

exhibiting giant magnetoresistance phenomenon [3] 

The thicknesses of the layers of structures exhibiting the giant 

magnetoresistance phenomenon are on the order of nanometers 

[16]. Such small sizes are crucial for the occurrence of this effect. 

The adequate thickness of the non-magnetic layer is particularly 

important; as its thickness decreases, an increase in the GMR 

effect is observed [2, 17]. For non-magnetic layer thicknesses 

on the order of a few nanometers, an oscillatory dependence of the 

exchange interaction is observed translating into an oscillatory 

nature of the phenomenon [10]. 

There are various realizations of structures exhibiting the 

phenomenon of giant magnetoresistance [20]. Additional layers 

and their thicknesses can significantly improve the desired 

magnetoresistance properties of a given sample. The basic 

one is the FM/NM/FM structure. It serves as the simplest 

possible explanation of the main mechanisms of the Giant 

Magnetoresistance phenomenon. These include multilayer 

FM/NM/FM structure, spin valve, pseudo spin valve, and granular 

alloys [5, 18]. Due to the current stage of development, only the 

basic FM/NM/FM designs are produced at this time. 

user
Stempel
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The aim of this study was to develop a fabrication technology 

for NiFe/Ti/NiFe MEMS structures and to perform DC resistance 

measurements under a strong magnetic field. As part of the 

presented work, two series of structures differing in the type 

of technological mask used were fabricated. 

1. Magnetron sputtering 

There are several ways of obtaining thin film-structures. They 

differ in the purity and homogeneity of the obtained layers, in the 

time required for the process, in the possibilities of sputtering 

different types of materials, and in the cost of the necessary 

equipment and the process itself [1, 6]. Structures exhibiting 

the phenomenon of giant magnetoresistance do not require 

technological processes requiring high temperatures, i.e. diffusion 

or implantation, to be produced, as compared to semiconductor 

components. Production of GMR structures, which can already 

serve as sensors of e.g. magnetic field strength, is relatively 

simple; just a few lithographic processes are enough to obtain 

a functional device [7]. A frequently used method is sputtering, 

which provides uniform coverage and high sample purity [15].  

Magnetron sputtering is a type of ion sputtering. Ionized 

particles of noble gas, for example, argon, thanks to the high 

voltage applied in a high vacuum chamber, are bombarding the 

target, which is the source of the material. Bombarding causes the 

material particles to be knocked out and deposited on the desired 

substrate. The magnetron sputtering chamber is shown in. 

Magnetron sputtering is characteristic of using an additional 

magnetic field under the target in the form of permanent magnets 

or electromagnets. The magnetic field at the source of the material 

causes the trapping of electrons above the surface of the target 

leading to an increase in ion density. This increases the efficiency 

of the entire sputtering process. Metallic materials, like 

ferromagnetic and non-magnetic layers in GMR structures, can be 

sputtered using the DC power supply of the magnetron [21]. 

The Kurt J. Lesker® NANO 36 sputtering system, which is at 

the disposal of the Department of Electronics and Information 

Technology of the Lublin University of Technology, was used to 

produce thin films. 

2. Technology of thin-film GMR structures 

Microscope slides were used as substrates for the structures. 

In the case of the first series, enclosures made by 3D printing were 

used as a technological mask. In the second series, kapton tape 

was used as a technological mask; the process sequence used is 

shown in figure 2.  

The sputtering processes take place in a high vacuum 

chamber. Each individual process requires a change of target and 

re-adjustment of the sputtering chamber to the appropriate 

pressure level. The thickness of the resulting layer is monitored 

during the process, making it easy to adjust the sputtering 

length to the desired layer thickness. Permalloy NiFe was used 

as ferromagnetic material, while copper Cu was used as 

non-magnetic material [14]. A permanent magnetic field 

of neodymium magnets was applied along the long edge of each 

sample during the sputtering of ferromagnetic layers near the 

substrate [11, 22]. This procedure was intended to induce easy 

axis magnetization of these layers [12].  

The sputtering process parameters for both series are shown 

in Table 1. All technological processes take place under a vacuum 

of 10-7 Torr. 

The final dimensions of the structure are 20 mm × 2 mm and 

65 nm of thickness. Using graphite glue, copper wires are attached 

to both edges of the structure. An additional plastic housing 

protects the sample from mechanical damage and makes it easier 

to carry out measurements (Fig. 3). 

 

Fig. 2. Structure process sequence: (a) use of kapton tape as a technological mask, 

(b) deposition of a 30 nm NiFe layer in the presence of an magnetic field, 

(c) deposition of the 5 nm Cu layer, (d) deposition of a second 30 nm NiFe layer in 

the presence of an magnetic field, (e) removal of the kapton tape, (f) final structure  

Table 1. Processes parameters 

Lp. 

Layer 

material 

and 

thickness 

Plasma 

power 

Density 

[W/sq2] 

Argon 

flow rate 

[sccm] 

Deposition 

time [min] 

S
er

ie
s 

1
 

NiFe  

(30 nm) 
75 50 15 

Cu  

(5 nm) 
50 40 3 

NiFe  

(30 nm) 
75 50 15 

S
er

ie
s 

2
 

NiFe  

(30 nm) 
90 85 15 

Cu  

(5 nm) 
90 50 3,5 

NiFe  

(30 nm) 
65 85 18 

 

Fig. 3. Final structure in plastic protection 
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3. Experiment methodology and results 

Samples of both series were measured for two-wire DC 

resistivity. These measurements were carried out using two strong 

neodymium magnets whose magnetic field induction was about 

0.5 T, a KeySight 34410A multimeter cooperating with LabVIEW 

software, and a PC unit. These measurements consisted 

of alternating resistance measurements of the structure outside 

the magnetic field and in the magnetic field of the neodymium 

magnets. One hundred measurements were made alternately 

for each state. The longer edge of the sample is parallel to the 

external magnetic field lines of the neodymium magnets. 

Resistance measurement results for one of the samples of both 

series are shown in figure 4 and figure 5, respectively.  

 

Fig. 4. Sample from the first series, NiFe(30)/Cu(5)/NiFe(30); plastic technology 

mask 

 

Fig. 5. Sample from the second series, NiFe(30)/Cu(5)/NiFe(30); technology mask 

made of kapton tape 

The first one hundred measurements are made in the presence 

of a zero magnetic field induction. The measured resistance 

is therefore the resistance of the structure under the default 

conditions. Another hundred measurements were taken 5 seconds 

later when the tested structure was already between the plates 

of neodymium magnets. From both figures, it is possible to notice 

a decrease in the DC resistance of structure under the influence 

of a strong external magnetic field. In the case of the first series 

structure, this difference is about 1.7 ohm, while for the second – 

over 7 ohm. For the first sample, the decrease of the resistance 

in relation to the initial resistance is about 0.3‰ and for the 

second sample – about 1.6‰. In each of the states, with no 

magnetic field and strong magnetic field, the consecutive 

measurements do not seem to differ much from each other. 

4. Summary 

The performed measurements of the two-wire DC resistance 

of NiFe/Cu/NiFe thin structures in an external magnetic field seem 

to confirm the occurrence of the giant magnetoresistance 

phenomenon in them. In the case of the structures of both series, 

an apparent change in the sample resistance in a strong magnetic 

field is noticeable. 

For the second series structure, the resistance difference 

between the two abdicated states is more than 7 ohms. The 

resistance changes of sample one are much smaller. It is suspected 

that this is due to the types of technology masks used. While 

the kapton tape adheres tightly to the substrate surface and marks 

the exact boundary of the sample, the 3D printing enclosures used 

are not certain to maintain sufficient contiguity. The applied 

method of mounting substrates in the created enclosures gives 

the possibility of uneven deposition of sputtered materials 

at the boundaries of the structure. This can result in unforeseen 

phenomena due to inhomogeneities in layer thickness and possible 

contacts between ferromagnetic layers. The boundaries of the 

fabricated structures under the naked eye appeared to have 

no clear boundary. It is possible that the use of uncertain plastic 

material in the sputtering chamber during the magnetron 

sputtering process affects the purity of the resulting films. 

Concerns arising from the previous use of additional enclosures 

as a process mask in the magnetron sputtering process result in the 

abandonment of the intention to use them in this role in future 

research. 3D enclosures as technological masks are not used 

because they require more effort and, as the present results 

indicate, their use does not result in the desired results. The use 

of kapton tape in this role on a larger scale of production 

in comparison to the photolithography method used also seems to 

be ineffective and is not used. This method can be used when 

making single runs of structures. 

The measurement methodology was to observe the magnitude 

of resistance changes of the structures in a sufficiently 

strong magnetic field. It is impossible to obtain a complete 

characterization of the resistance changes as a function 

of the magnetic field induction in this way. We also do not know 

the saturation induction field of the structures in question, above 

which values the resistance changes are not observed. 

The method used to fabricate thin-film structures exhibiting 

giant magnetoresistance appears to be correct. The developed 

technological sequence allows to obtain a series of samples 

exhibiting resistance changes in an external magnetic field. 

On the basis of the obtained results, it can be concluded that 

at the present stage the application of the kapton tape 

as a technological mask is satisfactory.  
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Abstract. The analysis of architecture is carried out and offers concerning expansion of a area of practical application of PLC of parallel action 
are offered. The proposed methodology for constructing a logical control automaton of parallel action, the developed models, algorithm and structures 

represent a theoretical platform for the practical implementation of information technology for parallel logical control of railway automation objects. 
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ROZSZERZENIE OBSZARU PRAKTYCZNEGO ZASTOSOWANIA 

SYSTEMU STEROWANIA PLC O ARCHITEKTURĘ RÓWNOLEGŁĄ 

Streszczenie. Przeprowadzono analizę architektury i zaproponowano rozszerzenie obszaru praktycznego zastosowania PLC o działaniu równoległym. 

Zaproponowano metodologię budowy logicznego automatu sterującego o działaniu równoległym, opracowano modele, algorytm i struktury, które 
stanowią teoretyczną platformę dla praktycznej implementacji technologii informatycznych do równoległego logicznego sterowania obiektami automatyki 

kolejowej. 

Słowa kluczowe: programowalne sterowniki logiczne, architektura równoległa, programowy system sterowania 

Introduction 

One of the effective directions of scientific and technological 

progress in the automation of objects is the development 

and application of the latest information technologies using 

microprocessor programmable logic controllers (PLC) and modern 

tools [3]. 

The practical application of these technologies has revealed 

not only their unconditional advantages in comparison with those 

used previously, but also significant drawbacks, the main of which 

is the sequential principle of processing the flow of commands 

and data, as a result of which both the speed of logical control 

of objects and the probability of failures become significantly 

dependent on both the number of monitored sensors and 

controlled mechanisms, as well as the length of the control 

program (the number of processor cycles expended), as a result 

of which microprocessor PLCs, which have sufficiently high 

reliability indicators, often do not provide the necessary level 

of information processing reliability when controlling automation 

objects and therefore for direct control of actuators are used very 

limitedly [11]. 

In recent years, for the reliable and efficient implementation 

of the functions of logical control of automation objects, the active 

use of information technologies based on the use of programmable 

logic integrated circuits (FPGA) has begun, in which the 

capabilities and advantages of regular microelectronic structures 

are fully implemented and can be effectively used. 

The widespread use of programmable logic controllers (PLCs) 

in industrial production has had a significant impact on reducing 

costs and improving the quality of products. 

Logic controllers have dozens of inputs/outputs for connecting 

sensors and actuators, but there are models that support more 

than a hundred inputs/outputs. Controllers implement the simplest 

typical functions of information processing, blocking, regulation 

and software and logic control. Many have one or more 

physical ports for transmitting information to other automation 

systems. 

Some types of PLCs are highly reliable, durable and fast. 

They provide various options for complete current diagnostics 

of faults with their localization to a separate board, backup 

of individual components and the device as a whole [2, 4]. 

1. Analysis of recent research and publications 

Massive practical application of PLCs revealed not only their 

unconditional advantages over other controls, but also significant 

shortcomings, the main of which is the consistent principle 

of information processing, which leads to a certain contradiction 

between the fantastic speed of modern hardware (clock speed 

is already tens of GHz) and short length of machine words. 

It turns out that the speed of maintenance of controlled inputs 

of the controller significantly depends on their number. 

In addition, microprocessor-based PLCs often do not provide 

the required level of reliability and reliability of data processing 

due to the large number of sequentially executed commands 

in the management of critical applications (in nuclear power, 

rail and metro, aircraft) and therefore for direct control. units 

and installations in the specified branches are used extremely 

limited [5, 6, 10]. 

The aim of the article is increasing the speed and reliability 

of the implementation of the functions of logical control 

of automation objects by developing models and information 

technology for parallel logical control. 

2. Basic research materials 

In [1, 3] the structure of an asynchronous programmable 

automaton is described (Fig. 1), which is the basic structure of 

matrix parallel logic controllers for different functional purposes. 

The principles of construction of an asynchronous 

programmable automaton controlled by the flow of input states 

and its structure were used in the development of methods 

of structural construction and actual structural organization 

of matrix PLCs with parallel architecture (PPLK) as functionally 

complete control devices [7–9]. 

A significant number of variants of structural organization 

of specialized and universal models of PPLK for different 

purposes have been developed. 

The principle of operation of the considered control automaton 

is as follows. Let at the i-th moment of time from the matrix |MC| 

the row vector of control commands {ci1, ci2, …, cim} is read. 

This row vector is checked for a match with those programmed 

in the matrix |ME| prohibited combinations of control commands, 

and in the presence of such a match, the function ε takes the value 

of logical "1", which leads to the prohibition of issuing the vector 

of control commands to the output of the automaton. 

user
Stempel
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Fig. 1. The structure of the asynchronous programmable machine 

If the function ε=0, the vector {ci1, ci2, …, cim} generates 

commands for controlling the actuators {ci1', ci2', …, cim'}, 

under the influence of which the state of the controlled object 

changes, resulting in the inputs of the automaton the vector 

{ai1, ai2, … , aik} is formed, which in parallel for all components 

k is compared for logical equivalence with the vector programmed 

on the given line of the program by the row of the matrix 

|MA| = {Аi1, Аi2, … , Аik}, i.e. In this case, the logical operation 

"AND" or the logical operation "OR" is performed according 

to the value of the attribute Fp. 
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Fig. 2. The structure of the logical control automaton parallel action 

Similarly, a comparison is made for equivalence of the vector 

of actual states of the external environment (vector of conditions) 

{bi1, bi2, … , biu} with the programmed values of the matrix 

vectors |MB| = {Bx1, Bx2, … , Bxu}, where the index x ranges 

from 1 to n, (i.e. the entire matrix |MB| is analyzed 

simultaneously), thus, the logical function βp. 

The block that performs the functions of logical control 

is described by the following system of equations, which 

is a generalization of equations  

 
p p

p p

А ST Int1

+1= ST Int1



 

  


  

p

p p

 (1) 

Depending on the truth of the logical functions αp and βp,  

as well as the values of the signs STp and Int1p, the step function 

of the algorithm I = g(p) takes the value "+1", which means 

the transition to the next step of processing the current subroutine, 

or the value "A", which means a conditional jump to the first line 

of the subroutine whose address is written in the matrix |MB|. 

The described automaton can be considered as a kind 

of universal control device, since it can be used to implement 

sequential, situational control algorithms (in which the entire 

cyclogram consists of elementary (in one line) subcycles, 

the sequence of processing of which is determined only by the 

situation that has developed in the external environment in i-th 

moment of time) and situationally sequential as well (in which the 

start of processing the f-th subcycle is determined by the situation 

prevailing in the environment and at the control object at the i-th 

moment of time, and the elements of the subcycle are processed 

sequentially). Depending on the implemented type of algorithm, 

all or part of the automaton structure elements are used. So, for 

example, when implementing unbranched sequential algorithms, 

a truncated version of the structure (without |MB|) can be used. 

To improve the quality of diagnosis, it is proposed to equip the 

PLC with a classical architecture with a FPGA-based operation 

control device (PCF). The electrical block diagram of the software 

control system using SCS is shown in Fig. 3. This system consists 

of two logic controllers (PLC) - working and diagnosing. The first 

is needed to process the input signals, solve logical equations 

specified by the program, and submit signals to the controlled 

object. The second must respond to combinations of input 

(or output) signals that are prohibited or may result in process 

equipment accidents or accidents. FPGA – parallel action 

controller can be used as a diagnostic device. 
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Fig. 3. Electrical block diagram of the software control system using SCS 

In Fig. 4 shows a block diagram of the algorithm of the SCS 

PLC. First, the "Automatic" mode is started, the presence 

of the "Automatic" mode is checked. If it is enabled – the program 

proceeds to compare the combinations of input and output signals 

of the main PLC with the wrong and dangerous combinations. 

When either incoming or outgoing signals match with false ones, 

alarm routines are triggered. After the subroutines are run, 

the program returns to the beginning and the algorithm is run 

again. 

 

Fig. 4. Block diagram of the algorithm of the SCS PLC 

 

Fig. 5. Schematic electrical diagram of the software control system using SCS 

The scheme of the electrical principle of the software control 

system with the use of SCS PLC is shown in Fig. 5. The software 

control system consists of a PLC of the main TWIDO TWD 

LCAA 16 DRF from Schneider Electric, a PLC of the 

diagnostician (FPGA-parallel controller) and a 220/24 V power 

supply. and inputs 12–15 – signals from outputs 0–3 

of the diagnostic PLC. Signals from sensors D1-D8 are fed 

to inputs 0–7 of the diagnosing PLC, and signals from outputs 

0–7 of the main PLC are fed to inputs 8–15, which are compared 

with emergency combinations for matches. 

3. Conclusions 

Knowledge of the general theoretical principles for 

constructing highly efficient computing and control devices based 

on homogeneous microelectronic structures, the emergence of 

modern FPGAs and their adaptability to programming using 

languages oriented to parallel logical data processing creates 

objective prerequisites for developing a fundamentally new 

approach to the structural organization of logical control automata. 

expressed parallel action and creation on this basis of information 

technology for parallel logical control of automation objects. 

A combined solution using FPGA-based operation control 

device is proposed, which allows to expand the area of practical 

application of PLCs with parallel architecture. The proposed 

methodology for constructing a logical control automaton of 

parallel action, the developed models, algorithm and structures 

represent a theoretical platform for the practical implementation of 

information technology for parallel logical control of railway 

automation objects. 

The prospect of further research is the development of a 

language, automated technology and tools for programming 

algorithms for parallel logical control of automation objects. 
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Abstract. Based on the most significant features of the angular velocity dynamic measurements selected by the authors, the main phases of measuring 

information transformation were established, which allowed to obtain new mathematical models in the form of transformation function, equations 
for estimating quantization errors, analytical dependences for measuring range that are initial for modeling physical processes occurring in such digital 

measuring channels with microprocessor control. The process of converting an analog quantity into a binary code is analytically described, an equation 

for estimating the absolute and relative quantization error is obtained and a measurement range is established, which provides a normalized value 
of relative quantization error for angular velocity measuring channels with encoder. For the first time, the equation of sampling error was obtained, 

and it was proved that the limiting factor of the angular velocity measurements upper limit is not only the normalized value of quantization error, 

as previously thought, but also the value of sampling frequency fD. Therefore, to expand the measurement range (by increasing the upper limit 
of measurement), it is proposed not only to increase the speed of analog-to-digital conversion hardware, but also to reduce the execution time of software 

drivers for transmitting measurement information to RAM of microprocessor system. For this purpose, the analytical dependences of estimating the upper 

limit of measurement based on the value of the sampling step for different modes of measurement information transmission are obtained. The practical 
implementation of the software mode measurement information transmission is characterized by a minimum of hardware costs and maximum execution 

time of the software driver, which explains its low speed, and therefore provides a minimum value of the upper limit measurement. In the interrupt mode, 

the upper limit value of the angular velocity measurement is higher than in the program mode due to the reduction of the software driver’s execution time 
(tFl = 0). The maximum value of the angular velocity measurements upper limit can be achieved using the measurement information transmission in the 

mode of direct access to memory (DMA) by providing maximum speed in this mode (tFl = 0, tDR = 0). In addition, the application of the results obtained 

in the work allows at the design stage (during physical and mathematical modeling) to assess the basic metrological characteristics of the measuring 
channel, aimed at reducing the development time and debugging of hardware, software, and standardization of their metrological characteristics. 

Keywords: angular velocity, encoder, quantization, sampling, angular velocity measuring channel, transformation function 

CECHY POMIARÓW DYNAMICZNYCH PRĘDKOŚCI KĄTOWEJ 

Z WYKORZYSTANIEM ENKODERA 
Streszczenie. Na podstawie najistotniejszych cech dynamicznych pomiarów prędkości kątowej ustalono główne fazy transformacji informacji pomiarowej, 

co pozwoliło na uzyskanie nowych modeli matematycznych w postaci funkcji transformacji, równań do szacowania błędów kwantyzacji, analitycznych 

zależności dla zakresu pomiarów, które są podstawą do modelowania procesów fizycznych zachodzących w takich cyfrowych kanałach pomiarowych ze 
sterowaniem mikroprocesorowym. analitycznie opisano proces konwersji wartości analogowej na kod binarny Po raz pierwszy otrzymano równanie błędu 

próbkowania i udowodniono, że czynnikiem ograniczającym górną granicę pomiarów prędkości kątowej jest nie tylko znormalizowana wartość błędu 

kwantyzacji, jak sądzono wcześniej, ale także wartość częstotliwości próbkowania fD. Dlatego w celu rozszerzenia zakresu pomiarowego (poprzez 
zwiększenie górnej granicy pomiaru) proponuje się nie tylko zwiększenie szybkości działania sprzętu do konwersji analogowo-cyfrowej, ale również 

skrócenie czasu wykonania sterowników programowych do transmisji informacji pomiarowej do pamięci RAM systemu mikroprocesorowego. w tym celu 

uzyskano analityczne zależności górnej granicy pomiaru od wartości kroku próbkowania dla różnych trybów transmisji informacji pomiarowej. W trybie 
przerwania górna wartość graniczna pomiaru prędkości kątowej jest wyższa niż w trybie programu ze względu na skrócenie czasu wykonania sterownika 

programowego (tFl = 0). Maksymalną wartość górnej granicy pomiaru prędkości kątowej można uzyskać przesyłając informacje pomiarowe w trybie 

bezpośredniego dostępu do pamięci (DMA) zapewniając maksymalną prędkość w tym trybie (tFl = 0, tDR = 0). Ponadto zastosowanie uzyskanych w pracy 
wyników pozwala na etapie projektowania (podczas modelowania fizycznego i matematycznego) na ocenę głównych cech metrologicznych kanału 

pomiarowego, co ma na celu skrócenie czasu rozwoju i debugowania sprzętu, oprogramowania oraz standaryzacji ich cech metrologicznych. 

Słowa kluczowe: prędkość kątowa, enkoder, kwantyzacja, próbkowanie, kanał pomiaru prędkości kątowej, funkcja konwersji 

Introduction 

During the rotation of a rigid body [1, 6] around its axis, 

the angle of rotation φ is a function of time 

𝜑 = 𝑓(𝑡). 

This equation is also called the equation of rotation, which 

is the basis for the experimental study of such parameters 

of rotational motion as angular velocity 𝜔(𝑡) =
𝑑𝜑

𝑑𝑡
, 

angular acceleration 𝜉(𝑡) =
𝑑𝜔

𝑑𝑡
=

𝑑2𝜑

𝑑𝑡2  and dynamic moment 

М𝐷 = 𝐽
𝑑𝜔

𝑑𝑡
= 𝐽

𝑑2𝜑

𝑑𝑡2 . 

The vast majority of the rotational motion of mechanisms 

is described by the terms "angular velocity" or "frequency 

of rotation", the essence of which is different. We give the 

definition of these parameters of angular displacements 

corresponding to the international system of units of measurement 

[3]. 

Angular velocity is a physical quantity that is described by the 

first derivative of the angle of rotation 𝜑 for the time 𝑡, rad/s: 

𝜔(𝑡) =
𝑑𝜑

𝑑𝑡
. 

Rotation frequency n is a physical quantity determined 

by the ratio of the number of revolutions NO per rotation 

time, rpm: 

 𝑛 =
𝑁𝑜

𝑡
. 

It is easy to see that the term "rotation speed n" used 

corresponds exactly to the physical quantity "rotation frequency". 

The basic equations for measuring rotation speed and rotation 

frequency are also the same. 

The above also indicates that the speed, as well as the speed, 

are not synonymous with angular velocity. In physical terms, 

these are different physical quantities that are not proportional 

to each other. Equality 

𝜔 = 2𝜋𝑛  

valid only for uniform rotation. 

Based on this, we note the first feature – the angular velocity 

is related to dynamic measurements, because at each time 

its instantaneous value is known, and the rotation frequency 

(rotation speed) to static, because the measurement result 

in this case characterizes the average speed per full revolution. 

user
Stempel
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Angular velocity refers to non-electric quantities, which 

are measured by converting a non-electric quantity into an electric 

one using a primary measuring transducer (sensor). The presence 

of this measuring transformation determines the second feature 

of the measurement of angular velocity 𝜔.  

Encoders are now preferred for dynamic angular displacement 

transducers in dynamic angular velocity measurements. 

They perform the conversion of angular displacement into 

a sequence of electrical signals, the frequency of which contains 

information about the value and direction of the informative 

parameter. 

Such transducers are used to measure angular velocity, speed 

and other physical quantities functionally related to it. 

The transformation equation for rotational motion sensors, which 

are based on the construction of angular displacement transducers 

– encoders, are shown in table 1. 

Table 1. Transformation equation of angular displacement sensors 

Measured 

physical 

quantity 

Measurement 

units 
Transformation equation 

Rotation 

angle 

deg 

𝜑𝑥 = 𝑖
360

𝑧
, 𝜑𝑥 – rotation angle, 

𝑖 – current number of output pulses (𝑖 ∈ 0. . . 𝑧), 

𝑧 – number of pulses per full revolution 
(𝑧 ∈ 103. . .106) 

rad 𝜑𝑥 = 𝑖
2𝜋

𝑧
 

Rotation 

frequency 
rpm 

𝑓𝑥 =
𝑛𝑥 𝑍

60
, 𝑛𝑥 – rotation speed, 

𝑓𝑥 – frequency of output rectangular pulses 

Angular 

speed 
rad/s 

𝑓𝑥 =
𝜔𝑥 𝑍

2𝜋
, 

𝜔𝑥 – angular speed 

 

The advantages of such sensors are: wide measuring range 

(from 103 to 106 rpm), simplicity of design, low load on the object 

of measurement due to the low moment of inertia of the moving 

part of the sensor, high noise immunity, almost unlimited 

service life. For dynamic measurements, their high resolution 

is extremely important, which is determined by the 𝑍  – the 

number of pulses per full revolution (𝑍 ∈ 103. . .106). 

Based on the above, it becomes obvious the usage of digital 

tachometers by the vast majority of developers, which generalized 

block diagram for dynamic measurements of angular velocity, 

is shown in Fig. 1. 

О М S

u
ω

ω
f

FMC

f
N N

 

Fig. 1. Generalized block diagram of dynamic measurements 𝜔𝑥 : О – measuring 

object, u – supply voltage, 𝜔  – rotation frequency, angular speed, S – sensor, 

encoder, f – output pulse frequency, FMC – frequency measuring channel, N – the 

number of pulses at the output of the measuring channel 

The third feature of dynamic measurements of angular 

velocity is the implementation of the measuring channel of the 

frequency of instantaneous values, which is based on the indirect 

method of frequency conversion 𝑓𝑥  in parallel binary code N. 

In such measuring channels, the quantization of the period TX, 

which is formed at the direct output of the counting trigger T, 

is carried out by the periods T0 of the sample frequency 𝑓0 . 

As a result of such comparison of the measured TX and sample T0 

of physical sizes receive numerical values of N angular velocity 

through the period – in even or not even periods. At dynamic 

measurements of angular velocity, it is necessary to have its 

numerical values in each period of frequency 𝑓𝑥  at the output 

of the encoder, which in the literature is called frequency 

measurement in the "adjacent intervals". This is especially true 

for compatible measurements, the results of which are functional 

dependencies𝜔х(𝑡), 𝜉𝑥(𝑡), 𝑀𝐷(𝑡), 𝑀𝐷(𝜔). 

Such block diagrams are known and widely used by 

developers of information and measurement technologies [10]. 

Mathematical models that adequately describe the various 

transformation phases of information in angular velocity 

measurement channels remain unexplored here. The lack of such 

theoretical results is a scientific and applied problem, the solution 

of which will allow at the stage of development and design 

of hardware and software to model such basic metrological 

characteristics of the measuring channel as the transformation 

function, quantization and sampling errors, measurement 

range, aggregates will provide new knowledge in the field 

of metrological support of angular velocity dynamic 

measurements. 

The aim of the work is to obtain mathematical models, which 

are a transformation function of the angular velocity measuring 

channel, the quantization equation and sampling errors, analytical 

dependences for estimating the measurement range in the form 

of lower and upper limits of measurement and speed [7].  

1. Measuring channel of instantaneous angular 

velocity  

The characteristic features of the structural diagram of the 

angular velocity measuring channel (Fig. 2) include the following: 

1. Quantization of periods Т𝑥  by periods Т0  of exemplary 

frequency 𝑓0  carried out in the logic circuit "AND" from 

the direct T or inverseТ̅ outputs of the counting trigger Т, 

which is also called the period selection device [6]. 

2. The presence of a binary counter CT2, which counts 

the number of N sample periods Т0, which quantize 

the periods Т𝑥  or Т𝑥
̅̅ ̅ , formed, respectively, on the direct 

or inverse outputs of the counting trigger T; 

3. The presence of a programmable interface for transmitting 

binary codes of the number of pulses N from the outputs 

of the binary counter CT2 in the ACC accumulator 

of the microprocessor system MPS, the main components 

of which are the CPU microprocessor, RAM and ROM 

constant memory. 

The beginning of the measurement is the signal 1/0 – 

start/stop to the measurement object from the CPU 

microprocessor of the MPS microprocessor system through 

the parallel programmable PPI interface. The sensor shaft 

connected by a coupling to the shaft of the measuring object 

begins to rotate. The encoder (sensor) converts the angular 

velocity into a sequence of electrical signals, the frequency 

of which is determined [8, 9] 

 𝑓𝑥 =
𝜔𝑍

2𝜋
 (1) 

u
ω

ω
f

C

D

T

GF
1

F
2

А

+1

R

CT2
Q

0

Q
1

Q
15

KA
PPI

N 00

KB

KC

N [00-07]

N 01

N 15

N [08-15]

1/ 0

Стр

1/ 0

А0

А1

WR

RD

R
Reset
Input

Output

A01

A00

BD

Rst RstСтрСтр

D RAM

ACC

ROM

CPU
BD

RD

BD

BD

RD

WR

f
0

О М S

 

Fig. 2. Block diagram of the measuring channel of the angular velocity: Т – trigger 

(period selection device); F1, F2 – shapers; А – measuring object adapter; 

G – sample generator f0; СТ2 – binary counter; PPI – parallel programmable 

interface; microprocessor system МРS, consisting of a CPU microprocessor and its 

dedicated ACC accumulator, RAM and non-volatile ROM. ТХ – direct trigger output 

Т; Res– zero setting of the binary counter triggers СТ2; Стр – signals for recording 

2 bytes of information from the outputs N00, N01…N15 of binary counter СТ2 in the 

buffer ports of the channels КА і КВ interface PPI; BD – data bus; А00, А01 – lest 

significant bits of the address bus; Out – signal for writing information to the PPI; 

Input – a signal to read information from the PPI; Reset – zero signal of all interface 

ports PPI; WR – information recording signal в RAM; RD – information reading 

signal from RAM (ROM); 1/0 – start/stop of the measuring object 
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Rectangular output signals of the encoder with frequency 𝑓𝑥 

arrive at the C–input of the counting trigger Т, at the direct output 

of which the period Т𝑥  of the encoders output frequency 𝑓𝑥 

is formed (Fig. 3). 

f
0

Tx

fx

Tx&f
0
 

Res

Стр

t

t

t

t

t

t

u 

Tx

T
0

tADC   
tDR   

tFL    

Fig. 3. Timing diagrams of the measuring channel 

In the scheme of logical "AND" quantization takes place by 

comparing the measured physical quantity Т𝑥 with the sample Т0. 

As a result of such comparison the equations of transformation 

of the measuring channel of frequency of the instantaneous values 

giving the following function of transformation receive [2, 11] 

 𝑁 =
𝑇𝑥

𝑇0
= 𝑇𝑥 ⋅ 𝑓0 =

𝑓𝑥

𝑓0
 (2) 

To obtain the conversion function of the angular velocity 

measuring channel in instantaneous values, we substitute in the 

equation (2) the value of 𝑓𝑥 from the equation (1), which uniquely 

connects the input value of the angular velocity ω with the output 

value of the rectangular pulse frequency 

 𝑁 =
2𝜋⋅𝑓0

𝜔𝑧
 (3) 

The number of pulses N passing through the open "AND" 

gate is counted by the binary counter CT2. The obtained equation 

(3) shows that the static characteristic of such a measuring 

channel is nonlinear (Fig. 4). 

 

Fig. 4. Static characteristic: z = 628; 𝑓0= 106 Hz; 𝜔 ∈ 10 ⋯ 100 rad/s 

The process of counting the periods T0, coming to the input 

of the binary counter СТ2, continues until the end of the period 

ТХ. At the moment when the level of logic "1" quickly turns into 

the level of logic "0" (decline of the ТХ) shaper F1 at its output 

forms a short rectangular pulse Стр, according to which 

the number of pulses N given in binary code N00…N15 from 

the outputs of the binary counter CT2 are written to the buffer 

ports of the parallel interface PPI. At the same time the signal Стр 

sets to a single state the flag of readiness (Flag) which signals

the accumulator ACC of the microprocessor CPU on completion 

of measurements and start of transmission of measurement 

information temporarily stored in the buffer ports KA and KB 

of the PPI. Upon completion of the signal Стр (on its trailing 

edge) the shaper F2 at its output generates a short pulse 

Res, which on the R–inputs resets all the triggers of the binary 

counter СТ2, and thus "prepares" it for the next cycle 

of measurements [1, 4, 5]. 

The process of transmitting the measurements information 

N00… N15 from the parallel interface to the microprocessor 

accumulator is controlled by an assembly program, the algorithm 

of which is as follows:  

1. Begin. 

2. Initialization of software of the measuring channel, as a result 

of which it is established: 

- The initial ADR address of the RAM buffer, in which 

the results of direct measurements of the TX period will 

be recorded; 

- Organization of a software meter, which sets the number 

[i] of frequency measurements 

3. Initialization of measuring channel’s hardware: 

3.1. Software setting of PPI operation mode channels: 

- channel KA[00-07] is programmed to mode "1" – 

synchronous input of the least byte of information from 

digital N [00-07] outputs of binary counter CT2 compatible 

with gating discharge channel KC04; 

- channel KB[08-15] is programmed to the mode "0" – a 

simple input of the high byte of information from the digital 

N [08-15] outputs of binary counter CT2; 

- KC [04] – the gate of the KA channel, which uses the signal 

Стр from the output of the shaper F1; 

- bit KC [00] to mode "0" – asynchronous output of the 

control signal of the measurement object; 

- KS [00] – software signal generation (1/0) for adapter A 

of the measurement object. 

4. The next step is a software survey of the presence of a flag 

in the KC [04] bit. If KC [04] = "0", then the polling 

of the flag continues (conditional transition) until (looping) 

until the process of measuring the frequency in this period 

is completed KC [04] = "1". The subroutine of waiting 

for the flag presence will be called Flag, and the time 

of its execution will be marked tFL. 

5. After the appearance of the flag in the bit KC [04] = "1" first 

step is the reading of the low-order byte N [00… 07] from 

the buffer register (port) of the programmable PPI interface to 

the ACC accumulator of the MPS microprocessor system 

and then store it in RAM, and then leading byte N [08… 15].  

6. Increases (increments) by one 𝐴𝐷𝑅: = 𝐴𝐷𝑅 + 1 RAM buffer 

address to store the next bytes of measured information. 

7. Decreases (decrements) by one 𝑖: = 𝑖 − 1  the value 

of the measurement counter. 

8. The contents of the measurement counter are checked to zero 

𝑖 = 0  If 𝑖 = 0 , then the measurement process ends. 

The conditional transition to the p.10 and to the operator 

"End" is carried out. 

9. If 𝑖 ≠ 0, the driver program makes a conditional transition 

to the p.4 of this algorithm. The subroutine for the transfer 

of information from the parallel interface to the accumulator 

is called the Driver, and the time of its execution is denoted 

tDR. 

10. From equation (3) indirectly determine the array of numerical 

instantaneous values of the measured angular velocity 

 𝜔 =
2𝜋⋅𝑓0

𝑁𝑧
 (4) 

11. End. 

 

This mode of information exchange between the external 

device (CT2) and the ACC accumulator of the microprocessor 

system is called – software mode. 
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2. Metrological characteristics of the measuring 

channel 

As a result of replacing the analog value ω, which has 

an infinite number of values, with a continuous quantized value 

with a limited number of values in the form of a binary code 

N [00… 15], there is an absolute quantization error [11] 

 𝛥К =
1

2
ℎ =

1

2
𝑇0 (5) 

A more universal characteristic of accuracy is the relative 

quantization error 

 𝛿К =
1

𝑁
100% (6) 

Substituting the value of N in (6) from (3), we obtain the 

equation for estimating the relative quantization error 

 𝛿К =
𝜔⋅𝑧⋅100%

2𝜋𝑓0
 (7) 

Graphical representation of the relative quantization error 

dependence in the changing range of the measured value is shown 

in Fig. 5. 

Analysis of the quantization error equation (7) and the results 

of its modeling, shown in Fig.5, show that the resolution z 

of the encoder and the value of the sample frequency𝑓0 are ways 

to reduce it. 

Since the dependence of the relative quantization error on 

the change of the measured angular velocity is linear, it can be 

concluded that the normalized value 𝛿КН quantization error [7, 10] 

restricts the upper limit of measurement 

 𝛿КН =
𝜔max⋅𝑧⋅100%

2𝜋𝑓0
 (8) 

From (8) we obtain the dependence for estimating the upper 

limit of the angular velocity measurement 

 𝜔max =
2𝜋𝑓0𝛿КН

𝑧⋅100%
 (9) 

The dependence of the upper 𝜔max  measurement limit on 

the normalized value of the relative error 𝛿КН is shown in Fig. 6. 

 
Fig. 5. Relative quantization error: z = 628; 𝑓0= 106 Hz; 𝜔 ∈ 10 ⋯ 100 rad/s 

 
Fig. 6. Dependence of the upper 𝜔max measurement limit on the normalized value 

of the relative error 𝛿КН 

The lower limit of angular velocity measurement is limited 

[7, 10] by the maximum capacity of the binary counter СТ2 

 𝑁max = 2𝑛 (10) 

where n is the bit rate of the binary counter CT2. 

Taking into account (10), rewrite the transformation equation 

(3) and present it as follows: 

 𝑁𝑚𝑎𝑥 = 2𝑛 =
2𝜋∙𝑓0

𝜔𝑚𝑖𝑛∙𝑧
 (11) 

From (11) we obtain the dependence for estimating the lower 

limit of the digital tachometer of instantaneous values 

 𝜔𝑚𝑖𝑛 =
2𝜋∙𝑓0

2𝑛∙𝑧
 (12) 

The dependence of the lower limit of measurement 𝜔min 

on the bit rate n of the binary counter CT2 is shown in Fig. 7. 

Therefore, in the range of change of angular velocity from 

the lower 𝜔min to the upper limit 𝜔max it is converted into binary 

code with a relative quantization error not exceeding 

the normalized value 𝛿КН. 

As a result of such replacement of the analog value ω having 

an infinite number of values in the set range (from 𝜔minto 𝜔max), 

a limited number of its instantaneous values in the specified time 

intervals 𝑇𝐷 there is a sampling error [10] 

 𝛥𝐷 =
1

2
𝑇𝐷 ⋅

𝑑𝜔

𝑑𝑡
 (13) 

In (13) 𝑇𝐷 the sampling step, which for the measuring channel 

(Fig. 2) according to the time diagrams (Fig. 4) is defined as: 

 𝑇𝐷 = 𝑡𝐴𝐷𝐶 + 𝑡𝐹𝐿 + 𝑡𝐷𝑅 (14) 

𝑡𝐴𝐷𝐶  – the duration of the analog-to-digital conversion, which 

is equal to the measured period 

 𝑡𝐴𝐷𝐶 = 𝑇𝑋 (15) 

𝑡𝐹𝐿 – time spent executing the Flag waiting subroutine, 

𝑡𝐷𝑅 – time to run the Driver software subroutine. 

 

Fig. 7. Dependence of the lower limit of measurement 𝜔min  on the bit rate n 

of the binary counter CT2 

Determining the time [7, 10] of sampling the sum of time 

components for analog-to-digital conversion by hardware 

of the measuring channel circuit and time for execution 

of software drivers by software instruments of transmitting 

measuring information to the microprocessor system accumulator 

and its RAM is another feature of dynamic angular velocity 

measurement. 

The maximum time required to execute the commands 

of the assembly subroutines Flag and Driver is estimated [11] 

by their initial listings. 

 𝑡𝐹𝐿 = 𝑇Т ∑ 𝑃𝑖
𝑛
𝑖=1  (16) 

 𝑡𝐷𝑅 = 𝑇Т ∑ 𝑃𝑗
𝑚
𝑗=1  (17) 

where ТТ – the period of the clock frequency fТ of the 

microprocessor CPU; 

𝑖 – the number of commands in the Assembly subroutine Flag; 

𝑗 – the number of commands in the Assembly subroutine Driver; 

𝑃𝑖 , 𝑃𝑗  – number of cycles in one command. 
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Taking into account (14) the sampling frequency 

of the angular velocity measuring channel is defined as: 

 𝑓𝐷 =
1

𝑇𝐷
=

1

𝑇𝑋+𝑡𝐹𝐿+𝑡𝐷𝑅
 (18) 

We present the transformation equation of the encoder (1) 

as follows: 

 𝑓𝐷 =
𝜔𝑚𝑎𝑥∙𝑧

2𝜋
 (19) 

and we get the inequality 

 𝜔𝑚𝑎𝑥 ≤
𝑓𝐷∙2𝜋

𝑧
 (20) 

which shows that the limiting factor of the upper limit 

of the angular velocity measurement is not only the normalized 

value of the quantization error 𝛿КН but also the value of the 

sampling rate 𝑓𝐷. 

Rewrite (20) in a form convenient for further analysis 

of the upper limit of measurement [6, 11] 

 𝜔𝑚𝑎𝑥 ≤
2𝜋

𝑧∙(𝑇𝑋+𝑡𝐹𝐿+𝑡𝐷𝑅)
 (21) 

Different modes are used for the I/O process: software, 

interrupt and capture (direct memory access). 

The structural scheme (Fig. 2), time diagrams (Fig. 4) and the 

algorithm of the angular velocity measuring channel considered 

above belong to the program mode of operation, which is carried 

out under the control of the assembler subroutines Flag 

and Driver. The practical implementation of this mode 

of transmission is characterized by a minimum of hardware costs, 

which explains its low speed. This statement is well explained 

by the analysis (21) of the expression in parentheses 

in the denominator. Here are all the components that explain 

the maximum value of the sampling step 

𝑇𝐷 = 𝑡𝐴𝐷𝐶 + 𝑡𝐹𝑙 + 𝑡𝐷𝑅 ⇒ 𝑚𝑎𝑥 

and as a consequence, the lowest data transfer rate, which limits 

the upper limit of angular velocity measurement 𝜔𝑚𝑎𝑥. 

Unlike software, the interrupt mode is initiated by an external 

device (in our case, CT2). If you use the signal Стр as an 

"Interrupt Request", the microprocessor system MPS under 

the control of Driver software proceeds to transfer N [00..15] data 

from the digital outputs of the binary counter CT2 to the ACC 

accumulator of the CPU microprocessor. Therefore, the value 

of the sampling step is less at time tFl than in program mode 

and is determined accordingly 

𝑇𝐷 = 𝑡𝐴𝐷𝐶 + 𝑡𝐷𝑅 

Therefore, in the interrupt mode, the value of the upper limit 

of the angular velocity measurement 

𝜔𝑚𝑎𝑥 ≤
2𝜋

𝑧 ∙ (𝑇𝑋 + 𝑡𝐷𝑅)
 

higher than in software mode. 

In the "capture" mode, the transfer of information from 

the digital outputs of the binary counter CT2 to the CPU 

accumulator is carried out directly into the RAM memory 

of the microprocessor system MPS under the control 

of the controller direct access to memory. 

3. Practical results 

The algorithm of data transfer in the DMA mode 

is implemented using the scheme shown in Fig. 8. This measuring 

channel is implemented according to the frequency measurement 

scheme in the "adjacent intervals". And the last feature 

of dynamic measurements of angular velocity is the frequency 

measurement from the output of the encoder in the "adjacent 

intervals", and the measurement information transfer from 

the digital outputs to the accumulator in DMA mode. 

The algorithm of the angular velocity measuring channel 

operation in the DMA mode is as follows: 

1. Set the initial ADR address of the RAM memory 

by the software, which will store the binary code N [00-15] 

from the digital outputs in its cell СТ2; 

2. Software to install CT counter number of bytes 

to be transferred from digital outputs of CT2 counters 

to MPS RAM; 

3. The external device (from the output of the logic gate "OR") 

sends to the DMA controller signal “DMA Request”, which 

enters the CPU through the bus BC; 

4. At this signal, the microprocessor responds with a signal 

to confirm direct memory access CDMA, puts its buses BA 

and BD in the third state and confirms its readiness 

to exchange information under the control of the controller 

direct access to DMA memory. This signal is the beginning 

of data transfer to the RAM.  

5. The DMA controller sets the specified ADR address 

on the BA address bus; 

6. An odd byte (TX) from the digital outputs N [00-15] 

of the binary counter is fed to the BD data bus by the DMA 

controller. СТ2. 

7. The DMA controller generates an WR record of an odd byte 

of information in the RAM cell at the selected address. 

8. The DMA controller automatically increments the initial ADR 

address by: (+1): = ADR + 1, thereby generating the address 

of the next cell to store the even (Тх) byte of the measurement 

results array. 

9. Decreases by (-1) the value of the LT byte counter: = LT-1. 

The current count of exchange bytes is performed. 

10. When the value of the byte counter is zero LT: = 0, the DMA 

process ends, the DMA controller gives the CPU processor 

a signal End of DMA. 

11. At the end of the DMA signal, the processor converts 

its BA address bus and the BD data bus to the active state 

and the PDP controller bus to the third state and proceeds 

to the execution of the interrupted DMA program. 

12. If the value of the counter is not equal to zero, the controller 

proceeds to the transmission of the next byte of information 

(according to p.5 of this algorithm). 
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Fig. 8. Direct access to memory mode 

In the DMA mode, the transmission of measurement 

information N [00… 15] from the digital outputs of the binary 

counter CT2 is carried out by hardware. Therefore, in this mode 

there are no time costs for execution of Flag and Driver 

subroutines (tFL = 0, tDR = 0). Therefore, in the DMA mode, 

the value of the upper limit of the angular velocity measurement 

is maximum 

𝜔𝑚𝑎𝑥 ≤
2𝜋

𝑧 ∙ 𝑇𝑋
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To increase the upper limit of measurement, it is necessary 

to propose adaptive algorithms for changing the resolution 

of the z encoder. 

 

Fig. 9. The results of the experiment 

Experimental studies were based on a prototype consisting 

of the object of measurement – three-phase asynchronous motor 

UAD-34 with a nominal speed of 1500 rpm, coupling 

shaft membrane type, encoder LIR-250A (z = 1500 marks 

per revolution) and debug board based on dual-core 

32-bit microcontroller (MCU) TMS320F28379D, containing 

1 MB of flash memory, 128 KB of RAM. This MK provides 12 

32-bit general-purpose timers as well as 12 16-bit ADC channels, 

which is sufficient for this kind of dynamic measurements. 

The transient process for this object of measurement is shown 

in Fig. 9. 

4. Conclusions 

For the first time, the most significant features of angular 

velocity dynamic measurements, the numerical value of which 

is given in binary code, are highlighted in the paper. The main 

phases of measuring information transformation are established, 

which allowed to obtain new mathematical models in the form 

of transformation function, equations for estimating quantization 

errors, analytical dependences for determining the measuring 

range, which are the starting point for modelling physical 

processes in such digital measuring instruments. 

Applying the methods of experimental computer science 

of reproduction, comparison and calculation on the example 

of indirect conversion of angular velocity into binary code 

for the first time analytically described the process of conversion 

of analog value 𝜔𝑥 into binary code N, the equation for estimating 

the absolute and relative quantization error is obtained 

and the measurement range is set, which provides the normalized 

value of the relative quantization error for angular velocity 

measuring channels with encoders.  

The sampling error equation was obtained for the first time 

and it was proved that the limiting factor of the upper limit 

of angular velocity measurement is not only the normalized 

quantization error value 𝛿КН , as previously thought, but also 

the sampling frequency value 𝑓𝐷 . Therefore, to expand 

the measurement range (by increasing the upper limit 

of measurement 𝜔𝑚𝑎𝑥 ) it is proposed not only to increase 

the speed of analog-to-digital conversion hardware, but also 

to reduce the execution time of software drivers for transmitting 

measurement information to microprocessor memory. In this 

regard, the analytical dependences for estimating the upper limit 

of measurement for different modes of information transmission: 

software, interrupt, capture. 

The practical implementation of the software mode 

of transmission of measurement information is characterized 

by a minimum of hardware costs and maximum execution time

of the software driver, which explains its low speed, and therefore 

provides a minimum value of the upper limit of measurement 

𝜔𝑚𝑎𝑥 . In the interrupt mode, the value of the upper limit 

of the angular velocity measurement is higher than in the program 

mode due to the reduction of the execution time of the software 

driver (tFL = 0). The maximum value of the upper limit 

of the angular velocity measurement can be obtained using 

the transmission of measuring information in the DMA mode 

by providing the maximum speed in this mode (tFL = 0, tDR = 0). 

In addition, the application of the results obtained in the work 

allows at the design stage (during physical and mathematical 

modeling) to assess the basic metrological characteristics 

of the measuring channel 𝜔𝑥 , which aims to reduce 

the development and commissioning of hardware and software 

and standardization of their metrological characteristics. 
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Abstract. To solve the problem of predictive maintenance for packaging manufacturing, we propose a hybrid model that optimizes the maintenance plan. 
The model is based on monitoring the state of many components of a multi-position automatic packaging machine and makes it possible to predict their 

future malfunctions and estimate the remaining service life of the equipment. The effectiveness of the proposed solution is demonstrated with the help 

of a real industrial multi-position machine for the automatic production of film bags and packaging of paste in them. The methodology is based 
on the analysis of diagnostic information using an expert system. 

Keywords: technological equipment, expert system, monitoring, diagnostics, intelligent control system 

ZASTOSOWANIE PREDYKCYJNEJ DIAGNOSTYKI W PRODUKCJI OPAKOWAŃ 

Streszczenie. Aby rozwiązać problem predykcyjnego utrzymania ruchu w produkcji opakowań, proponujemy hybrydowy model optymalizujący plan 

utrzymania ruchu. Model ten opiera się na monitorowaniu stanu wielu komponentów wielostanowiskowej automatycznej maszyny pakującej i umożliwia 
przewidywanie ich przyszłych awarii oraz szacowanie pozostałego czasu eksploatacji urządzenia. Skuteczność proponowanego rozwiązania została 

zademonstrowana na przykładzie rzeczywistej przemysłowej maszyny wielostanowiskowej do automatycznej produkcji torebek foliowych i pakowania 

w nie pasty. Metodyka opiera się na analizie informacji diagnostycznych z wykorzystaniem systemu eksperckiego. 

Słowa kluczowe: aparatura technologiczna, system ekspertowy, monitoring, diagnostyka, inteligentny system sterowania 

Introduction 

The change in the technical condition, which is automatically 

determined by the system, is caused by the appearance 

and development of defects in parts, nodes and systems 

of technological equipment [10]. Diagnosis during the operation 

of technological machines and their maintenance has its own 

characteristics. Diagnostic methods are divided into two groups:  

1. Organoleptic (subjective) methods performed with the help 

of the performer's sense organs by side effects or using simple 

technical means, as well as on the basis of expert assessments. 

Experienced mechanics quickly determine up to 70% 

of equipment malfunctions and failures using organoleptic 

methods and the simplest tests.  

2. Instrumental (objective) methods, when the measurement 

of the technical condition parameters is carried out by 

technical means.  

Organoleptic methods allow you to identify by ear the places 

and nature of abnormal knocks, noise, equipment interruptions, 

a drop in engine power, its difficulty starting, as well as 

malfunctions in mechanical gears (rattle, noise). On inspection, 

you can also establish the places of leakage of oil, water and other 

technological liquids, the beating of rotating parts, the tension 

of chain gears, and a decrease in machine performance. When 

touched, the places and degree of abnormal heating, beating, 

vibration of parts are established, the viscosity of liquids 

is changed, and clutch failure, gas leakage and other media, short 

circuit wiring are determined by smell. 

Instrumental methods by the nature of measuring parameters 

are divided into direct and indirect.  

Direct measurement methods are based on direct 

measurements of the parameters of the technical condition of the 

equipment. They include kinematic measurements of the relative 

position and movement of parts (control of gaps in connections, 

in bearings, deflection of belt and chain gears, resizing of parts 

due to wear, radial, end and angular displacements of shafts 

of mechanisms, their inconsistency and non-parallelity), capillary 

control methods for detecting defects in the structure of parts and 

assemblies using liquids – penetrants that have a high ability 

to wet and penetrate through defects (kerosene, paints, 

or phosphors), ultrasonic search for surface defects, based 

on the phenomenon of ultrasound waves reflection from 

an insurmountable obstacle for it (for example, the transition 

of metal – air). 

Indirect measurement methods are based on measuring 

the values of physical quantities characterizing the technical 

condition of mechanisms, systems and assemblies of machines 

(pressure, pressure drop, temperature, temperature difference 

in the working body of the system, gas consumption, electricity, 

oil, vibration parameters of the machine components, acceleration 

during run-up of parts, etc.). They include energy and thermal 

methods, vibroacoustic (registration of elastic vibrations 

parameters that occur in mechanisms when parts collide during 

operation) and pneumohydraulic (time of decrease in air pressure 

at specified limits of pressure change; relative leakage; absolute 

leakage) diagnostic methods. 

To carry out diagnostics to obtain a complete picture of the 

state of technological equipment, it is advisable to combine the 

experience of specialists – experts who will allow to form for the 

ES a list of production rules based on organoleptic control 

methods, and the results of current direct and indirect 

measurements of the machine state during its operation. The 

creation of an ES for predictive maintenance of equipment in 

production conditions is carried out in stages.  

 At the first stage, data display and the equipment status 

monitoring is ensured, to do it sensors, actuators, controllers 

are installed on industrial equipment (in the most important 

places of equipment). As a result, it becomes possible to 

collect information. When processing a huge array of 

unstructured data coming from sensors, filtering and adequate 

interpretation becomes a priority. Therefore, the creation of a 

program for information processing is of particular 

importance.  

 The second stage is the creation of algorithms and subroutines 

based on an understanding of how changing parameters affects 

the operation of equipment. Here it is necessary to determine 

the limiting values of the operational parameters, upon 

reaching which it is necessary to perform certain operations of 

technological maintenance of equipment. In addition, when 

creating algorithms, one should consider the availability of 

organoleptic control data and their relationship with the 

parameters of the state of the equipment, determined by the 

results of the analysis of expert responses. 

1. Statement of the problem 

The aim of the study is to improve the process of diagnosing 

technological equipment, which allows to increase production 

efficiency by reducing equipment downtime during repair, to 

user
Stempel



28      IAPGOŚ 3/2022      p-ISSN 2083-0157, e-ISSN 2391-6761 

 

reduce production costs by reducing repair costs and restoring 

equipment. The system of monitoring and diagnosis should 

provide a combination of the results of organoleptic and 

instrumental methods for diagnosis and their analysis. To do this, 

the equipment management system includes an expert system 

(ES). The system of monitoring and diagnostics using the ES 

should detect deviations in the early stages of changes in the 

technical condition and at the same time indicate also the ranked 

contribution of each technical means to the change in the general 

technical condition of the equipment. This is achieved by 

comparing the current state of the equipment with the reference 

(obtained during modeling), which allows you to choose the 

direction of searching for sources of emerging problems, as well 

as to implement predictive maintenance.  

In general, most research focuses on the application and 

optimization of predictive models (mainly public and dedicated 

manufacturing datasets), but does not consider decision support 

such as optimization of maintenance planning using predictive 

models combined with the use of expert systems. 

However, in this case, it is necessary to create fundamental 

approaches to the construction of algorithms for the joint work of 

organoleptic and instrumental methods for diagnosis and methods 

for forming the functional structure of the ES software part for a 

specific type of technological equipment, which is the purpose of 

this work. 

In our work, the model is based on a hybrid approach, that is, 

the data of the statistical analysis of malfunctions and failures of 

packaging production equipment components are studied, on the 

basis of which the selection of sensors characterizing the state of 

the machine is carried out, and based on various combinations of 

data on the operation of the machine and its state, an expert 

system is built allows you to determine the status of the machine 

and create a schedule for its maintenance. 

 Such a maintenance system is able to predict its future 

condition and determine the necessary maintenance measures, 

based on the current state of the equipment. In this case, the 

probability of unplanned equipment failure will be minimized. 

2. Literature review 

Technical equipment is expensive, and its performance can 

have a huge impact on the production chain. Essentially, any 

unexpected equipment failure can lead to unintended downtime 

and costs for the entire production line. Over time, the condition 

and performance of production machines deteriorates. This 

eventually causes the machine to fail or malfunction if no 

maintenance measures are taken [1, 10]. The maintenance can be 

done in a variety of ways, from conventional approaches such as 

emergency, preventive, to predictive approaches. The emergency 

approach is used in the event of a failure that is costly and 

unpredictable. The preventive approach relies on expert 

knowledge, that is, on the actual model of system degradation 

[10]. The predictive approach focuses on maintenance based on 

the actual state of the equipment. For this, various data obtained 

from sensors are used. 

Many researchers believe that the optimal strategy for 

maintenance and repair of technological equipment is to perform it 

according to the actual condition of the equipment using technical 

diagnostic methods. Existing predictive maintenance research 

usually focuses on either a predictive model without considering 

maintenance decisions or maintenance optimization based on 

known system degradation models [10]. 

The complexity of machinery involved in modern packaging 

production has grown rapidly. Thus, it is important to use an 

effective strategy that coordinates the prediction and detection of 

malfunctions in the operation of the equipment, and allows the 

formation of a maintenance schedule to optimize its operation. 

Consequently, any maintenance activity to be performed in such 

complex systems must consider not only the individual 

component, but also the relationships between the various 

machine components. This creates several problems for the design 

and implementation of predictive maintenance, namely in data 

collection, data processing and their interaction with the 

maintenance process [8]. 

Predicting the remaining useful life (RUL) of process 

equipment is a key component. Model-based methods rely solely 

on the degradation model of the physical structure to a predictive 

state of equipment performance. Therefore, they are ineffective for 

equipment with a complex structure, for example, for multi-

position technological machines [17]. Methods used for 

forecasting models include autoregressive integrated moving 

average (ARIMA) models [14, 20]. 

The research community has investigated various aspects of 

maintenance. In the case of traditional maintenance, single-

component systems were mainly investigated. Different existing 

maintenance policies for both single-unit and multi-unit systems 

are compared here [19]. These approaches mostly consider a 

single machine or component without paying attention to related 

machines or components. Thus, the aspect of maintenance of a 

multicomponent system becomes the focus of various works [3]. 

In this context, machine equipment with more than one component 

was considered, for which the main criteria for optimizing 

technical maintenance of technological equipment were 

considered, which included the structure of the equipment [18]. 

However, the requirements of advanced forecasting make 

traditional data-driven methods impossible for the processing of 

structurally complex technological machines [11]. To overcome 

this, a combination of various data on its working and operational 

parameters of technological equipment is used, which allows for a 

more accurate assessment of its actual condition. However, all this 

requires the creation of a principled approach to the construction 

of algorithms for the joint work of organoleptic and instrumental 

diagnostic methods for equipment with a complex structure. 

Predictive maintenance includes two key components: 

predictive analytics and equipment maintenance planning. 

To analyze data describing the condition of technological 

equipment, a number of authors used expert systems (ES) for 

diagnosing complex mechanical systems [9, 12], CNC machines 

[4], engines [5], and weapons [2]. In order to solve typical 

problems in the manufacturing process of copper phosphor ball, an 

expert diagnostic system based on failure tree analysis was built 

by merging the theory of failure trees and ES. The fault tree model 

of unqualified quality of production of copper phosphor ball and 

malfunction of the hydraulic system is highlighted [21]. 

According to the results of the analysis of numerous works, we 

note that a good help for diagnosing the technical condition of the 

equipment in different conditions of its operation can be the 

determination of zones of fuzzy condition of the equipment [5, 

10]. These zones are defined by fixed variables such as "vibration 

level", "noise level", "heat level", etc., which correlate with terms 

such as "maintenance required", "faulty condition", "element 

replacement required", etc. In addition, for each specific type of 

equipment, the expert himself must set the limiting level of these 

variables. This is where the ES begins to play the main role. 

All ES for the diagnosis of technological equipment in one 

way or another perform the following generalized functions [2, 4, 

5, 9, 12]: 

 Determination of the general condition of the equipment. 

 Determining the period of occurrence of a malfunction or 

failure, changes in the state of equipment according to a trend 

or by an increase in diagnostic parameters. 

 Constant monitoring and diagnostics of the condition of the 

equipment during the entire period of use of the equipment 

while saving its maintainability. 

Packaging manufacturing systems are complex systems of 

closely interconnected machines and devices that interact and 

cooperate to achieve common goals. Consequently, any 

maintenance activity to be performed in such complex systems 

must consider not only the individual component, but also the 

dependencies of the various machine components involved. 
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The main problem that arises when using ES to diagnose 

technological equipment is the need to combine production rules 

in one functional software structure based on the results of 

organoleptic control of the equipment and due to the results 

obtained by instrumental control methods. Next, it is necessary to 

form recommendations for forecasting the future state of 

technological equipment and choosing the type of its maintenance. 

The general process of predictive maintenance includes stages. 

The first stage is the collection of data for predictive 

maintenance, which is critical for effective maintenance 

operations. 

The second stage of predictive maintenance is data processing 

and forecasting. Collected data from facilities or resources is 

processed to reduce the significant impact on the production chain 

in the event of their failure. The second step provides a framework 

to support maintenance decisions. 

The third stage in the process is service decision support. This 

step covers the general aspect of maintenance by helping the 

operator, in the maintenance engineer, to act on an event that 

triggers a specific maintenance task.  

3. Researches methodology 

3.1. The sequence of designing the functional 

structure of software for diagnosing 

technological equipment 

The process of creating an EC diagnostic system for analyzing 

the reliability of technological equipment includes the following 

steps. 

1. At the first stage, the decomposition of technological equipment 

into technological blocks is carried out. All elements included 

in its composition are determined and potential malfunctions 

of each element and possible diagnostic signs are identified. 

2. The parameters that the information system will control in real 

time are determined. All parameters can be divided into groups 

according to the degree of significance:  

а) technological parameters controlled by the SAC;  

b) direct and indirect parameters of the equipment state, including 

those related to organoleptic control, a change in the values 

of which can lead to deviation of the process from the norm 

or failure. 

3. Norms for quantitative parameters are determined considering 

normative documents (technological regulations, instructions 

of the manufacturing plant, expert opinion, etc.), as well as expert 

knowledge. For each malfunction, the possible causes that cause it 

are revealed. Each fault corresponds to one or more ways to fix it. 

4. The nature of the links between diagnostic parameters 

and malfunctions is determined. For this, cause-and-effect 

diagrams are built for each failure and malfunction 

5. Simplification of the process of building a diagnostic strategy 

can be achieved using the fault tree analysis (FTA) method, which 

contributes to a thorough analysis of the causes of failures 

of technical systems and the development of measures most 

effective for their elimination [6, 7]. FTA is used to imagine how 

the functions of technological equipment, its components 

(mechanisms, nodes, parts) interact with the control system and its 

software. When analyzing the occurrence of a failure, the failure 

tree consists of sequences and combinations of violations and 

malfunctions, which means it is a multi-level graphological 

structure of causal relationships obtained as a result of tracking 

dangerous situations in reverse order, in order to identify possible 

causes of their occurrence (Fig. 1). 

When analyzing a fault tree, the contribution of specific processes 

and their combinations to the occurrence of a failure 

is determined. 

6. A list of possible faulty states of the equipment is formed. 

7. Possible dangerous modes on technological equipment 

associated with violation of normal operating conditions or failure

of individual nodes or parts, as a rule, are known in advance. 

Automatic control devices perceive controlled technological 

values (temperature, pressure, etc.) and other diagnostic 

parameters, when reaching the maximum allowable values, 

a signal is sent. For such situations, a separate rule of this type 

is created: "If Parameter i = Critical, then Situation = Failure", 

where "Parameter i" corresponds to a dangerous value. Based 

on the results of an expert survey, an assessment of the situation 

in each case is determined according to the rules. Rules are formed 

and determine the most likely causes of malfunctions and how 

to eliminate them. The method of expert assessments for each rule 

created earlier determines one or more reasons. 

8. As a result of the research, a software functional structure that 

consists of the production is developed. The production system 

is based on the rules and works cyclically. In each product cycle, 

the rules from the knowledge base are viewed by the rules 

interpreter in a certain order. If there is a rule, the condition 

of which, when compared, coincided with some facts from 

the working memory, then the rule is activated, and its conclusion 

is added to the working memory. Then the cycle repeats. 

The choice of ES strategy for decision-making determines 

the sequence of application of rules for a multi-stage process. 

 

Fig. 1. Conditional scheme of building a tree of faults and malfunctions: 

1 – equipment failure, 2 – failures of mechanisms, 3 – failures of components 

and parts, 4 – events causing failure, 5 – types of impacts 

3.2. Methods 

The change in the technical state caused by the initiation 

and development of defects in parts and nodes is determined 

by the diagnostic system, which allows analyzing various options 

for complete and partial failures, the operation of devices 

considering their operating modes, the influence of both 

the environment and different degrees of wear of parts. The 

complexity of using logical analysis methods to solve a diagnostic 

problem (Ishikawa diagram, decision tree, fault tree) is due to the 

lack of strict formal procedures for their implementation, 

that sometimes makes it possible to attribute this stage more 

to heuristics than to science. For analyzing the reliability 

of technological equipment it is promising to use digital twins that 

is, virtual prototypes reflecting how a particular technological 

equipment should work, under the condition that its components – 

parts, nodes, mechanisms – are fully functional. By comparing 

the current state of the equipment with a virtual sample, 

it is possible to identify current and predict future malfunctions 

and act proactively, eliminating problems before they lead 

to failure. The digital model can be simplistically represented 

as a multidimensional surface in the space of operational 

parameters [12]. For the practical implementation of this 

approach, it is necessary to form an integral indicator of the 

technical state of equipment Y and establish a functional 

relationship between it and the set of selected diagnostic 

parameters specified by vector X: 

 Y=F(X) (1) 

Here, the indicator of the technical condition is understood 

as a quantitative parameter characterizing the performance 

of the equipment. The change in this parameter is indicated 

in the diagram, where it is possible to predict its exit "beyond 

the permissible limits" in real time using interpolation. This allows 

you to predict the failure of equipment [14]. 
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4. Experiments and results  

4.1. Object of study 

As an example, the sources of loss of efficiency for a multi-

position automatic machine (MPAM) for packing pastes 

in doy-pack bags were studied (see Fig. 2b) [15].  

 

Fig. 2. Technological scheme of packing paste in "doy-pack" bags (a) and a doypack 

package with cork (b): 1 – laminate roll, 2 – laminate unwinding, 3 – perforator, 

4 – pipe forming, 5 – photo sensor, 6,7 – rolls, 8 – longitudinal welding, 9 – cutting, 

10 – opening of the package, the 11 cork welding mechanism, 12 – sealing of the 

package (for packs with a cork, between the cutting mechanism 9 and the mechanism 

for opening the package 10, the mechanism for cutting off the corner of the pack 9-a, 

the cork feeding mechanism 9-b and are not shown) 

To do this it was considered and recorded in databse of simpl 

MPAM for the period of time its operation in the real 

Manufacturing conditions during one year. MPAM performs 

the following technological transitions: unwinding the laminate 

from a roll, forming a pipe of it, longitudinal welding of sidewalls 

to form a package, cutting it off, cutting the corner of the package 

and welding the cork into it, filling the package and sealing 

it by welding (Fig. 2a). The results of the study for the MPAM 

reliability were obtained based on data collection on the duration 

of its operating state in working conditions and in states 

of downtime for various reasons.                                                    

For data collection and their subsequent analysis, a complex 

machine is divided into autonomous units. The structure 

of the MPAM is shown in figure 3. 

 

Fig. 3. Multi-position automatic machine (MPAM) for packaging of pastes in "doy-

pack" type packs: 1 – laminate roll, 2 – laminate unwinding, 3 – perforator, 

4 – forming triangle, 5 – guides, 6 – bottom soldering iron with drive, 7 – mechanism 

of vertical welding, , 8 – cooling mechanism, 9 – angular stamps, 10 – cutting 

mechanism (scissor), 11 – cork feeding mechanism, 12 – cork soldering irons, 

13 – upper stretcher with tweezers, 14 – lower stretcher with tweezers, 15 – upper 

suction cups, 16 – lower suction cups, 17 – pack stretching mechanism, 

18 – horizontal soldering irons, 19 – conveyor, 20 – cooling mechanism, 21 – tank 

with product, 22 – dispenser drive, 23 – dispensers (4 pieces) with drive 

To analyze the reliability of MPAM as a complex 

technological equipment, we will limit ourselves to the analysis 

of the most probable failures only. The duration of downtime 

in the functioning of MPAM in real production conditions during 

the year are shown in figure 4. 

 

Fig. 4. Ranking of downtime durations of structural elements of MPAM: 

1 – broaching mechanism, 2 – cork feeding mechanism, 3 – the cork feeding and 

inserting mechanism, 4 – cap soldering mechanism, 5 – soldering iron mechanism, 

6 – dispenser with nozzle, 7 – cooling mechanism, 8 – vacuum pump, 9 – thermo 

sensor, 10 – photo sensor, 11 – vibrobunker with a controller, 12 – printer, 

13 – scissor mechanism 

From the conducted analysis and ranking of downtimes 

of MPAM structural elements, it follows that the most frequent 

failures are typical for the mechanisms of stretching the laminate, 

welding the cork, forming the package and dosing the product 

[13, 15].  

In general, the situation at MPAM depends on a set of factors 

that are quantified or evaluated qualitatively. To obtain 

information about the flow state of the technological equipment, 

it is advisable to install temperature control sensors in the main 

working areas of the machine, to control the force of moving 

the laminate per step, the resistance force to the movement 

of the dispenser piston, a sensor for controlling the viscosity 

and temperature of the paste, a sensor for electricity consumption, 

a sensor for the consumption of compressed air, vibration level 

sensor during machine operation. Next it is necessary to set 

their normalized values and develop an algorithm for monitoring 

the interaction of their deviations.   

 

Fig. 5. Malfunctions tree of MPAM for packing paste: Components of the machine 

that failed: A – stretcher, B – tweezers, C – soldering iron of the package seam, 

D – package opening mechanism, E – cork soldering iron, F – cork gripping 

mechanism, G – cork feeding mechanism, H – vibrotank. Machine malfunctions: 

1 – laminante tightening, 2 – stretching of the package, 3 – sagging of the package, 

4 – burning of the package laminate, 5 – pouring the product, 6 – deformation 

of the package, 7 – non-installation of the cork, 8 – poor installation of the cork, 

9 – jamming of the cork, 10 – dose deviation in the package 

In packaging manufacturing, various data are collected during 

operation. This collected data typically includes data about events, 

conditions, and transactions. Operational data can include data 

about a specific process, while event data can collect data about 

machinery, what has happened to it and what maintenance 

has been applied to it. Condition data may include the collection 

of general condition data, i.e. health, and machine condition 

measurements. In addition, with various sensors such 

as accelerometers and rain sensors, various signal data such 

as vibration, temperature, pressure, humidity and climate can 

be acquired as part of an overall data collection, i.e. events 

or conditions. In addition to receiving a variety of data from 

production equipment, tools and systems. 

Technological parameters for assessing the state of MPAM, 

obtained by instrumental control of its state, are given in table 1.  
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Table 1. Designation of machine condition evaluation parameters 

No Parameter Characteristics of the parameter 

1 t1 Laminate temperature 

2 t2 corc soldering iron temperature 

3 t3 package soldering iron temperature 

4 t4 paste  temperature 

5 р1 laminate pulling force 

6 Р2 cork feeding force 

7 р3 paste injection force 

8 с laminate elasticity 

9 µ paste viscosity  

10 V machine vibration level 

11 S noise level at work 

12 W air humidity 

13 Р user power of the electric drive 

14 Q consumption of compressed air during operation 

 

The results of a survey of MPAM operators and debuggers, 

as well as the results of studying and analyzing the relationships 

between the technological parameters and malfunctions (Fig. 5) 

were used to form a sequence of production rules in the ES. 

Information on the identification of components close to failure 

was obtained by creating an algorithm for the analysis 

of monitoring results carried out by the ES. 

In the data collection process for predictive maintenance, data 

is usually collected from several sources. In the pre-processing 

stage, the collected data is cleaned, prepared and formatted 

as needed to create specific predictive models or general analytical 

functions [16]. 

In real conditions, when it is impossible to calculate 

theoretically the real values of the controlled technological 

equipment parameters considering its technical condition, it is 

necessary to provide for the conduct of an educational experiment 

to obtain reference numerical estimates of the controlled 

parameters. At the training stage the components of the ES 

database and knowledge base are filled with reference estimates 

of the values of parameters and rules that correspond to the 

specifics of the machine's operation. The reference values of the 

controlled equipment parameters obtained during the training 

experiments are used in the future during the operation of the 

control system and diagnostics of the technological system to 

ensure its maximum productivity without loss of product quality. 

4.2. Results and discussion 

Table 2 shows the rules for assessing the state of MPAM, 

which are used to design the functional structure of ES software. 

We mark the excess of the specified value of the parameter 

(see designation in table 1), obtained by the instrumental method, 

as "+", and its low value as "-". 

The procedure for designing the software functional structure 

for diagnosing a malfunction "Poor/non installation of the cork" 

is taken as an example from point 7 of table 2 and is illustrated 

by the following scheme (Fig. 6). 

Table 2. Rules for assessing the state of MPAM 

No Evaluation results Machine malfunctions 
Mark 

in Fig. 5 
Reason 

Mark 

in Fig. 7 

1 +t1, -p1, -c, +V, +W, +P laminage tightenning 3 Breakage of the spring of clamped tweezers 4 

2 +t1, +p1, -c, +V, +Q package stretching 5 Incorrect stretcher adjustment 12 

3 +t1, -p1, -c, +V, -Q package sagging 6 
Breakage of the clamping tweezers spring 13 

Incorrect stretcher adjustment 14 

4 +t3, +t2, -p1, +P 
buming the laminate 

of the package 
7 

Incorrect temperature adjustment of the package soldering iron 15 

Incorrect temperature adjustment of the cork soldering iron 16 

5 +t4,  +p3, - µ, -Q pouring the product 8 
Incorrect adjustment of the dispenser 17 

Incorrect adjustment of the paste temperature 18 

6 +t1, +t2, -p1, +p2,, +V, -Q 
deformation 

of the package 
9 

Incorrect temperature adjustment of the package soldering iron 19 

Incorrect temperature adjustment of the cork soldering iron 20 

Incorrect stretcher adjustment 21 

Increased laminate temperature 22 

7 +t1, t2, t3, -p2, +V, -Q 
poor/non installation 

of the cork 
10 

Incorrect adjustment of the cork feed force 23 

Exceeded temperature of cork soldering irons and laminate  24 

Incorrect adjustment of the vibrotank 25 

Increased  temperature and vibrations in the machine 26 

8 ±t4,  -p3, ±µ, -Q, ±W 
dose deviation 

in the package 
11 

Incorrect regulation of paste temperature and vascosity  27 

Dispenser drive effort 28 

Air humidity 29 

Non-compliance with the specified air pressure in the system 30 

 

Fig. 6. The scheme of connections when there is the malfunction "Poor/non installation of the cork": temperature (t1 – laminate, t2 – cork soldering iron, 

t3 – pack soldering iron, t4 – paste), force (р1 – laminate pulling, р2 – cork feeding, р3 – paste injection), с – laminate elasticity, µ – paste viscosity, V – machine vibration level, 

S – machine noise level, W – humidity, P – used power of the electric drive, Q – consumption of compressed air during operation 



32      IAPGOŚ 3/2022      p-ISSN 2083-0157, e-ISSN 2391-6761 

 

The development of ES for diagnosing MPAM malfunctions 

was carried out in CLIPS software environment. CLIPS combines 

3 programming paradigms: logical, procedural and object-

oriented. Clips also provides 3 main formats for presenting 

information: facts, global variables, and objects. The task of the 

developed ES is to find the reasons for the breakdown of BPMA 

mechanisms based on already known defects and malfunctions. 

Accordingly, using the example of a malfunction "Poor/non 

installation of the cork", it is possible to determine the reasons 

for its occurrence: incorrect adjustment of the cork feed force, 

excessive temperature of the cork or laminate soldering irons, 

incorrect adjustment of the vibrotank, increased temperature 

and vibrations in the machine The main task of the developed EC 

is to identify a malfunction, check the technological parameters, 

and, as a result, identify the reason of the breakdown. 

The obtained causes of the malfunction make it possible to select 

the necessary troubleshooting measures.  

The algorithm of work of the EC, which specifies 

the sequence of application of the developed production rules, 

is presented in Fig. 7. 

Figure 7 shows the ES algorithm, where each circle with 

a dotted line indicates the index of the question (production rule), 

and the circle with a solid line indicates the answers that 

the system displays. 

Product rule 1 – the question: "Are there any malfunctions?". 

The answer "No" goes to the mark 2, which shows the final action 

– the answer: "The machine is in good working order." 

The answer "Yes" goes to the production rule with index 3, where 

a new question is asked: "Is there is laminate tightening 

malfunction?". The answer "Yes" goes to the choice of the 

malfunction reason 4 – "Breakage of the spring of clamped 

tweezers." The answer "No" goes to index 5 which indicates 

the next malfunction, etc.  

 

Fig. 7. Algorithm of ES work 

The formation of a knowledge base involves entering 

the questions, in accordance with which the reason of the 

breakdown is determined, as well as the knowledge that 

characterizes the malfunctions. The knowledge base also includes 

additional questions that will be displayed to the user. 

In CLIPS, the knowledge base is described as an array of facts 

of the following form: 
 

(deftemplate rule 

(multislot if) 

(multislot then)) 

(deffacts knowledge-base 

(goal is machine malfunctions) 

(legalanswers are yes no) 

(rule (if malfunctions is yes) (then type.malfunctions is select)) 

(rule (if malfunctions is no) (then machine is work)) 

(question malfunctions is "Is machine malfunctions ?") 

(rule (if malfunctions is yes) (then select type.malfunctions)) 

(rule (if malfunctions is no) (then "Machine is work")) 

(question is "Malfunctions is tightening of the film?") 

(rule (if type.malfunctions is yes) (then "Breakage of the spring of 

the clamped tweezers" )) 

(rule (if type.malfunctions is no) (then select type.malfunctions )) 

 

In addition to the formed array of facts, a rule for conducting 

a dialogue with the user was also formed to create appropriate 

changes in the fact base.  
 

(defrule ask-question-legalvalues "" 

(declare (salience 10)) 

(legalanswers ? $?answers) 

?f1 <- (goal is ?variable) 

?f2 <- (question ?variable ? ?text) 

(retract ?f1) 

(format t "%s " ?text) 

(printout t ?answers " ") 

(bind ?reply (read)) 

(if (member (lowcase ?reply) ?answers) 

then (assert (variable ?variable ?reply)) 

(retract ?f2) else (assert (goal is ?variable)))) 

 

Obviously, in a similar way, the functional structure of all other 

malfunctions shown in table 2 is carried out. 

5. Conclusions 

The process of diagnosing technological equipment using ES 

allows to increase production efficiency by reducing equipment 

downtime in repair. To do this, the current state of the equipment 

is tracked by the monitoring system and compared with the 

reference one, and the decision on the type and timing of specific 

maintenance is made with the participation of the ES. By 

comparing the current state of the equipment with a virtual 

sample, it is possible to predict future malfunctions and act 

proactively, eliminating problems before they lead to breakage 

Using a specific example of MPAM for packing paste into 

packs, an analysis of the reliability of its components based on 

annual observation was carried out, the failures and malfunctions 

of these components were ranked, the most likely malfunctions 

and processes characterizing the state of the MPAM were 

determined, and the necessary sensors for monitoring 

(temperatures in the main working areas of the machine, laminate 

movement force, resistance force to move the batcher piston, 

viscosity and paste temperature, fluctuations in the consumption 

of electricity and compressed air, the level of vibration and noise 

during operation). 

An example of the formation of production rules set for 

diagnosing a multi-position automatic machine for paste packing 

and designing the functional structure of software for diagnosing 

typical malfunctions has been demonstrated. 
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Abstract. Data analysis and predicting play an important role in managing heat-supplying systems. Applying the models of predicting the systems’ 

parameters is possible for qualitative management, accepting appropriate decisions relating control that will be aimed at increasing energy efficiency and 
decreasing the amount of the consumed power source, diagnosing and defining non-typical processes in the functioning of the systems. The article deals 

with comparing two methods of ma-chine learning: random forest (RF) and support vector machine (SVM) for predicting the temperature of the heat-

carrying agent in the heating system based on the data of electronic weather-dependent controller. The authors use the following parameters to compare 
the models: accuracy, source cost and the opportunity to interpret the results and non-obvious interrelations. The time spent for defining the optimal 

hyperparameters and conducting the SVM model training is deter-mined to exceed significantly the data of the RF parameter despite the close meanings 

of the root mean square error (RMSE). The change from 15-min data to once-a-minute ones is done to improve the RF model accuracy. RMSE of the RF 
model on the test data equals 0.41°С. The article studies the importance of the contribution of variables to the prediction accuracy. 

Keywords: building heat supply, random forest, support vector machine 

MODEL PROGNOZOWANIA SYSTEMÓW GRZEWCZYCH BUDYNKÓW UŻYTECZNOŚCI 

PUBLICZNEJ: PORÓWNANIE METODY SUPPORT VECTOR MACHINE I RANDOM FOREST 

Streszczenie. Analiza danych i prognozowanie odgrywają ważną rolę w zarządzaniu systemami zaopatrzenia w ciepło. Wykorzystanie modeli 
do przewidywania parametrów systemu jest możliwe do zarządzania jakością, podejmowania odpowiednich decyzji sterujących, które będą miały na celu 

poprawę efektywności energetycznej i zmniejszenie ilości zużywanego źródła energii elektrycznej, diagnozowania i wykrywania nietypowych procesów 

w funkcjonowaniu systemu. W artykule porównano dwie metody uczenia maszynowego: Random Forest (RF) i Support Vector Machine (SVM) 
do przewidywania temperatury czynnika grzewczego w systemie grzewczym na podstawie danych elektronicznego regulatora pogodowego. Do porównania 

modeli autorzy wykorzystują następujące parametry: dokładność, koszt początkowy oraz możliwość interpretacji wyników i nieoczywistych zależności. 

Ustalono, że czas poświęcony na wyznaczenie optymalnych hiperparametrów i wytrenowanie modelu SVM znacznie przekracza dane parametru RF, 
pomimo zbliżonych wartości błędu średniokwadratowego (RMSE). Zmiana z danych 15-minutowych na dane raz na minutę została dokonana w celu 

poprawy dokładności modelu RF. RMSE modelu RF z danych testowych wynosi 0,41°C. W pracy zbadano znaczenie wkładu zmiennych w dokładność 

prognozy. 

Słowa kluczowe: zaopatrzenie w ciepło budynku, random forest, metoda wektorów wspierających 

Introduction 

Nowadays economic challenges require searching for solving 

the issues of energy saving and energy efficiency. The efficiency 

of the actions aimed at saving the energy source are usually 

insufficient due to the lack of the complex approach to the issues 

of managing energy saving and energy efficiency, insufficiency 

of financing. It causes a significant improvement for the existing 

and developing information and technical decisions in the energy 

management [22, 23, 28]. Most of such decisions are based 

on monitoring and parameterizing the system by an energy 

manager that allows receiving and saving significant data. The 

intellectual data processing is known to play more and more 

important role in the issues of the optimal complex system 

management. Thus, the predicting models of the parameters 

of energy consuming systems allow the energy managers at 

different levels accepting substantiated decisions relating energy 

management based on the history data about the takes decisions 

and the received result, analyzing the factors influencing 

the energy efficiency and noting non-typical values of the system 

parameters that can be caused by technical breaks or inefficient 

managerial decisions. 

1. Related work 

Active implementation of the decisions relating to the 

automated monitoring and controlling the heating system allows 

not only controlling the amount of the consumed energy source 

but also saving large amounts of information on the system 

functioning, the amount of the consumed source itself and 

decisions concerning the system management accepted by an 

energy manager. Various methods of machine learning are widely 

spread due to the dramatic development of the artificial intelligent 

in the tasks of managing energy consumption [22, 23, 28].  

In the research [24] the authors study the opportunity 

to predict the energy consumption in the central heating system 

with the help of Elman network with the use of the genetic 

algorithm that allows determining the shares in the models.  

The comparison of the results received when using the neural 

networks and the random forest method in the task of predicting 

the amount of the used energy source observes the higher accuracy 

is achieved when using the first method [3]. The research6 

compares the accuracy of the models of neural nets for predicting 

heat supply of a range of the building of the budget field and 

determines that the model of NARX type gives the most accurate 

results with the simplest design. The authors [10] develop 

the method of determining energy efficiency of the building with 

the use of multi-parameter regression based on the data of the 

municipal service bills and weather websites. SVM method 

is becoming more common for solving the practical tasks. 

The article [9] shows the results of modelling and studying 

the efficiency of the geo-thermal system with the use of SVM 

method that allows simplifying the modelling process. The authors 

have conducted a range of researches to determine the optimal 

parameters for regularization and the kernel parameters. In [8] 

uses the same method to predict the energy consumption in several 

buildings in Singapore: uses the data of the external temperature, 

solar radiation and relative humidity as the input parameters. 

In the researches [2] and [1] the comparison of the SVM, RF, 

Extra Trees and regression trees models determines that the stated 

models have comparative accuracy, different learning time 

and can be used for predicting solar energy received from the 

geothermal system. Moreover, RF and Extra Trees can 

be additionally applied as a tool for decreasing the dimension

user
Stempel
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of the input data. The issues of managing the heat supplying 

systems and the implementing the received results into the work 

of energy man-agers are not fully covered in spite of the number 

of researches that use machine learning methods for solving 

the practical tasks in the energy field [3, 24]. 

The article presents the research on the following aspects: 

 comparing SVM and RF methods for predicting 

the temperature of the heat-carrying agent in the heating 

system based on the data of electronic controller since a lot 

of researches focus on neural nets [10, 21]; 

 using the ensemble RF method to analyze the importance 

of the contribution of variables into the prediction accuracy. 

The conducted analysis allows understanding the data 

and the interrelations between the parameters better [8, 9]. 

2. Machine learning methods  

This part presents two algorithms: RF and SVM used 

for predicting the temperature of the heat-carrying agent in the 

heating system based on the data of electronic weather-dependent 

controller. 

The SVM (method of data analysis that is applied for the tasks 

of classification and regression) is chosen as one of the methods 

of machine learning to create a predicting model of the heat-

carrying agent temperature in the heating system [26]. It is based 

on the SRM principle that minimizes the upper error boundary 

that includes the sum of the learning error and the confidence 

interval instead of minimizing the learning error (empirical risk 

minimization) [1, 2].  

Let us consider that we describe the objects with 

n-dimensional vectors where X – space of the objects, 

Y – target output: ,nRX  RY  . 

SVM of the linear separated data finds the linear function 

that approximate the output vector Y  the best, the function 

  – sensitivity that does not consider deviations  ixa  from iy  

less than   as errors. 

The function is the following [7, 26]: 

 ( )   a x w x b  (1) 

The method is used with different kernel functions to solve 

the problems of linear non-separability. This is the transfer 

from the initial space of the feature descriptions of the objects 

X  to a new space H  with the help of some transformations 

: X H . If the space H has a comparatively high 

dimensionality, one can hope the sampling to appear linearly 

separable.  

If we consider the vectors   ix  and not the vectors 
ix  

to be the feature descriptions of the objects, the SVM development 

is conducted as before. The expression (1) becomes the following 

[6, 20]: 

  ( )   a x w x b  (2) 

Minimization (2) is equal to a task of the quadratic 

programming with linear limitation of the types of inequalities. 

The dual task depending only on the dual variables appears 

hereby; only the objects of control should be left in the sample; 

the result is expressed through the scalar product of the objects 

and not through objects them-selves; kernels can be used. 

Let introduce additional variables  

i
 and 

i  which meaning 

equal the lose on the increased and decreased answer  ia x  

according to the meaning  . 

In this case, the minimization task (2) can be rewritten into 

the equivalent form as a task of the quadratic programming 

with linear limitations-inequalities relating to variables 
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The positive constant C  is a control parameter of the method 

and allows finding the compromise between the minimization 

of the separating hyperplane and the summary error [25, 29, 30]. 

The Lagrangian is expressed through dual variables 

, , 1, ,   i i i l , and the scalar products ,i jx x  are 

replaces by the kernel  jx,ixK : 
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Only the range of coefficients , , 1, ,   i i i l  will differ 

from zero, and the data relating to them are the support vectors 

[11, 27]. 

The regression equation is expressed through the dual 

variables: 

      
1

,  



  
l

i i i j

i

a x K x x b  (5) 

There are several control parameters in this method: accuracy 

parameter  , constant C  and parameters relating to the chosen 

kernel type. All the parameters are interdependent. The constant 

C  controls the smoothness and flatness of the approximation 

function: the bigger one C  leads to the bigger error fine 

and makes the learning machine bulky; the smaller one C , 

in the contrary, leads to the excessive error “transfer” that worsens 

the algorithm accuracy. The parameter   influences the 

smoothness and the number of control vectors [12, 13, 14]. 

RF is the algorithm of machine learning that lies in the use 

of the bagging method on the set of the decision trees with the use 

of the method of random subspaces and can solve the tasks 

of classification and regression [13].  

CART (classification and regression tree) is based 

on decreasing the level of heterogeneity – the task of classification 

or the chosen error level of assessing prediction – the task 

of regression on each node of the tree.  

The characteristics of the trees of RF lie in their development 

without the padding function – the usage of the full depth: since 

we consider the average result of the set of trees, there is no need 

in adjusting each of them that is a deviation from the standard 

CART algorithm [12, 18]. 

Training of separate trees in RF takes place independent 

of each other, on different subset which parts can be repeated due 

to the use of the bagging method in the algorithm.  

Bagging (from bootstrap aggregation) is one of the first 

and the simplest types of ensembles based on the statistic 

bootstrap method. Leo Breiman developed it in 1994. The method 

lies in the equal selection of N objects from the sample with 

returning: an object is selected from the sample (we consider each 

object with probability 1/N) though every time from all output 

N objects. Approximately 37% of samples are out of the bootstrap 

sampling and are not used. 
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The probability of the object getting into the sample 

(i.e. it is taken N times): 

 
1 1

1 1 63%
 
    

 

N

N e
 (6) 

The bagging lies in training the regressors or classifiers 

on the samples that are generated by the bootstrap and creating 

the summing regressor or classifier that average the results 

of all the algorithms in the regression tasks and in the case 

of classification – on the voting results [5, 19]. 

Bagging allows decreasing the dispersion of the taught 

classifier by decreasing the value of the error difference when 

training the model on different data sets or, in other words, 

prevents overfitting. The efficiency of bagging is achieved due to 

the basic algorithms being taught on different samples and having 

compensating errors because of the diversity; rejections and absent 

values can’t get to a part of samples that makes the RF algorithm 

resistant to them. 

If there are missed values of predictors for the full observation 

when developing the model with the RF method, the prediction 

for the case is based on the previous node of the corresponding 

tree [4, 16]. 

The method of random subspaces allows decreasing the level 

of correlation be-tween the trees and avoiding overfitting. When 

building each of the stated number of trees in RF while creating 

nodes the selection of the feature used for the basis of separation 

is done only from the randomly chosen features from the sets 

of all data features. The basis algorithms are taught on different 

subset of the feature description [15, 17]. 

It is worth noting that the absence of the need in the usage 

of a separate set of data for validation is an advantage of the 

algorithm: since a part of data does not get into the bootstrap 

sample (approximately 37%), the mean squared error and the 

percentage of the described dispersion is calculated with the help 

of an out-of-bag error. 

3. Materials and methods 

To build a prediction model, the authors gather a set of data 

with 15-min interval from the monitoring and control automated 

system (MCAS) of multi-storey building during the period 

of October 13, 2017 – February 12, 2018 that include 

32 parameters: Date – date, Time – time, Тout – outer 

temperature, Тin – inner temperature, Tin_yst – setting 1 of inner 

temperature for mode 1, Tin_yst_max – influence on the setting 

of inner temperature, , Tin_yst1 – setting of the inner temperature 

for mode 0, Тv – temperature of the heat-carrying agent when 

powering the heating system, Tvmin – setting of the minimal 

temperature Tv, Tvmax – setting of the maximal temperature Tv, 

Tv_yst – setting of the heat-carrying agent temperature when 

powering the heating system, Tv_tg – heat-carrying agent 

temperature when powering the heating system on the temperature 

diagram, S – diagram pitch, P – diagram shift, T1_tg – heat-

carrying agent temperature when powering the house on the 

temperature diagram, Тret – heat-carrying agent temperature 

in the reverse heating system piping, Tret_tg – heat-carrying agent 

temperature in the reverse heating system piping on the 

temperature diagram, Tam – the combined temperature 

of the outer air, Tad – smooth value of the outer temperature, etc. 

The following measurements are used to assess the efficiency 

of the developed models on the study and test samples: root 

mean square error (RMSE), mean absolute error (MAE) 

and determination coefficient (R2):  
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where iy  – actual value, iŷ  – predicted value, N  – number 

of values. 

Root mean square error (RMSE) is used as a primary 

evaluation metric. Described dispersion is calculated with the help 

of an out-of-bag error [14]. 

Table 1. Value ranges of some predictors 

No Variable Minimum, °С Maximum, °С 

1 Тout -14.2031 15.1250 

2 Тin 13.0000 19.9531 

3 Tin_yst 12.0000 22.1094 

4 Tin_yst_max 0.5000 0.5000 

5 Tin_yst1 16.1250 20.1094 

6 Тv 21.6562 67.1875 

7 Tvmin 8.0000 45.0000 

8 Tvmax 40.0000 80.0000 

9 Tv_yst 0.0000 58.0000 

10 Tv_tg 51.0000 66.0000 

11 Тret 21.8437 140.0000 

12 Tret_tg 46.0000 58.0000 

13 Tam -12.5781 14.7656 

14 Tad -10.6562 14.6719 

4. Results and discussion 

Hyperparameters of SVM model significantly influence 

the prediction accuracy and reliability. The number of parameters 

that require adjusting depend, first, on the choice of the kernel 

functions. Researches relating to the subject area often use 

the RBF (radial basis function) kernel to solve regression tasks, 

since it allows expressing non-linearly the sample in the high 

space and has a smaller number of hyperparameters for adjustment 

comparing to the polynomial kernel: kernel coefficient (γ), 

the “C” – constant of the regularization term in the Lagrange 

formulation (C), accuracy parameter (ε). The kernel coefficient 

equals 1/ K  as a default, where K  – number of input variables. 

Thus, in this case  = 1/31 = 0.032. 

Since there in not a distinct method for determining 

the optimal adjustments of the model parameters, the adjustment 

of hyperparameters is the next stage. Grid search is a traditional 

ways of optimizing hyperparameters. It is an exhausting search 

through the manually determined subset of the hyperparameter 

space of the algorithm. The search algorithm should be guided by 

a metrics of efficiency that is usually measured by cross-validation 

in the training set. Since the hyperparameters being optimized 

are built in the Cartesian space and are checked in pairs when 

cross-validating, the algorithms suffers from the excessive 

dimension that leads to a significant increase of the execution 

time. 

When cross-validating the train set of data is divided into 

k subsets of the same size. Each subset k is used as a set of data 

for checking while other subsets k-1 are used as a set of data 

for trainings. This research deals with the 10-times checks 

for choosing the optimal hyperparameters. Model parameters 

received after the grid search are given in Fig. 1. 

 

Fig. 1. Model parameters received after the grid search 

RF method usually requires correction of the two main 

hyperparameters that influence maximally the adequacy 

and the result of the model: Number of trees ( M ) and minimal 
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number of variables used for splitting ( minn ). Parameter M  

is a total number of the trees in the forest and relates to the 

efficiency of the calculation that creates the need in choosing such 

number of trees, which allows balancing the performance time 

and the prediction accuracy. 100 trees are chosen for our research, 

since the increase of the number do not result in the significant 

increase of the accuracy with the increase of the performance 

time. The typical value of the number of variables used 

for splitting ( minn ) in the regression task is 3/p , where 

p  – number of input variables, in this research minn  – 10. 

The depth of trees is not limited in this work; the trees 

are developed in the full depth. 

The table gives RMSE, R2 and MAE on the study and test 

samples for predicting Tv. The value of RMSE model of SVM 

is 0.95. Despite the accepted error level, time spent on the model 

adjustment and SVM sensitivity to the missing values, 

the complexity of the interpretations of the data contribution make 

the method too resource-consuming that, in its turn, causes 

the need in using more optimal method for predicting the heat-

carrying agent temperature when powering the heating system. 

Since random forest is used for the regression task, 

it is necessary to consider that the model will predict the value Тv 

adequately if the input values are within the range of the values 

of predictors (Table 1) used for the model training (train set). 

The data are divided into two sets (train – 70% and 

test – 30%) before the model development. One set of 15-min data 

is used for modelling in both models. 

The diagram of the comparison of the actual values of the 

heat-carrying agent temperature when powering the heating 

system and the values predicted by models with the additionally 

stated temperature of the outer air is given in Fig. 2. 

In spite of the smaller error when using SVM method 

(table 2), RF algorithm is chosen for further research due to the 

opportunities of the result interpretation and non-obvious 

interrelations. The model training is decided to be conducted 

on every-minute data during the same period to increase the model 

accuracy (table 3). 

Table 2. Results of prediction models performed by RF and SVM 

Model 

Train Test 

RMSE, 

°С 

MAE, 

°С 

R2, 

% 

RMSE, 

°С 

MAE, 

°С 

R2, 

% 

SVM 0.92 0.32 97.52 1.13 0.43 97.3 

RF 1.1 0.39 97.49 1.19 0.42 97.13 

Table 3. results of prediction model performed by RF (every-minute data) 

Set 
RMSE, 

°С 

MAE, 

°С 

R2, 

% 

Max. error, 

°С 

Train 0.44 0.08 99.61 15.1 

Test 0.41 0.075 99.65 14.95 

 

There is a decrease of the RMSE value and the increase 

of the percentage of the describes dispersion on the approbation 

data. Thus, RF temperature model can be considered acceptable 

for the use aimed at predicting parameters of the heat-consuming 

system. Despite a big value of the maximal error, the authors note 

that the number of the predicted data on the approbation sample 

with the absolute value of error that higher than 5 degrees 

is 56 from 54,255 values. 

The diagram of the comparison of the actual values 

of the heat-carrying agent temperature when powering the heating 

system and the values predicted by models with the additionally 

stated temperature of the outer air is given in Fig. 3.  

 

Fig. 2. The curve of the temperature estimated with the random forest and the SVM on the testing set 

 

Fig. 3. The curve of the temperature estimated with the random forest on the testing set 
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The comparison of the result of the RF end model and the 

actual data is given on table 4. Mean value measuring the middle 

tendency in the set of data proves that the data predicted 

by the model are similar to the actual data. The standard deviation 

is the indicator of dispersing the values comparing to the values 

of the actual data is determined that SVM has almost similar 

standard deviation like actual data. The median of values received 

with the help of RF corresponds to the values received on the 

actual data. Minimal and maximal values allow dividing the data 

discharge. RF has a maximal value that is bigger than the actual 

data value. The kurtosis and skewness reflect the form of the data 

distribution. Skewness is a measurement of the data set symmetry. 

Kurtosis is the value describing the form of the distribution 

tail area and not the sharpness or the filling of the distribution 

[11, 30].  

Table 4. Comparison of the statistical measures 

Factor/Variable Actual TV RF 

Mean 43.5 43.5 

Median 43.8 43.8 

Standard deviation 7.05 7.03 

Kurtosis 3.14 3.16 

Skewness -1.26 -1.28 

Range 45.56 45.14 

Minimum 21.66 21.67 

Maximum 67.22 66.81 

 

The distribution of the mean minimal depth of each tree 

is studied to determine the importance of parameters: the depth 

of the node which splits on this variable and is the closest 

to the root of the tree (Fig. 4) and the complex measurement 

of the importance of variables (Fig. 5). 

 

Fig. 4. The distribution of mean minimal depth 

 

Fig. 5. The complex measurement of the importance of variables 

Ordering variables on their mean minimal depth is quite 

accurate, thought considering the distribution of the minimal 

depth, the authors state that the predictor Tad should be assessed 

higher since it is the variable that is used more often for the first 

split at the root.  

The values of the average increase of the mean square error 

[15] after the random replacement of the variable value 

(mse_increase) and increase of the mean node purity 

(node_purity_increase) which is the sum of square errors (SSE) 

are chosen as measurement of the complex (Fig. 5). P-values 

based on the binominal distribution of the node number that are 

split on the variable are used additionally. If the variable 

is important, it is used for splitting more often comparing 

to the random choice. 

Although Tar and Tret are similar in the increase of the node 

purity and p-value based on the binominal distribution, the second 

one influences the prediction error more. It is worth noting 

that despite the high values of the chosen measurements 

on the variable Tvmin, the test based on the binominal distribution 

proves that the theoretical number of nodes where the variable 

is used for splitting exceeds the actual number, thus, the variable 

is seldom used for splitting and influences the prediction 

insignificantly. 

5. Conclusions 

The use of MCAS allows collecting a significant number 

of data relating to the system parameters and decisions accepted 

by the energy manager in addition to the decrease of the level 

of the consumed heating energy. It causes the opportunity 

for studying the issues of the efficient usage of energy sources 

with the help of the analysis of historic data and the support 

of the taken decisions. The article deals with comparing 

the methods of machine learning that allows applying the historic 

data instead of the complex mathematical apparatus to describe 

the building heat balance: RF and SVM are accuracy, source cost 

and the opportunity to interpret the results and non-obvious 

interrelations. RF algorithm is chosen for further research.  

The authors develop the model of the heat-carrying agent 

temperature when powering the heating system based on the data 

on the parameters of the electronic weather-dependent controller 

with the help of RF algorithm. The values of the heat-carrying 

agent temperature in the reverse piping of the heating system and 

the smooth value of the outer temperature influence the value 

of the mean square error, besides these variables are often used 

to split the trees at the root that proves their significance. RMSE 

of the RF model on the test data equals 0.41°С. Maximal error 

is 14.96°С. 
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Abstract. The paper analyzes the methods of stabilizing generation schedules of photovoltaic stations (PV) in electric power systems (EPS) in the process 

of balancing electricity. Since PV is characterized by the instability of electricity production due to dependence on weather conditions, an automatic 
system for forecasting their generation schedules (ASFG) for the next day has been created to increase the energy efficiency of PV. The process 

of automating the prediction of the power stations as part of the balancing group of the power stations and the algorithm for adjusting the prediction 

of power plant generation are considered. The criterion for managing the forecasting process is the minimization of the difference between the values  
of forecasted and actual generation for the same period of time. Checking the performance and tuning of the ASFG PV in order to evaluate its functioning 

and the effectiveness of its application in the task of balancing the states of the EPS is possible only by means of simulation. It is shown that based 

on the nature of the process of forecasting the generation of PV using ASFG, it is advisable to use simulation modeling. Since the actual value 
of generation is constantly monitored during balancing using ASFG, it is possible to use these values during simulation and proceed to real-time 

simulation. In this case, modeling is considered as an experimental method of research, according to which it is not the object itself that is subjected 

to perturbations and research, but the software-implemented computer model of the object. The real-life simulation model of the operation of the PV makes 
it possible to more fully consider the various modes of their operation in the process of balancing the modes of the EPS as part of the balancing group 

and to more reasonably choose decisions regarding the participation of the PV in generation, taking into account weather conditions and the limitations 

of the system operators of transmission and distribution of electricity.  

Keywords: power system, photovoltaic stations, unstable generation, stabilization of generation schedules, natural-simulation modeling 

NATURALNY MODEL SYMULACYJNY GENERACJI STACJI 

FOTOWOLTAICZNEJ W PROCESIE BILANSOWANIA ENERGII ELEKTRYCZNEJ 

W SYSTEMIE ELEKTROENERGETYCZNYM 

Streszczenie. W artykule przeanalizowano metody stabilizacji harmonogramów generacji stacji fotowoltaicznych (PV) w systemach elektroenergetycznych 

(EPS) w procesie bilansowania energii elektrycznej. Ponieważ PV charakteryzuje się niestabilnością produkcji energii elektrycznej ze względu 

na zależność od warunków atmosferycznych, w celu zwiększenia efektywności energetycznej PV stworzono automatyczny system prognozowania 
ich harmonogramów generacji (ASFG) na dzień następny. Rozpatrywany jest proces automatycznego kojarzenia predykcji elektrowni w ramach grupy 

bilansującej elektrownie oraz algorytm korygowania predykcji generacji elektrowni. Kryterium zarządzania procesem prognozowania jest minimalizacja 

różnicy pomiędzy wartościami generacji prognozowanej i rzeczywistej dla tego samego okresu czasu. Sprawdzenie działania i dostrojenie ASFG PV w celu 
oceny jego funkcjonowania i skuteczności zastosowania w zadaniu bilansowania stanów EPS jest możliwe tylko za pomocą symulacji. Wykazano, 

że na podstawie charakteru procesu prognozowania generacji PV z wykorzystaniem ASFG, wskazane jest zastosowanie modelowania symulacyjnego. 

Ponieważ podczas bilansowania z wykorzystaniem ASFG stale monitorowana jest rzeczywista wartość generacji, możliwe jest wykorzystanie tych wartości 
podczas symulacji i przejście do symulacji w czasie rzeczywistym. W tym przypadku modelowanie traktowane jest jako eksperymentalna metoda badań, 

zgodnie z którą perturbacjom i badaniom poddawany jest nie sam obiekt, ale zaimplementowany programowo komputerowy model obiektu. Model 

symulacyjny pracy PV w warunkach rzeczywistych umożliwia pełniejsze uwzględnienie różnych trybów ich pracy w procesie bilansowania trybów pracy 
EPS w ramach grupy bilansującej oraz bardziej racjonalny wybór decyzji dotyczących udziału PV w wytwarzaniu, z uwzględnieniem warunków 

pogodowych oraz ograniczeń operatorów systemu przesyłu i dystrybucji energii elektrycznej.  

Słowa kluczowe: system elektroenergetyczny, stacje fotoelektryczne, niestabilność generowania, stabilizacja wykresów generowania, modelowanie makietowo-imitacyjne 

Introduction 

Despite the benefits of photovoltaic stations (PV), they have 

a number of problems when using them in electric power systems 

(EPS). One of them is their unstable generation during the day 

due to dependence on natural conditions. This is especially evident 

when their electricity generation begins to significantly affect 

the electricity balancing process in the EPS. This occurs 

when the relative part of PV in the EPS reaches a value that is 

commensurate with and greater than the reserves of maneuvering 

power in the EPS. As a rule, this happens when the capacity of 

renewable energy sources (RES) in the EPS reaches 20% or more 

[1, 8]. With the development of solar and wind power stations, 

in order to be able to regulate the frequency and voltage in the EPS 

and ensure the stability of the energy system, it is necessary 

to increase the reserve of maneuvering power in it or to use means 

to compensate for the unstable generation of the PV [2, 24]. 

In essence, this is also capacity reservation, but with the use 

of the PV itself. Since PV can work in the modes of surplus 

or deficit of electricity in the EPS, they must be provided with

means of energy storage and its conversion into electricity 

if necessary. These can be, for example, electrochemical electricity 

storage system, hydrogen technologies, hydraulic storage stations 

[3, 23]. Other methods can be used to coordinate unsustainable 

power generation with the EPS tasks in the process of power and 

electricity balancing: biogas technologies, changing electricity 

consumption schedules by consumers in accordance with power 

generation schedules, etc. [9, 12]. 

The task of achieving the minimum difference between 

the actual schedule of generation by EPS stations and the declared 

(forecast) for a certain period of time is common to all means 

of reserving the instability of PV generation and methods 

of agreeing schedules of electricity generation and consumption 

in the EPS. The declared electricity generation schedule in the EPS 

is formed on the basis of the forecasted consumption schedule 

for the same time period. As a rule, in operational tasks, this period 

of time is the next day. Accordingly, for PV, the task is set in such 

a way that it is necessary to forecast their hourly generation 

schedule for the next day, depending on weather conditions and 

their technical condition [10, 17]. 

user
Stempel
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1. Formulation of the task for the formation 

of a natural-simulation model of generation 

of PV in the process of balancing electricity 

in the EPS 

The EPS is considered, which includes nuclear, thermal 

and large hydroelectric power stations (NPS, TPS, HPS), as well 

as power stations that use renewable energy sources, in particular 

PV. To ensure stability in periods of maximum (minimum) 

consumption or limited throughput of the centralized power supply 

system, the optimization of PV modes is relevant. In order 

to minimize deviations from the centrally set schedule of aggregate 

generation of the PV under the established restrictions on primary 

energy resources, the task is formulated as follows [11]: 
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where PPV(t) ‒ the predicted total schedule of PV generation 

in the balancing group; Pi(t) – actual generation of all n PV 

of the balancing group;PCPS – centralized power supply from TPS, 

NPS, HPS; Pload(t) – total load of electricity consumers; 

∆P(t) – power losses in electrical grids. 

Task (1), as a rule, should be considered as a whole for the 

EPS. Another option is when for simpler and more accurate 

control of generation of PV stations in the EPS, several balancing 

groups of PV stations are allocated. In each balancing group, 

an automated system of commercial electricity accounting 

(ASCEA) is installed for each PV and forecasting of the hourly 

schedule of electricity generation for the next day is carried out 

[13]. That is, for each i-th PV, the actual and forecasted electricity 

generation values for a given time period are known. Therefore, 

in accordance with problem (1), for each i-th PV, the problem 

of achieving a certain accuracy between the predicted and actual 

electricity generation for a certain time, for example, one hour, 

is formulated: 
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where wi
P, wi

A – predicted and actual values of electricity 

generation of the i-th PV for the same time; δi, δper– current 

and permissible value of errors (the margin of error is often 

set at 0.05). 

In order to control the value of the error δi, it is necessary 

to simulate two graphs: the predicted and the actual generation 

of the PV. The error δi as the difference between these graphs 

should be in the permissible zone or approaching it (see Fig. 1). 

The following implementations of this task are possible: 1) 

the actual schedule is what it is, and the predicted schedule 

is adjusted every hour or every 15–20 minutes; 2) the predicted 

schedule is as it is, and the actual one is adjusted to the predicted 

one, more precisely, it is entered into the permissible zone. True, 

in the last option, electricity generation and, accordingly, profit 

decreases. It is decided what is better: whether to lose electricity 

generation, or to reduce sanctioning fines for deviations from 

the permissible zone? A third option is also possible, when 

the predicted schedule is simultaneously adjusted and the actual 

generation is changed to enter the permissible zone or approach it.  

The goal of the article is to develop a natural-simulation model 

for researching the processes of short-term forecasting 

and operational management of the generation of PV stations in 

the EPS mode balancing system using SMART Grid technologies. 

2. Automation of the PV forecasting process 

as part of the balancing group 

In order to build an effective algorithm for forecasting the 

schedule of electricity generation by photovoltaic stations (Fig. 2) 

and its successful automation, it is necessary to have a suitable 

array of output data and software. The first step is the formation 

of a mathematical model of the PV itself. For this, it is necessary 

to have information with the characteristics of PV modules, which 

are written in the passport data. The determining information 

is: the orientation of the modules relative to the South, the angle 

of their inclination, the type of module, the number of elements 

of the photovoltaic module, the no-load voltage, the short-circuit 

current, etc. The configuration of the electrical circuit of the PV 

consists of information on the number of modules in the string, 

the number of strings per inverter, the number of inverters 

and the number of transformer substations. 

a)  

b)  

Fig. 1. Schedule of the actual and forecasted generation of PV (a) and, accordingly, 

forecasting errors (b) 

 

 

Fig. 2. Structural diagram of the automation of the PV forecasting process as part of the balancing group 
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Since the operating conditions of PV are constantly changing, 

their mathematical model is constantly refined. A parameter 

database (DB) is being created to automate the process of refining 

the PV generation prediction model. Usually, MySQL is used, 

so it slows down its work when it is significantly filled. 

The necessary meteorological parameters from various services 

are collected in the database. There are quite a lot of such services 

on the market, all of them allow you to organize API 

communication, which allows you to automate the data collection 

process, in addition, there are a significant number of libraries 

in C#, Python, etc., which implement such communication. 

After making a forecast for one-day ahead, no company that 

provides such services can guarantee sufficient accuracy, so it is 

necessary to use the possibility of intraday correction. In different 

countries, the market accepts the results of this adjustment with 

different discreteness. As a rule, this time is from 15 minutes 

to 2 hours. Obviously, the smaller this interval, the better results 

can be obtained. Intraday adjustments can be made in two ways: 

recalculating the generation schedule based on refined 

meteorological parameters or based on the results of monitoring 

the current production of electric energy by the PV. 

The first algorithm requires the use of weather services that 

adjust their forecasts during the current day. The second requires 

the use of telemetry, which can provide polling almost every 

minute, or ASCEA, which usually operates with greater 

discreteness. 

After correction, the results are sent to the operator of the 

balancing group.  

All data on meteorological parameters, production forecast 

and the actual value of the produced energy are also entered 

in the database for further correction of the mathematical model 

of the power station. Such correction is carried out during the first 

month of provision of forecast services and then provided 

as needed to take into account seasonal changes and degradation 

processes in the equipment of the PV. 

3. Automation of the PV forecasting process as 

part of the balancing group 

The logical scheme for calculating the adjusted value of the 

hourly forecast of PV generation for the next hour of the current 

day is as follows. Hour i is determined, from which ib starts and 

ends ie of PV electricity generation, where i is the current value of 

the hour number.  

Further: 

 i = ib, the prediction error for the i-th hour is determined 
P A

i i
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w w
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If 
i 1 0 , then: 

if 
i 1 per   , then k = 1 

P P

i 1 i 1w k w   (That is, the forecast 

remains the same, in the permissible area);  

if 
i 1 i   , then we go to the beginning of the cycle i = i+1 

("Prediction" is getting closer to "fact");  

if 
i 1 i  ("Forecast" differs from "fact") and 

i 1 per  , then 

ik 1   and 
P P

i 1 i 1w k w   and go to the beginning of the 

cycle і = і+1. 

If 
i 1 0 , then: 

if 
i 1 per   , then k = 1 

P P

i 1 i 1w k w   (That is, the forecast 

remains the same, in the permissible area!); 

if 
i 1 i  , then we go to the beginning of the cycle i = i+1 

("Prediction" is getting closer to "fact");  

if 
i 1 i  ("Forecast" differs from "fact") and 

i 1 per  , then 

ik 1   and 
P P

i 1 i 1w k w   and go to the beginning of the 

cycle і = і+1. 

In Fig. 3 shows the algorithm of the hourly adjustment 

program for forecasting the electricity generation of the PV, 

and Fig. 4 shows an example of the result of an hourly prediction 

of the generation of the PV using the forecast correction program 

with error compensation δi,. 

As can be seen, the forecasting error of PV electricity 

generation per day decreased from 15.6% to 4.7%. That is, 

the algorithm with compensation of hourly errors in forecasting 

the generation of PV gives a satisfactory result.  

It can be used along with the adjustment of PV generation 

based on hourly refinement of daily meteorological parameters. 

 

Fig. 3. Algorithm of the program for hourly adjustment of forecasting of electricity 

generation of PV 

4. Natural-simulation modeling of PV generation 

in the process of balancing EPS modes 

The process of automating the forecasting of the power station 

generation schedules and their current adjustment in accordance 

with changes in operating conditions, primarily weather 

conditions, is an important element of the successful balancing 

of the state of the power station.  

As in all dynamic processes related to electric power systems, 

and in our case, a feature is the impossibility of studying them 

in different modes directly on the object [7, 21]. 

Therefore, checking the performance and setting 

of the automatic generation forecasting system (AGFS) 

of the PV in order to evaluate its functioning and the effectiveness 

of its application in the task of balancing the modes of the EPS 

is possible only by means of simulation. 

Based on the nature of the AGFS process, it is advisable to use 

simulation modelling. 
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Fig. 4. Correction of PV generation forecasting based on the results of error control 

Because during balancing using AGFS, the actual value 

of generation is constantly monitored wi
A, then it is possible to use 

these values during simulation. Such a model can be classified 

as natural-simulation [7, 22]. The method of nature-simulation 

modeling is considered as an experimental method of research, 

according to which the object itself is subjected to disturbance 

and research, but the simulation model of the object implemented 

on a computer. 

In Fig. 5 shows the structure of the nature-simulation model 

(NSM) of checking and adjusting the AGFS PV. 

It contains a functional model of the object (FMO), which 

together with the AGFS PV forms a closed system. This allows 

for a fairly accurate modeling of the control object to achieve 

the maximum probability of testing the AGFS PV, since the test 

system can reproduce an arbitrary mode of the object 

in the permissible area of existence. Along with the benefits, 

it is necessary to note a certain complexity in the implementation 

of the structure, which is primarily reflected in the need for not 

only informational, but also physical compatibility of the model 

and AGFS. The assessment of the correct functioning 

of the AGFS in this structure is provided by comparing the outputs 

of the AGFS with the control data of the modes of the real object.  

SOR

AGFS Result

Simulator

The model of 

display of PV 

parameters

Natural model 

of PV

ASCEA or 

inverter 

output
PV

FMO

 

Fig. 5. The structure of the natural-simulation system of AGFS testing 

The key link in the organization of the NSM test system 

is the construction of the simulator, which is part of the FMO.  

The simulator is designed to reproduce a certain number 

of modes of the object. The regime of PV [14, 15] is an admissible 

set of its states and processes of its change. During the transition 

from one state to another, the current mode indicators (mode 

parameters) change, which occurs under the influence of external 

disturbances (changes in loads) or control signals to change 

the actual generation of the power stations. 

When creating and testing a control system based on 

simulation, the continuous operation of the PV is replaced by a set 

of characteristic modes. The correct implementation of this 

principle ensures the necessary reliability of the process 

of checking control devices. Correctness in this case implies the 

appropriate choice of modes and their number, a set of parameters 

and the accuracy of their measurement by means of the automatic 

system of commercial electricity accounting (ASCEA). When 

introducing signals simulating the parameters of the PV modes 

into the control system, system operator restrictions (SOR) of the 

EPS are taken into account. First of all, this is the mode of the 

EPS in relation to the deficit or surplus in the electricity balance. 

The mathematical formulation of the task of organizing 

the FMO simulator can be formulated as follows. Dependency 

given (function): 

 y = f(t), (4) 

where f and, accordingly, у is an n-dimensional vector in the 

general case, f = [f1, f2, …, fn]
T; independent variable t, which 

is the time specified on some finite interval t [t0, tk]. 

The process of reproducing function (4) is organized subject 

to certain conditions: the necessary modeling accuracy must be 

ensured, given, for example, in the form of a value 

 
0max ( ) ( ) ,     ky t y t t t t  (5) 

that is, in the form of the maximum permissible difference 

between the reproduced process y(t) and its machine model; 

the system for entering function (4) into the model should have 

the properties of flexible control (stop, repeat, change modes, etc.) 

to ensure the effectiveness of the test system as a whole; 

the reproduction process must be controlled to ensure 

the reliability and validity of the exam results. 

Experiments can be carried out both according to a previously 

prepared plan and sequentially, the purpose of a new experiment 

is established based on the analysis of the results of the previous 

one. In the case of implementing the simulator on a computer, 

not only the actual simulator program is created, but also 

the experiment management program, which leads to the fact that: 

the state of the simulator does not change after conducting 

the next experiment and the next experiment is conducted; after 

each experiment, the simulator returns to the initial state common 

to all experiments; the results of the experiment lead to a change 

in the imitator, that is, the model [4]. 

The PV functional model has the same transforming properties 

as the modeled object itself. FMO PV is built with a defined set 

of structures and is described in the form of an equation 

 ( , , , )F tY y x u  (6) 

where y – n-dimensional vector of initial coordinates уі(t), 

i = n,1 ; x – r-dimensional vector of disturbing influences 

i = r,1 ; u – m-dimensional vector of controlling influences uі(t), 

i = m,1 ; the ranges of variable values are known: уУ, х  X , 

uU. 

An important condition determining the field of application 

of the model is the requirement that the input and output variables 

of the model are natural. If there are requirements for naturalness 

of variables, the model is based on the following principles 

[5, 16]. As three main, functionally independent interdependent 

parts, the system contains a reference model of the reproduced 

object (reproduced image), fixed in the form of an information 
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carrier, a controlled carrier of real variables (real model) 

and a control system (control device). The functioning 

of the modeling system is organized by the control system, which 

provides control of the input variables of the real model in such 

a way that its output variables change according to the law set 

by the reference model, that is, the nature model monitors 

the behavior of the reference model. 

The reference model is the carrier of the image of the modeled 

object. It is implemented by dependencies that record the capacity 

of the certified generation of the PV or the calculated generation 

according to the reference model is the carrier of the image 

of the modeled object. It is implemented by dependencies 

that record the capacity of the certified generation of the PV 

or the calculated generation according to the volt-ampere 

characteristics (VAC) taken during the commissioning of the PV. 

In all cases, the reference model is described by the given equation 

(6) or solves it. The variables reproduced by the reference model 

differ from real processes by scale factors. The time scale of the 

output signals is equal to one, since real control signals must be 

received at the input of the natural model in the simulation system.  

Since the natural model must satisfy the requirements for the 

full-scaleness of its initial characteristics [5, 6], its internal 

properties must satisfy the controllability conditions. This 

is achieved by ASCEA or parameters transmitted directly from 

the output of PV inverters. In the latter case, additional equipment 

is required, but it is possible to control the ASCEA errors, which 

are introduced into the results of the actual electricity generation 

of the PV. If a natural model is selected, then its equation 

is known and has the form 

 ( , , , )tZ z v x  (7) 

where z Z  – coordinates of the mode, i.e. modeling variables 

of the system; v V  – control variables; x X  – natural 

external influences (the same variables that enter the equation 

of the modeled object, since the object and the model are designed 

to work in the same external environment). 

According to the principle of replacing the object with 

a model, equations (6) and (7) do not coincide, i.e. F  , and, 

in addition, the scopes of the variables included in these equations 

do not coincide, and the dimensions of the vectors y and z may 

also not coincide. Therefore, in the general case, it is impossible 

to ensure a full reproduction in the model of all modes 

of operation of the modeled object [18, 19, 20]. 

The control system is built on the basis of known control 

principles. The choice of the method of synthesis of the control 

system and its structure is determined by similarity criteria [21]. 

Restrictions on the ratio between the simulated variables yi 

coming from the reference model and the modeling variables zi 

reproduced by the natural model are accepted as similarity criteria. 

The determining criteria of similarity are the functionals 

of the modeling error y z   . 

Different structures of modeling systems can be obtained 

depending on the type of given equations of the reference model, 

the adopted control method (by disturbance, by deviation, program 

method), type of control law. We will consider the organization 

of some structures of modeling systems using the example 

of a linear object described by a linear, in general, matrix equation 

of the form 

  Y Fy u  (8) 

where is the vector of initial coordinates is y and the vector 

of input influences u, having the same dimension n; F is a matrix 

of operators of dimension n˟n . 

The structure of the modeling system implementing 

the functional model of the object is described by the equation 

  Z z v  (9) 

where the components z, v and F are analogous to the components 

of equation (7) and have the same dimension. 

The similarity of the model and the object is ensured 

by the input into the modeling system of the control signal u with 

the condition 

 Z Y  (10) 

Since condition (10) is equivalent to equality 

   Fy u Φz v  (11) 

and this control leads to the observation of coordinates z 

by the ratio of variables y. 

Management is carried out using regional dispatch centers, 

which are coordinated by operators of the transmission 

and distribution system. The control criterion is the achievement 

of a stable balance of electricity in the system with the optimal 

composition of available means. One of the necessary methods 

of balancing is the limitation of RES generation in order 

to maintain the frequency and voltage within acceptable limits. 

In natural-simulation modeling, a complex system of balancing 

groups of PV can be divided into subsystems. In this case, 

a simulation model is developed for individual subsystems, other 

subsystems are not simulated and a natural experiment is carried 

out for them.  

A subsystem can be a separate PV or a group of PV united 

by some feature (for example, territorially, when a group of PV 

is characterized by the same meteorological parameters). 

At the same time, appropriate AGFS with their own databases 

are used, which does not require any additional costs 

for information support of natural-simulation modeling. 

5. Conclusions 

The application of the developed natural-simulation model 

of the process of assessing the compliance of the predict 

and the actual generation of the PV makes it possible to assess 

in real time the consequences of non-fulfillment of the power 

balance by individual balancing groups. This is taken into account 

for the improvement of the existing operational and information 

complex of PV with means of compensation for the instability 

of their generation. As a result, the efficiency of the functioning 

of distribution electric grids increases, operational management 

of distributed generation operating modes based on SMART Grid 

principles is improved, and power quality indicators are improved. 

As a result of research and consistent implementation 

of natural-simulation modeling to improve the automatic 

forecasting system of PV generation during short-term forecasting 

and operational management of PV generation in the EPS mode 

balancing system, regulation accuracy increases. This approach 

to reducing the error of compensating the instability of generation 

of power stations creates favorable conditions for their wider 

and effective use in the EPS. A technical possibility is provided 

for increasing the volume of PV generation in electric power 

systems in accordance with the values declared by investors 

and the technical conditions issued for them to connect to electric 

grids. 
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APPLICATION FOR VIBRATION DIAGNOSTICS 

Anzhelika Stakhova 
National Aviation University, Department of Computerized Electrical Systems and Technologies, Kiev, Ukraine 

Abstract. This paper considers the issue of developing an application for vibration diagnostics of bearings of functional pairs of critical structures, this 

application should help in monitoring and diagnosing bearings, using vibration signals, without disassembling the functional unit itself. It is known that 
vibration diagnostics is effective and there is a tendency to reduce the cost of its implementation. Monitoring and diagnostics based on vibration 

parameters can be applied at any time, even after several years of equipment operation, when the costs of preventive maintenance and repair will exceed 

the economically justified value. Also, in the work, the basics of the subject area for the development of mobile applications are considered, and a review 
of existing solutions is made. Requirements for the application for performing vibration diagnostics are formulated. The architecture is designed and the 

data description for the application of vibration diagnostics is carried out. 

Keywords: vibration diagnostic, application, bearing, vibration signal 

APLIKACJA DO DIAGNOSTYKI WIBRACYJNEJ 

Streszczenie. W artykule poruszono problematykę opracowania aplikacji do diagnostyki wibracyjnej łożysk par funkcjonalnych konstrukcji krytycznych, 
która to aplikacja powinna pomóc w monitorowaniu i diagnozowaniu łożysk z wykorzystaniem sygnałów wibracyjnych, bez demontażu samego zespołu 

funkcjonalnego. Wiadomo, że diagnostyka wibracyjna jest skuteczna i istnieje tendencja do obniżania kosztów jej wykonania. Monitoring i diagnostyka 

na podstawie parametrów drgań może być stosowana w dowolnym momencie, nawet po kilku latach eksploatacji urządzeń, gdy koszty obsługi 
prewencyjnej i napraw przekroczą ekonomicznie uzasadnioną wartość. W pracy rozważane są również podstawy tematyki tworzenia aplikacji mobilnych 

oraz dokonywany jest przegląd istniejących rozwiązań. Sformułowano wymagania dla aplikacji do wykonywania diagnostyki wibracyjnej. Zaprojektowano 

architekturę i wykonano opis danych dla aplikacji diagnostyki wibracyjnej. 

Słowa kluczowe: diagnostyka wibracyjna, aplikacja, łożysko, sygnał wibracyjny 

Introduction 

At the present stage of development in production, 

a continuous technological process is very important, which 

is ensured by the trouble-free operation of the equipment. 

This requires a constant increase in the requirements for the 

accuracy of measuring control points of equipment and methods 

of technical control, as part of technological processes. Therefore, 

one of the urgent tasks is to conduct vibration control. 

Increased vibration in machines can cause serious damage. 

Stresses caused by vibration contribute to the accumulation 

of damage in materials, cracks and damage. Such problems can 

be detected at the beginning using vibration measurement 

methods. Thus, there is a great need to measure, evaluate and 

control the vibration of industrial equipment. 

Thus, improving the technical level, quality, and reliability 

of machines, and improving their use largely depends on the 

technical diagnostics used [6, 11]. Continuous diagnostics or 

vibration monitoring is used for critical units or expensive 

machines. Monitoring provides continuous monitoring of the 

condition of the machine and alarm in case exceeding the 

maximum permissible vibration level. Continuous vibration 

testing allows [9]: 

1) To build a graph of the vibration level change depending on 

the operating time. 

2) To predict the unit's residual operating time before scheduled 

repairs. 

3) To avoid damage to the unit due to a sharp increase in 

vibration. 

 

Periodic vibration diagnostics is used to diagnose machines 

that do not require continuous vibration monitoring. Periodic 

vibration diagnostics allows [5]: 

1) To identify the causes of increased vibration, when vibration 

becomes perceptible, but has not yet led to a breakdown of the 

mechanism. 

2) To assess the compliance of the vibration level with the 

established standards. 

3) To determine the possibility of further operation or methods 

of modernization of "problem" units. 

 

Diagnostic methods are based on the analysis of vibration 

generated in rolling bearings by frictional forces [5]. One of the 

methods for searching for defects that have found wide application 

is frequency (spectral) analysis of vibration [6], which allows it to 

be divided into components of different frequencies, excited by 

different sources of vibration forces and having different natures 

and different properties. 

The presence of a defect in the rolling bearing during their 

rotation leads to the appearance of intense spectral components in 

the vibration signal [10], the position of which on the frequency 

axis depends on the location of the defect, the rotation speed, 

and the geometric dimensions of the diagnosed nodes. 

The amplitude of these spectral components determines the degree 

of development of a particular defect. Thus, the frequency analysis 

of the spectrum of the vibration signal makes it possible 

to determine both the defect itself and its location [3]. It should 

be noted that different methods for detecting defects are in varying 

degrees sensitive to different degrees of development of a defect 

in a controlled object. For example, spectral analysis, as a rule, 

begins well to identify defects at their middle stage 

of development [4]. 

Monitoring and diagnostics based on vibration parameters can 

be applied at any time, even after several years of equipment 

operation, when the costs of preventive maintenance and repair 

will exceed the economically justified value. The diagnostic 

program automatically, knowing the rotational speed, finds all the 

characteristic frequencies of the bearing elements (cage, rollers, 

rings), determines the amplitude of these harmonics, and stores it. 

After collecting the required statistical sample, it determines and 

calculates the standard deviation (RMS). The standard deviation is 

used to determine the measure of the spread of a random variable. 

To increase the efficiency of diagnostics, successive 

refinements of the diagnostic algorithm are necessary with the 

accumulation of sufficient information. Thus, the work will 

consider the issue of developing an application for vibration 

diagnostics of bearings, this application should help in checking 

bearings without disassembling the friction unit itself. 

1. Analysis of technologies of development of web 

applications  

The development of a web application consists of many 

stages, the difference in the cost of the site will depend on the 

amount of time that a software engineer needs to spend to 

implement certain functionality. Today, website developers have a 

wide variety of choices regarding which language (or technology) 

to use to build a website. There are many options: Perl, PHP, ASP, 

user
Stempel
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ASP.NET, JSP, Coldfiisio, etc. The most common (by a large 

margin from the rest) today are PHP and ASP.NET [8]. 

PHP (Hypertext Preprocessor) is a language for writing 

server-side scripts. The language interpreter is free and open-

source, versions have been created for various web servers, 

primarily for Apache and Internet Information Services [2]. 

The advantages of PHP are: fast customization of a ready-

made solution (for example, overlaying a new design on an 

existing site, which is managed by a CMS); a large number of free 

solutions on this platform; absolute free of charge; simplicity 

of language; any data in a language can implicitly be textual. 

ASP.NET (Active Server Pages .Net) is a tool for developing 

web applications from Microsoft. Asp.net is not a programming 

language, it is a technology that includes many components [7]. 

The advantages of ASP.NET include: availability of visual 

programming tools – reducing development time by 2 or more 

times; implementation of the application object model; executable 

code – compiled application; Microsoft.net technology support 

is built into Microsoft OS; built-in support for AJAX technology – 

any form element can be executed in the "classic" native version 

or using AJAX [7]. 

For an experimental study of the effectiveness of development 

technologies, it is necessary to create a website and evaluate 

which technology made it possible to achieve the set goals as 

much as possible while spending a minimum amount of time and 

effort to implement the project. 

Thus, after the implementation of the project, it is necessary to 

analyze the development process and identify by means of which 

technology it was possible to achieve the maximum result, and 

estimate the time during which this result was achieved. 

Thus, after the implementation of the project, it is necessary to 

analyze the development process and identify using which 

technology it was possible to achieve the maximum result and 

estimate the time during which this result was achieved. 

To implement this system, the following set of subsystems 

is required: 

1) Application with a graphical interface for Windows. 

2) Api – a server application for working with data written 

in php. 

3) MySQL – a database for storing registered users and data 

on diagnostics of functional units, which is not desirable to 

replace, otherwise you will have to rewrite most of the server 

application. 

4) Chrome, since the application is written based on a chrome 

application in JavaScript, and if it is replaced, you will have 

to rewrite almost the entire client application.  

1.1. Functional requirements 

In this subsection, we will define what functionality will be 

in the application. To do this, we will use a use case diagram. 

Registration

Authorization

Unauthorized user
 

Fig. 1. Diagram of application use cases for an unauthorized user 

Figure 1 shows a diagram of the application use cases 

for a user who has not yet been logged into the application. 

This diagram shows that to access any functions of the 

application, you must have your account in this application. 

1) Authorization. The first thing a user needs to start working on 

the application is to log in to the system using their account. 

As soon as the user is logged in, the application creates 

a request through the server to the database and checks if this

user exists with this password. If such a username and 

password are in the database, then an answer comes about the 

authorization of the user, if such a user was not found, then the 

answer comes that "The username or password was entered 

incorrectly. 

2) Registration. If the user does not have an account, then his 

first step is to create an account before he can start working 

in the application. When the user clicks the registration button, 

the application opens the corresponding form, which he must 

fill out. Upon completion of this, a request will be created, and 

as a result of the execution of which a new account will be 

created in this application with the data of this user. Then he 

will be able to start working on this application. 

 

Figure 2 shows a diagram of the use cases for the application. 

This diagram shows all the capabilities of this application from 

the point of view of a simple Operator and Administrator. 

The following main factors can be distinguished that interact with 

this system. 

Print report

View measurement 

history

Settings

Account setup

Start diagnostics

Operator

 

Fig. 2. Diagram of application use cases after authorization in the system 

1) Operator (Administrator). An application user is an operator 

who performs the actual diagnostics of a functional unit or an 

administrator who is responsible for the system's performance, 

the work of operators, etc. Depending on the role, the user 

is assigned different access rights. So, for example, if a user 

has administrator rights, he can not only view the history 

of diagnostics of all functional units but also change or even 

delete any of the accounts of any of the operators. 

2) To start diagnostics. After authorization, if the authorized user 

is the Operator, then he can start the calibration after he sets 

up the calibration process itself. And he can configure this 

in the diagnostic parameters, which can be set in advance. 

3) To print the report. After completing the work, the operator 

can print the entire report for the entire working day. The 

report will indicate the number of the functional unit, the time 

when it was checked, which of the operators checked it, what 

indicators the operator received at the end of the diagnosis, 

and whether this functional unit is defective or not. But you 

can also get all this data for any period of work and any of the 

operators. 

4) To view the history of measurements, for example, if at the 

end of the week you need to view the entire history of 

measurements and then print the necessary data for a certain 

period or a certain operator, then this can be done in this 

function. In other words, first, you view the history of all 

diagnostics, and then a report is generated based on this data 

and printed. 

5) Diagnostic parameters. Before proceeding with the 

diagnostics, the operator must enter the appropriate 

parameters, which he can obtain by diagnosing the calibration 

pair, which is already with a defect in the bearing. Then he can 

proceed with the calibration of other functional pairs that need 

to be checked. 

6) Setting up accounts. When a user is logged in and his account 

has administrator rights, then he has access to this function, 

which allows not only completely changing the account data, 

but also completely deleting the account. And the changeable 

data also includes the issuance or removal of administrator 

rights from any account. 
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When describing the architecture of the developed application, 

a general component diagram was designed to display the 

interaction of the logical parts of the application, which is shown 

in figure 3. 

 

Fig. 3. Diagram of the components of the designed system 

MySQL is the database that stores all measurement 

and account data for all operators. 

PHP-cgi is an HTTP server with a back-end application on it, 

which processes data and requests from the client application and 

sends the necessary data from the database: 

 add user – the function responsible for registering new 

accounts; 

 change user – the function responsible for changing the 

account and for changing the account data; 

 delete user – the function responsible for deleting an account; 

 get measure chart – a function responsible for receiving "raw" 

data, that is, without processing; 

 get measures –function responsible for obtaining measurement 

results after diagnostics; 

 login – the function responsible for user authorization; 

 save measure – Saving measurements obtained during 

diagnostics; 

 user list – a list of all user accounts; 

 auth is a function that is responsible for user authorization, 

that is, it checks the existence of a particular account. 

 

Chrome App – A client web application that is responsible for 

obtaining data on the nodal pairs using two sensors that measure 

vibration and then receive the standard deviation, based on which 

you can find out whether the bearing is working or repairs are 

required: 

 login – a function that generates a request to the server 

for user authorization; 

 print – a function that is responsible for printing the generated 

report on the diagnostics of the bearings of the nodal pairs; 

 start – the function responsible for the beginning of receiving 

data from sensors that measure vibration; 

 disconnect – a function that is responsible for disconnecting 

an account, in other words, an exit; 

 users – a function that opens a list of users who are registered 

in the system; 

 history.cancel & history.filter – functions that are responsible 

for applying a specific filter in the history of all diagnostics 

per-formed, all functional pairs; 

 save_measure – the function is responsible for saving the data 

that was received after diagnostics of the node pair; 

 settings.cancel – the function that is responsible for canceling 

the settings, returning all diagnostic parameters to their default 

values; 

 settings.start_calibration – the function responsible for starting 

the calibration, this is the diagnostics of the calibration 

functional pair, which is known in advance to be defective; 

 users.add – a function that generates a request to the server to 

add new users, i.e. creating a new account; 

 users.modal.add, users.modal.change, users.modal.delete – 

functions that are responsible for all operations that an 

operator with administrator rights can carry out, for changing 

account information, for deleting an account, for adding data 

to an account, for example, issuing administrator rights. 

 

All data to the application is received and sent in JSON 

format. This format was chosen for readability and lightness, 

rather than, for example, XML. 

1.2. Description of the database 

The application has its own local database, which stores 

information not only about all accounts, but also about all 

performed calibrations, all node pairs. And all this information is 

stored in JSON format. List of tables and values: 

Measuring table: 

 ID (Integer) – identifier; 

 calibration (TinyInt) – data obtained during the diagnostics of 

the calibration functional pair; 

 wheelset_number (Integer) – number of functional pair; 

 operator_id (Integer) – operator identifier; 

 operator_opinion (Text) – operator's opinion, which he makes 

after diagnosing a functional pair; 

 date (Biglnteger) – date of the diagnostics; 

 sensor1 (Json) – sensor # 1; 

 sensor2 (Json) – sensor # 2; 

 sensor1_max_sko (Integer) – maximum RMS value from 

sensor # 1; 

 sensor2_max_sko (Integer) – maximum RMS value from 

sensor # 2; 

 sensor1_ max (Integer) – maximum value of raw data, without 

processing from the first sensor; 

 sensor2_max (Integer) – maximum value of raw data, without 

processing from the second sensor: 

 sensor1_solution (TinyInt) – shows the state of the functional 

pair to sensors # 1; 

 sensor2_solution (TinyInt) – shows the state of the functional 

pair to sensors # 2. 

Session key table: 

 user (Integer) – data of the account of the operator who 

diagnosed one of the functional pairs; 

 key (VarChar) – foreign keys; 

 auth_date (TimeStamp) – date and time of the diagnostic 

session. 

Users table: 

 ID (Integer) – account identifier; 

 login (VarChar) – account login; 

 pass (VarChar) – account password; 

 first_name (VarChar) – the name of the operator in the 

account; 

 middle_name (VarChar) – middle name of the operator in the 

account; 

 last_name (VarChar) – operator's surname in the account; 

 admin (TinyInt) – the presence or absence of rights; 

 deleted (TinyInt) – the account has been deleted or not. 

2. Implementation of the application 

The application was implemented in the Netbeans IDE, an 

open-source environment for software developers. The 

environment provides all the tools you need to create professional 

desktop applications, enterprise, mobile and web applications on 

the Java platform, as well as C / C ++, PHP, JavaScript, Groovy, 

and Ruby.  
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The client application was implemented in JavaScript (js) 

and the backend was implemented in PHP. PHP is a server-side 

programming language that runs on the server-side, while 

JavaScript is executed in the browser on the user side. 

JavaScript – Supports object-oriented, imperative b functional 

styles. Plus, a large number of all kinds of frameworks have been 

created for it, sharpened for different tasks, and facilitating 

the development process. 

PHP is a programming methodology based on representing 

a program as a collection of objects, each of which is an instance 

of a certain class, and the classes form an inheritance hierarchy. 

Ideologically, OOP is an approach to programming 

to modeling information objects, which solves at a new level 

the main task of structured programming: structuring information 

from the point of view of controllability, which significantly 

improves the controllability of the modeling process itself, which, 

in turn, is especially important when implementing large projects. 

After starting the application, the operator can log into his 

account and start his work, or find the necessary data and print it. 

After going through the authorization process, the operator can 

immediately start diagnostics if the diagnostics settings have been 

preset. The operator can print a report on the diagnostics 

of functional pairs, absolutely for any period. The report will 

reflect all the information about each diagnostic process. Based 

on information from history, a report is formed and determined. 

In other words, in history, you can find out for what period 

the report needs to be generated for reporting. 

3. Conclusion 

The current state of technologies of vibration control 

of equipment with measurement of vibration parameters 

is considered and analyzed in the work. The simplest means 

of vibration control includes a measuring transducer, an analyzer 

(actually a vibrometer), as well as an external program for 

collecting and analyzing measurements. The issue of developing 

an application for vibration diagnostics of bearings is considered. 

All the main positions were analyzed that are associated with 

the design, development and commissioning of applications 

for vibration diagnostics of bearings of functional pairs of critical 

structures. The following tasks were completed: 

1) The materials and experience of development in the field 

of creating web applications, conducting vibration diagnostics 

and checking bearings for wear using vibration diagnostics 

have been studied.  

2) Analyzed technologies that will be useful in the development 

of this application and which will help to simplify its 

development.  

3) Based on the data obtained, an application for vibration 

diagnostics of bearings of functional pairs of critical structures 

was developed and implemented. 

4) The results were analyzed and the efficiency of the application 

for vibration diagnostics of bearings of functional pairs was 

determined. 

 

The web application is fully implemented under the Windows 

operating system. 

 As a result of the work done, the following conclusions 

can be drawn: 

 the architecture of the application is built based on the chrome 

application; 

 an application for vibration diagnostics of bearings 

of functional pairs of critical structures has been implemented; 

 convenient search and automatic generation of reports 

of necessary data on diagnostics of bearings of functional pairs 

of critical structures is organized; 

 a back-end application was developed to process the received 

data and interact with the database. 

 

The work aimed at designing an application for vibration 

diagnostics of bearings will improve the efficiency of defect 

detection based on the results of vibration measurements 

and promptly eliminate detected bearing defects without 

disassembling the functional unit itself. 
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Abstract. Non-invasive diagnosis of skin cancer is extremely necessary. In recent years, deep neural networks and transfer learning have been very 

popular in the diagnosis of skin diseases. The article contains selected basics of deep neural networks, their interesting applications created in recent 

years, allowing the classification of skin lesions from available dermatoscopic images.  

Keywords: deep neural networks, transfer learning, dermatoscopic images, skin lesions diagnostics 

GŁĘBOKIE SIECI NEURONOWE DLA DIAGNOSTYKI ZMIAN SKÓRNYCH 

Streszczenie. Nieinwazyjna diagnostyka nowotworów skóry jest niezwykle potrzebna. W ostatnich latach bardzo dużym zainteresowaniem w diagnostyce 

chorób skóry cieszą się głębokie sieci neuronowe i transfer learning. Artykuł zawiera wybrane podstawy głębokich sieci neuronowych, ich ciekawe 

zastosowania stworzone w ostatnich latach, pozwalające na klasyfikację zmian skórnych z dostępnych obrazów dermatoskopowych.  

Słowa kluczowe: głębokie sieci neuronowe, transfer learning, obrazy dermatoskopowe, diagnostyka zmian skórnych  

Introduction 

In recent years, skin cancers, and in particular melanoma, have 

been quite often diagnosed in the world. Malignant melanoma 

develops in the human body very quickly, according to statistics 

in 2016 in Poland over 3,600 people fell ill with it, and over 1,300 

people died from it [39]. Still, too few patients report skin nevi to 

dermatologists, and early diagnosis in the case of cancer is crucial. 

Dermatoscopy comes to the aid of doctors. It allows for non-

invasive high-resolution images of the skin. On its basis, doctors 

make a preliminary diagnosis. 

With the help of doctors, diagnostic tools based on artificial 

intelligence were launched [5, 22]. Deep learning and other 

machine learning techniques have helped to increase the efficiency 

of medical image analysis. This is an area of machine learning in 

which subsequent layers of the network learn with each step better 

representations based on the information provided. The use of 

deep convolutional neural networks (DCNN) in recent years has 

been leading the way in the giagnostics of skin nevi. Many works 

have been created to effectively diagnose skin cancers [8, 21]. 

The use of selected segmentation and classification methods 

allows to achieve even better diagnostic success [12, 17, 28, 37]. 

Dermatoscopic image databases contain many images 

of a given case of the disease, which has been confirmed 

by histopathological examination. Properly prepared, they are 

input data for the process of training neural networks. The most 

commonly used databases with diagnosed dermatoscopic images 

by researchers include: ISIC [18], MED.-NODE [27], PH2 [30], 

PAD-UFES-20 [29], DERMOFIT [6]. Images from a given class 

are grouped and subjected to a process of initial preparation, 

regions of interest (ROI) are distinguished. The next stage 

is most often the segmentation of the cutaneous birthmark. The 

beginning of the classification of cutaneous nevi included binary 

classification [3, 14]. However, further development of technology 

has made it possible to create more classes. Currently, it is 

possible to make a classification for 5, 6, 7 and even 10 different 

skin diseases.  

1. Deep neural networks basics 

The use of models based on deep learning was possible thanks 

to the implementation of appropriate algorithms. A multi-layered 

network model is created and input data is provided to the model 

in the form of medical images. Each of the many layers 

of the model processes more complex elements of the input image. 

Many operations were performed on the images delivered 

to the network, which ultimately lead to the output. Diagnosis 

belongs to these data. Deep neural network architectures include: 

multilayer perceptrons, limited Boltzmann machines, deep belief 

networks, convolutional neural networks (CNNs), recursive neural 

networks. Very good effects are observed due to the emergence

of new models of convolutional neural networks. Increasing 

the computing capabilities of computers has slowly moved 

to the development of new techniques for effective deep network 

learning. It is possible to diagnose skin cancers and benign lesions 

from dermatoscopic images more and more effectively. 

Convolutional neural networks are the most popular tool used 

to classify medical images. Convolutional layers, on the other 

hand, learn local patterns selected from the image. Figure 1 shows 

typical weave network architecture. The basis of the network 

is the convolution base. It consists of an input layer and several 

convolutional layers connected to each other by pooling layers. 

Neurons are connected to neurons of the higher layer (pooling). 

Neurons in the convolution layers of the first layer are combined 

with pixels in the reception fields of the input image. In contrast, 

neurons from the second layer connect to a small area of the first 

layer. In the reception fields, e.g. with dimensions of 33 or 55, 

there are local patterns that the network finds. In each subsequent 

hidden layer, the network focuses on more details of a given 

feature. With more layers, you can analyze features with more 

detail. The last layer calculates forecasts, often it is a softmax 

layer. It is designed to estimate the probability of an image 

belonging to a given specific class. 

 

Fig. 1. Typical convolutional network architecture [34]  

Linking layers are designed to sub-sample feature maps, 

reduce the load on algorithm calculations and the number 

of parameters. They do not need scales, they include the 

processing of input data by the aggregation function. Extraction 

windows process feature maps. After the convolution base, there 

is a classifier. The data contains its representations and the trained 

model determines for a given image belonging to a specific class, 

which is determined with a certain probability. 
Transfer learning is very helpful in medical diagnostics. 

This is a type of machine learning that is based on learning new 

tasks based on previously acquired knowledge. It allows you to 

increase the efficiency of model learning even for a smaller 

amount of data. This is important in the case of dermatoscopic 

images, because not all available databases contain many images 

to fully reflect the specificity of a given skin disease in the image. 

user
Stempel
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2. Used model examples 

Initially, DNN was used for deep learning using the AlexNet 

architecture, GoogleNet. There are many network models 

available today. The basic ones selected for work on medical 

images include VGG, ResNet, MobileNet [15], DenseNet [16, 37], 

MobileNetV2 [33], InceptionV3. Some of the networks are 

created by combining the architecture of 2 or 3 other networks: 

NASNet, Xception, InceptionV3, InceptionRes-NetV2 and many 

others. The Keras library [21] is one of the most commonly used 

in the creation of networks for the classification of skin lesions, 

it uses transfer learning. 

Each of the networks has characteristic elements that build it, 

including convolution, maxpool, soft max and fully connected 

layers. However, they differ in the number of layers and 

connections between them. One of the most frequently tested 

networks is VGG. This network is characterized by the smallest 

topological depth with a small 3×3 weave filter. Among the VGG 

networks, the most successful were two of them VGG16 

(figure 2a) and VGG19. VGG16 is made up of 13 convolutional 

layers and three fully connected layers. Both networks use small 

3×3 strand filters. This increases the topological depth of the 

network and contributes to a more effective learning process. 

The ResNet network model [13] is characterized by a very 

deep structure, has as many as 152 layers. The problems related 

to the depth of the network include: difficulties in training, high 

training error, disappearing gradient. In this network, 3×3 filters 

are most often used. 1×1 convolution layers deepen the lattice 

and increase nonlinearity by applying the ReLU function after 

each 1×1 convolution layer. In this network, fully connected 

layers are replaced with a pooling averaging layer, which reduces 

the number of parameters. This structure provides the network 

with learning deeper representations of functions with fewer 

parameters. The ResNet diagram is shown in figure 2b. 

 
a) 

 
b) 

Fig. 2. Diagram of the VGG16 (a) and ResNet (b) network models [24] 

3. Application examples 

Deep neural networks are used to diagnose many skin 

diseases, mainly diagnosed cancers from dermatoscopic images 

are: squamous cell carcinoma, malignat melanoma, basal cell 

carcinoma. Among the most commonly diagnosed benign skin 

birthmarks should be mentioned: nevus, pigmented benign 

keratosis and seborrheic keratosis. Diagnostic systems based 

on deep neural networks allow to make binary classification, 

but also in high efficiency recognize simultaneously 3 [25], 5 [26], 

7 [4, 36], 8 [37] and even 10 [10] different classes.  

The use of machine learning tools, artificial intelligence 

and neural networks competes very effectively with human 

knowledge [10]. Figure 3 shows the entire scheme of action when 

selecting the segmentation of skin lesions and their classification. 

It takes into account the selection of the most popular databases 

of dermatoscopic images, the selection of the segmentation 

method and the selection of the network model needed for binary 

or multi-class classification. It assumes obtaining results based 

on a binary classification and two multi-class classifications 

(3 classes and 7 classes). Individual classes are marked with 

letters: include benign (B), seborrheic keratosis (SK), basal cell 

carcinoma (BCC), actinic keratosis (AK), dermatofibroma (DF), 

vascular lesion (VL) and melanoma (M). 

 

Fig. 3. An exemplary scheme of action during segmentation and classification of skin 

lesions [2] 

 

Fig. 4. ROC curves for test groups [36] 

Works comparing the diagnostic capabilities of algorithms and 

experienced doctors are being created. In [36], the researchers 

undertook extensive research that aimed to compare the diagnoses 

of medics with randomly selected images. The results of the 

doctors' diagnoses were compared with more than 130 machine 

learning algorithms from the International Skin Imaging 

Collaboration 2018. Among the medics were board-certified 

dermatologists, dermatology residents and general practitioners. 

Figure 4 shows ROC curves for diagnostic efficacy to distinguish 

between malignant and benign skin lesions. The graph compares 

diagnostic capabilities single human (blue dots), vote human 

frequency (purple line), MetaOpima Technology (red line), 

DAISYLab (dark blue line) and Medical Images Analysis Group 

(green line). Higher diagnostic efficiency is achieved by 

algorithms using machine learning than human diagnostic 

capabilities. 

Achieving high diagnostic effectiveness of algorithms based 

on DNN is possible due to the use of properly selected databases, 

selection of images for training, validation and test sets. Choosing 

network models and properly tuning its parameters is also 

not a simple task. It is also important to choose the number 

of epochs when training the network. 
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Each of the teams tries to draw knowledge and experience 

from the work already developed so that there is a continuous 

development of algorithms. Often, the achievements of several 

researchers are modified and combined into one work [35]. 

To obtain a high AUROC value, the classification layers 

of several models are combined into one, which ensured 

the competitiveness of such modified models [11, 23]. High-

resolution dermatoscopic images are also used for classification 

to more effectively use patches-based models of skin lesion [9]. 

Table 1 shows the results for segmentation and classification using 

deep neural networks. Their accuracy ranges from over 80% to 

almost 98%. They also use transfer learning. 

Table 1. Results for the segmentation and classification CNN’s models in recent 

years 

Authors Used metod Accuracy 

[38] Transfer Learning using VGG16 80.3% 

[20] Transfer Learning using ResNet50 83.5% 

[32] Transfer Learning using DenseNet201 95.9% 

[1] Stacking ensemble of fine-tuned models 97.9% 

[7] ResNet-50 95.8% 

[7] Xception 92.9% 

[31] Transfer Learning using ResNet50 GANs 95,2% 

[2] ResNet-50 81.6% 

 

There are also works that modify known network models, 

models are also created that connect them with each other. In [1] 

the Stacking ensemble of fine-tuned models shown in figure 5 was 

created, it combines 4 network models: Xception, DenseNet201, 

DenceNet121 and Inception-ResNet-V2 and gives satisfactory 

results, its accuracy is 97.9%. The cumulative model was created 

to increase the efficiency of the best 4 network models. The use 

of team learning reduces variance. The presented concept assumes 

deep learning of stacked 4 models of pre-trained models. Stacking 

is a modification of the averaging unit. He is responsible for 

teaching the new model by combining already existing submodels.  

 

Fig. 5. Diagram of stacked ensemble model [1] 

Also intriguing are deep learning techniques contraindicated 

on full convolutional networks (FCNs). They become effective in 

segment the image by using a huge amount of data during multi-

level learning. Figure 6 shows the architecture of this network 

model.  

 

Fig. 6. Full architecture of the model from [19] 

4. Discussion and conclusions 

The methods proposed in the work are helpful in non-invasive 

diagnosis of skin lesions. They can effectively identify skin 

diseases based on dermatoscopic images. It is assumed that 

the ideal solution would be the testing of automated diagnostic 

systems based on deep neural networks by experienced 

dermatologists. This would make these 2 groups angry and help 

many people regain their health. In the future, automatic 

classifiers will work under human supervision. Further 

development of all methods based on deep neural networks 

and transfer learning will definitely increase the effectiveness 

of skin lesions diagnostics. 
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Abstract. Structural calculation scheme of the hydropulse device for vibration cutting with built-in ring with pressure pulse generator (PPG) is considered. 

On the basis of the structural scheme and cyclogram of the working cycle of the device, its dynamic and mathematical models were developed, in which 
the hydraulic link is represented by a visco-elastic model of the working fluid (energy carrier) composed of the inertial elastic and dissipative elements 

(Kelvin-Foyga's body). 

Keywords: mathematical model, dynamic model, hydropulse device, ring spring, frequency, amplitude 

MODELE DYNAMICZNE I MATEMATYCZNE HYDRAULICZNEGO URZĄDZENIA 

IMPULSOWEGO DO CIĘCIA WIBRACYJNEGO Z GENERATOREM IMPULSÓW 

WBUDOWANYM W SPRĘŻYNĘ PIERŚCIENIOWĄ 

Streszczenie. Rozważa się schemat konstrukcyjny i projektowy hydraulicznego urządzenia impulsowego do cięcia wibracyjnego z wbudowanym 
generatorem impulsów ciśnieniowych ze sprężyną pierścieniową (PPG). Na podstawie schematu strukturalnego i cyklu pracy urządzenia opracowano jego 

modele dynamiczne i matematyczne, w których ogniwo hydrauliczne reprezentowane jest przez lepkosprężysty model cieczy roboczej (nośnika energii), 

złożony z bezwładnych elementów sprężystych i dyssypacyjnych (ciał Kelvina-Foiga). 

Słowa kluczowe: model matematyczny, model dynamiczny, hydrauliczne urządzenie impulsowe, sprężyna pierścieniowa, częstotliwość, amplituda 

Introduction 

Vibration cutting and vibration turning in particular, 

in comparison with conventional turning, have a number of known 

technological advantages, especially when processing viscous 

materials such as stainless steels and titanium alloys [6]. 

The massive introduction of vibration cutting processes 

is constrained by the practical absence of compact, with a wide 

range of vibration loading parameters, devices. The authors 

of the work proposed a number of designs for devices 

for vibration cutting on the basis of a hydropulse drive using 

elastic elements of high rigidity such as slit, plate and ring springs 

[16]. The novelty of the developed designs is confirmed by dozens 

of patents for utility models of Ukraine.  

The purpose of conducting theoretical studies of dynamic 

processes, which reflect their course in the studied devices, as well 

as their experimental verification, which establishes the adequacy 

of the mathematical model to real physical processes, is the 

development of a scientifically based methodology for the design 

calculation of the created structure, which allows optimization 

of its design parameters [5, 6, 7]. 

1. Analysis of research methods 

Research of oscillating systems by theoretical methods 

[5, 7, 9] is in most cases carried out by researching mathematical 

models, in particular hydraulic impulse machines – by researching 

the mathematical model of the executive links in the form of 

differential equations of motion and equations of the consumption 

of the energy carrier flowing through the pressure pulse generator 

(PPG) during the working cycle. In the case of applying 

the macromodeling method to simplify the original mathematical 

model, only those variables that influence, in the researcher's 

opinion, the most, are taken into account in the initial space 

of variables. Other unaccounted for effects can be taken into 

account in a parametric form by changing the coefficients near 

the considered variables for the case of multiplicative effects 

or by introducing free terms in the equations for the case 

of additive effects. This approach is quite often used to simplify 

the mathematical models of the hydraulic impulse drive, 

in particular, the PPG operation is considered to be instantaneous 

("relay"). With this approach, it is not possible to adequately 

describe the dynamics of this issue, and it creates significant 

discrepancies between the results of theoretical and experimental 

research. 

In our opinion, studies of simplified models that describe 

the cycle of the hydraulic impulse vibration drive as a single-act 

process [2, 10] significantly reduce the correctness of the results 

of theoretical studies of the processes taking place in the vibration 

drive and the machine as a whole. 

Modern software tools for mathematical modeling of physical 

processes make it possible to study the dynamics of processes 

occurring in oscillating systems without simplifying mathematical 

models. Taking into account all stages of the work cycle of the 

drive elements ensures the possibility of creating correct methods 

for the design calculation of the design of the machine or device. 

The mathematical models of the hydropulse drive, built 

on the basis of a detailed step-by-step analysis of the driving cycle 

of the drive [9, 12], are more correct, and the engineering 

calculation methods developed on the basis of these models allow 

to determine the design, power and power parameters of the PPG 

and the drive, which more precisely with the experimentally 

established ones under the same conditions initially set during 

simulation [11, 15]. 

An important aspect of mathematical models and methods 

of calculating the hydropulse drives is the choice of model 

of energy. Known mathematical models of the drive are based 

in the simplest forms on the "rigid" [10, 13] model of the energy 

carrier, which does not take into account the elastic and viscous 

characteristics of the energy carrier, and in more precise forms 

an „elastic” energy carrier model is used that takes into account 

the elastic properties of the fluid [3, 8, 14]. 

2. Theoretical studies 

The structural scheme of the hydropulse device for vibration 

cutting with a built-in ring spring (further RS1) by a pulse 

pressure generator in a constructive form is shown in Fig. 1. 

The device consists of two hydraulically connected units – the 

PPG and the hydraulic cylinder of the drive in a vibratory 

movement, for example a turning cutter for radial vibration. 

The PPG contains a locking element in the form of a valve-spool 

of 1 mass kзm , the right-hand side (according to the drawing) 

which is a supporting ring of a ring-spring PPG (RS1) with 

user
Stempel
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rigidity 
1k  and mass 

1km , consisting of a set of outer 2 and inner 

3 rings that interact with each other by the mediation of internal 

and external conical surfaces. The pre-deformation 
01y of the PPG 

ring spring is controlled by means of a screw 4 that moves 

the pressure plunger 5, the left end (which is illustrated) 

is designed as the second bearing ring RS1. The plunger 5 

is sealed with a rubber ring of 6 round sections. The body 

of the PPG and the device in general is not conventionally shown 

in Fig. 1 

With the block of the hydraulic cylinder actuator (located 

in the unit body, like the PPG), the PPG is combined through 

a common pressure cavity A (hole diameter 
1d ). The hydraulic 

cylinder consists of a plunger of 7 with a mass 
plm  compacted 

by a rubber ring 8. On the right (in the drawing) of the end 

of the plunger 7, a protrusion is formed which is the support 

and guide surface of the bearing ring 9 of the ring spring, 

the hydraulic cylinder (RS2). the stiffness 
2k and the mass 

2km . 

RS2 consists of external 10 and internal 11 rings and two 

identical in shape and sizes of support rings 9 and 12. The rings 

RS2 are in contact with each other through the inner and outer 

conical surfaces. The pre-deformation 
02y  of the RS2 

is controlled by means of a collar nut 13 that is screwed onto 

the threaded projection 14 of the device casing conventionally 

shown by an icon „х”. The nut 13 clicks on the step cap 

15 in the inner dull groove which places and regulates the left 

(as shown in the drawing) bearing ring 12 RS2. The nut 

13 is locked with a spline nut 16. 

In the rectangular aperture of the step cap 13, a cutter 

17 is provided, equipped with a cylindrical rod 18 with a buccal 

ledge. The right part of the rod 18 (behind the buckling protrusion) 

enters the landing gear in the central hole of the plunger 7, 

and a spring 19 is installed on the left part of the rod 18 (in front 

of the hill), with one end resisting the bust of the rod, and the other 

to the cover 13. The spring 19 is installed during the assembly 

of the hydraulic cylinder with the estimated pre-deformation 

and carries the axial pre-fixing of the cutter 17. 

In order to provide a stable mode of landing the valve-spool 

1 at the end of its reverse, a throttle 20 is provided. The function 

of the throttle 20 can be provided by the gap in the conjugation 

of the valve-spool 1 by the diameter 
2d of the mortar in the body 

(or the sleeve in the real construction) of the device or by 

the experimentally selected folding length 
L dl h  (here 

dh  – a 

positive overlap of the spool valve part-spool 1) connects 

intermediate B and drain C device cavity. The placement cavity 

RS1 is connected to the drainage cavity with radial openings „a” 

in the direct part of the valve-spool 1. 

Power supply of the working fluid (energy carrier) is carried 

out from a compact hydro pump station, which connects to the 

device with two flexible hoses of high pressure. The energy 

supply sleeve joins the pressure cavity A, and the sleeve 

of the drainage C connects the latter with the hydraulic tank 

of the station. 

Given the radial stretching of the outer rings 2 and 10 RS1 

and RS2 during their working deformation, the cylindrical 

surfaces of the outer rings 2 and 10, which RS1 and RS2 

are guided in the holes of the device body, are tied to the surfaces 

of the holes of the hull under running landings not exceeding 

9-10 qualifications. Since, in abso-lute value, the radial 

deformations of the rings are small, the gaps that provide 

the named qualities are guaranteed to exclude the possible 

stitching of the rings [1, 4, 17]. 
The „opening” pressure of the PPG is determined by 

the known dependence [3, 14, 16] 

 2 2

1 1 01 1 1 01 1 1 01 14 ( ) 0,785 ,p k y A k y d k y d       (1) 

where 2 2

1 1 1/ 4 0,785A d d   – the area of the cross-section along 

the facet of the valve-spool 1 for its small diameter 
1d  (the first 

degree of sealing of the sealing element of the PPG – valve-spool 

1), provided that the sealing is carried out on a facet of small 

width, which can be calculated according to the formulas given 

in the work [17]. 

The movement of the plunger 7 of the hydraulic cylinder 

of the drive of the cutter 17 in the vibrational movement will 

begin after the increase in the pressure of the energy carrier 

in the pressure cavity A to the level (without taking into account 

frictional forces between the plunger 7 and its guiding surface) 

  2 2

2 02 3 2 02 3 2 02 3/ 4 0,785 ,cp k y A k y d k y d    (2) 

where 
cp  – stationary pressure of the energy carrier, at which the 

plunger 7 movement begins 7; 2 2

3 3 3/ 4 0,785A d d   – square 

cross-section of the plunger 7. 

The maximum possible displacement of the plunger 7 

and the cutter 17, because due to the force of the spring 19, 

it is located with a plunger 7 in a rigid contact, can be estimated 

from the equation of dynamic equilibrium: 

The maximum possible displacement 
maxFh  of the plunger 7 

and the cutter 17, because due to the force of the spring 19, 

it is located with a plunger 7 in a rigid contact, can be estimated 

from the equation of dynamic equilibrium: 

 
 1 3 2 02 maxFp A k y h  

 (3) 

where 

 
2 1

max 1 3 2 02max 1 3 2/ 0,785 .Fh p A k y p d k  
 (4) 

The displacement 
Fh  of the plunger 7 is essentially 

the amplitude of the vibration oscillations of the cutter 17 and, 

as can be seen from dependence (4), can be regulated by changing 

the energy pressure 
1p  and previous deformation 

02y  of the RS2. 

 

Fig. 1. Structural diagram of the hydropulse device for vibratory turning device with a pressure pulse generator built into the ring spring PPG 
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3. Results 

Taking into account the given structure of assumptions 

and the oriented cyclogram of the working cycle [11, 12, 15], 

the dynamical models of the direct (Fig. 2a) and reverse (Fig. 2b) 

moves of the valve-spool 1 and plunger 7 (cutter 17) (see Fig. 1) 

they consist of two lumped masses 
1m  and 

2m  interact with HL, 

in the form of connected parallel elastic 
ork  and dissipative 

oc  

elements, due to the transfer ratios 
01(02)U  and 

03U . HL during 

the operating cycle of the device deforms with variable speed 
orx  

in directions .orx  

Moving masses
1m  and 

2m  during their direct (
1Fу and 

2Fу ) 

and reverse (
1Zу and 

2Zу ) moves counteract the positional forces 

of elastic resistance, which are characterized by stiffness 

1,k 2k and 
3k viscous resistance, the level of which is determined 

by the coefficients 
1c  and 

2c  and velocities 
1 ,Fу  

2 ,Пу  
1Zу  

and 
2Зу  by the force of dry friction R and the force of cutting 

yF , 

which supposed to act only during direct mass 
2m  movement. 

An important point in the use of RS1 and RS2 as power elastic 

elements of the PPG and the hydraulic cylinder of the drive cutter 

17 in the vibratory motion is to determine their rigidity 

and deformation (deposition) under the action of the maximum 

axial forces acting on RS1 
1maxаF  and RS2 

2maxаF  

 
2max 1max 3,аF p A   (5) 

 
1max 1max 2;аF p A   (6) 

where 
1maxp – the maximum possible pressure „opening” the PPG. 

 

 

Fig. 2. Dynamic models of direct a) and reverse b) mass movements 
1т  and 

2m  

The determination of the rigid and structural parameters 

of RS1 and RS2 can be made on the basis of known works [4, 17] 

in the calculation and design of ring springs. 

To construct a mathematical model of the device for vibration 

cutting, the initial dynamic models of direct and reverse moves 

of the model of direct and reverse mass movements 1m  and 2m

expediently to simplify the principle of dismemberment [15] 

by bringing the HL to mass 
1m  and 

2.m  

As a result of this reduction, we obtain four simple dynamic 

models of direct (Fig. 3a, b) and reverse (Fig. 3c, d) of mass 
1m  

and 
2m .  

On the basis of the principle of D'Alembert, we compile 

with the help of the given dynamic models the differential 

equations of the movement of the valve-spool 1 (mass 
1m ) 

and the executive link of the device of the plunger 7 (cutter 17) 

(mass 
2m , see Fig. 1) during the moves: 

direct 
01 0 02( )rx x x  :–  

0,25

1 1 01(02) 1(2) 1 1 1 01 1 1 01(02) 0 1(2) 1

0,25

2 2 03 3 2 2 2 02 3 2 03 03

0 3 2 2 2

( ) ( ) ( );

( ) ( ) ( )

( ) ;

П or A П П П A П

П or A П П П

A П y П

m y U k x y k y y c y U c x y

m y U k x y k y y k y y U

c x y R F c y

         


        
    


(7) 

reverse 
02 0( 0)rx x  : 

 

 

0,25

1 1 1 01 1 01(02) 1(2) 1 01(02) 0 2(1) 1 1 1

2 2 2 02 max 2 3 03 max 2 03 3 max 2

03 0 3 max 2 2 2

( ) ( ) ( ) ;

( ) ( ) ( )

( ) ,

З k З or A k З A З З

З П З П З or A П З

r A П З З

m y k y h y U k x h y U c x y c y

m y k y h y k y h y U k x h y

U k x h y R c y

             
          


   

(8) 

where 

 
1

01 1 0 ;orx p A k 
 (9) 

 
1 0,5 0,5

02 2 0 01 21 1 02or kx p A k x U k h U     
 (10) 

the boundary deformations of HL; 2 2

21 1 2U A A   for 
10 F ky h   

and 
10 ;Z ky h  1(2) 01(02);А orx x U   

1(2) 01(02);А orx x U   (
1(2)Аx  

and 
1(2)Аx  are determined by changes 

01(02)U  on the interval 

10 F ky h   ); 
1(2) 01(02);А orx x U   

1(2) 01(02);А orx x U   (
1(2)Аx  and 

1(2)Аx  are determined by changes 
01(02)U  on the interval 

10 F ky h  ); 
2(1) 01(02);А orx x U   

2(1) 01(02);А orx x U   (
2(1)Аx  and 

2(1)Аx  are determined by changes 
01(02)U  on the interval 

10 F ky h  );
3 03;А orx x U   

3 03;А orx x U   
1 ,Fу  

2 ,Fу 1 ,Zу 2 ,Zу  

1 ,Fу 2 ,Fу 1 ,Zу 2у  – respectively, the current coordinates 

and velocities of the masses 
1m  and 

2m  during the direct 

and the return of their moves; 
03y  – predeformation of the spring 

19 (see Fig. 1). 

 

Fig. 3. Simplified dynamic models of direct (a, b) and inverse (c, d) mass movements 

1m  and 2m  
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Differential equations of systems (7) and (8), in order to 

exclude free members, replace variables 
1 ,Fу  

2 ,Fу  
1Zу and 

2Zу  

variables: 
2 2

1 1 1 01 01;F Fz y y 

   

2 2 2 1

2 2 1 02 02 03 03 ( ) ;F yz y y y R F m   

 
        
2 2 2

1 1 1 01 01 1 02( ) ;Z Z k p kz у y h U h  


       

(11) 

2 2 2 1

2 2 2 02 02 max 2 03 max 2( ) ( ) ,Z Z F p F yz у y h U h R F m   


         

where: 
2 2

1 1 01(02) 01 ;p U    
 

1

1 0 1 ;p rk m 
 

1

01 1 1 ;k m  
 

2 1;  
 

1

2 1;p p  
 

1

02 01;   
 

1

03 1 01   
 – own frequencies (circular) of the drive system, 

determined relative to the mass 
1m  – respectively, the valve-spool 

system 1 – HL, HL solidified to the masses 
1m , valve-spool 

system 1, system of plunger 7 (cutter 17) – HL, reduced to mass 

2m , HL solidified to the masses 
2m ; plunger 7 (cutter 17), 

loaded with a spring 19;  
0,5

2 2 1 1

01 11 ( 1) ;HD HDU U      


    

 

1 2/ ;m m 
 1 2/ ;k k 

 1 1 3/ ;k k   
03 01(02)/HDU U U  – the 

internal gear ratio between the hydraulic cylinder of the drive 

of the plunger 7 (cutter 17) and the PPG), which do not change 

the nature of the mass motion 
1m  and 

2m , after corresponding 

algebraic transformations, can be brought into the form, 

respectively, for the direct and reverse mass movements 
1m  

and 
2m  which, in form and content, describes the forced 

oscillations of these masses under the influence of variable 

oscillations of the amplitude of linear deformation 
orx  HL: 

 

2 2 0,5

1 1 1 1 1 1 01(02)

2 1 2 0,5

2 2 2 1 2 1 03

2 2 0,5

1 1 1 1 1 1 01(02)

2 1 2 0,5

2 2 2 1 2 1 03

2 ;

2 ;

2 ;

2 ;

F F F F p or

F F F F p or

Z Z Z Z p or

Z Z F Z p or

z z z U x

z z z U x

z z z U x

z z z U x

  

   

  

   













    


   


    


    

 (12) 

where  
1 0,25

1 1 1 01(02) 0 1(2) 10,5 ( 1) ;F A Пm c U c x y         

1 0,25

1 1 1 01(02) 0 2(1) 10,5 ( 1) ;Z A Зm c U c x y       
1 0,25

2 2 2 03 0 20,5 ( 1) ;F AZ Fm c U c x y         

1 0,25

2 2 2 03 0 20,5 ( 1)F AZ Zm c U c x y          variable coefficients 

of damping during mass motion 
1m  and 

2m . In order to complete 

the mathematical model of the hydropulse device for vibration 

cutting, the equation of energy-transport equation for the 

displacement of the valve-spool 1, plunger 7 (cutter 17) 

and the flow of energy into the tank through the open of the PPG 

must be added to the system of differential equations (36), 

and the uniqueness conditions that describe the displacement 

of the PPGs and the hydraulic cylinder of the drive of the cutter 

17 (see Fig. 1) at the characteristic intervals of time in the 

corresponding sections of the movement of the device links. 

4. Conclusions 

Comprehensive analysis and research of the proposed models 

of a hydropulse device for vibrating cutting with a pulse pressure 

generator built into the ring spring with subsequent experimental 

verification of the degree of adequacy of these models to the 

actual system of the device, will allow to create scientifically 

grounded method of design calculation of similar designs 

of devices with a hydropulse drive. 
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Abstract. The paper analyzes the main areas of application of mathematical methods in medical diagnostics, formulates principles of diagnostics based 
on fuzzy logic; developed mathematical models and algorithms that formalize the process of making diagnostic decisions based on fuzzy logic with 

quantitative and qualitative parameters of the patient's condition; developed mathematical models of membership function. Mathematical models 

and algorithms have been developed that formalize the process of making diagnostic decisions based on fuzzy logic with quantitative and qualitative 
parameters of the patient's condition; developed mathematical models of membership functions, formalizing the representation of quantitative and 

qualitative parameters of the patient's condition in the form of fuzzy sets, used in models and algorithms for diagnosis and finding a diagnosis of assessing 

the intensity of reactive postoperative edema in patients of all study groups. An expert system was implemented for solving the problems of medical 
diagnosis based on fuzzy logic when assessing the intensity of reactive swelling of soft tissues, which develops in the postoperative period in patients 

of all study groups against the background of diabetes. The paper analyzes the main areas of application of mathematical methods in medical diagnostics, 

formulates the principles of diagnostics based on fuzzy logic. 

Key words: information expert system, control, method of fuzzy sets, medical diagnostics, diabetes, dentistry 

EKSPERCKIE SYSTEMY ROZMYTE DO OCENY INTENSYWNOŚCI REAKTYWNEGO 

OBRZĘKU TKANEK MIĘKKICH U PACJENTÓW Z CUKRZYCĄ  

Streszczenie. W pracy analizowane są główne kierunki zastosowania metod matematycznych w diagnostyce medycznej, formułowane są zasady diagnostyki 
opartej na logice rozmytej; opracowywane są modele matematyczne i algorytmy formalizujące proces podejmowania decyzji diagnostycznych w oparciu 

o logikę rozmytą z ilościowymi i jakościowymi parametrami stanu pacjenta; opracowywane są modele matematyczne funkcji przynależności. Opracowano 

modele matematyczne i algorytmy formalizujące proces podejmowania decyzji diagnostycznych w oparciu o logikę rozmytą z ilościowymi i jakościowymi 
parametrami stanu pacjenta; opracowano modele matematyczne funkcji przynależności formalizujące reprezentację ilościowych i jakościowych 

parametrów stanu pacjenta w postaci zbiorów rozmytych wykorzystywanych w modelach i algorytmach diagnozowania i znajdowania rozpoznania 

nasilenia reaktywnego obrzęku pooperacyjnego u pacjentów wszystkich grup badawczych. Wdrożono system ekspercki do rozwiązywania problemów 
diagnostyki medycznej oparty na logice rozmytej w ocenie nasilenia reaktywnego obrzęku tkanek miękkich, który rozwija się w okresie pooperacyjnym 

u pacjentów wszystkich grup badawczych z cukrzycą. W artykule przeanalizowano cechy zastosowania metod matematycznych w diagnostyce medycznej, 

sformułowano zasady diagnostyki opartej na logice rozmytej. 

Słowa kluczowe: informacyjny system ekspercki, sterowanie, metoda zbiorów rozmytych, diagnostyka medyczna, cukrzyca, stomatologia 

Introduction 

The development of methods and strategies for the 

implementation of diagnostic functions in expert systems 

is becoming more and more important nowadays. Structurally, 

it contains a number of subsystems: language processor (interface 

subsystem), information-reference, information-diagnostic 

(machine for drawing conclusions), information-analytical 

subsystems, and the actual information base – a database and 

knowledge base. The interface subsystem provides topic-oriented 

communication with the system of its users, who can belong to 

one of two main groups: the actual users (patients) and the owner 

(owner) of the system, who can act both in the role of an expert 

(source of knowledge) and in the role of an administrator 

information resources [6, 13]. 

However, it is often impossible to strictly adhere to such 

requirements in practice – due to both objective and subjective 

circumstances: the real world transfers our vision of things to the 

so-called fuzzy information environment. Today, it can be 

confidently asserted that the intelligence embedded in modern 

information technologies is largely based on the theory of fuzzy 

mathematics and the results of its numerous applications, mostly 

for the creation of so-called fuzzy software systems. However, the 

reorientation of components of intelligent systems to fuzzy 

mathematical support is a difficult problem from both a theoretical 

and a technological point of view. In the first case, the focus 

is on fuzzy output methods, in the second, on fuzzy database 

and knowledge structures, control methods, and fuzzy interfaces. 

The problems of fuzzy expert systems are now intensively 

researched by specialists all over the world, almost half of them 

concern the class of fuzzy systems, in particular, a significant part 

of them is devoted to the problems of creating diagnostic 

technologies [6, 13, 14]. 

1. Statement of the problem 

World and domestic dentistry has unique fundamental 

information about the physiology of the dental pulp and hardware 

tools for painless lifelong monitoring of the state of both the intact 

pulp and its various pathological conditions. However, despite the 

digital methods of medical diagnostics, the dentist often does 

not have the opportunity to establish an accurate diagnosis 

of the state of the dental pulp, since all existing basic 

and additional diagnostic methods are relative and have a number 

of disadvantages [5, 13, 14]. The need to develop new methods 

is dictated by the inconsistency of the results obtained 

from clinical data using various diagnostic methods and tooth 

plaster [5, 11, 14]. 

To date, the world uses the ICD-10 classification (1997) 

to systematize pulp diseases. In the section "Diseases of the dental 

pulp" K04.00 Initial pulpitis, K04.01 Acute pulpitis, K04.02 

Purulent pulpitis, K04.02 – K04.05 Chronic forms of pulpitis are 

distinguished. When making a diagnosis, the dentist mainly 

focuses on his own interpretation of clinical data, based on 

complaints, the patient's pain history and clinical examination 

indicators. Thus, without objective data on the condition of the 

tooth pulp, the choice of treatment method is usually determined 

empirically. The analysis of numerous subjective and objective 

data during the clinical examination allows the doctor to establish 

a diagnosis [12]. 

In order to objectify information about the state of the dental 

pulp, specialists from around the world have developed and 

improved special diagnostic methods, such as reodontography, 

photoplethysmography, ultrasound Doppler, laser Doppler 

flowmetry, etc. [4, 11, 12]. For the first time, F. Liebman 

and F. Cosenza (1962) [11] applied to the study of the pulp 

by the rheography method. The developed method made

https://www.scopus.com/affil/profile.uri?afid=60109473
https://www.scopus.com/affil/profile.uri?afid=60109473
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it possible to study some issues of the physiology of the blood 

circulation of the tooth pulp, however, this method turned out to 

be unsuitable in practice, since it was hindered by the high 

electrical resistance of the hard tissues of the tooth. 

In this work, we propose to expand the range of indicators 

for assessing the intensity of edema in patients of all groups 

of the study in patients with diabetes. The results are presented 

regarding the further development of the method based on fuzzy 

sets and an automated expert system for solving problems 

of medical diagnostics based on fuzzy logic. This method 

is an interconnected set of mathematical models, algorithms 

and software for evaluating the intensity of edema in patients 

with diabetes at given values of the parameters of his condition. 

2. The purpose and objectives of the research 

The purpose of the study is to implement an expert system 

for solving medical diagnostic problems based on fuzzy logic 

in assessing the intensity of reactive edema of soft tissues, which 

develops in the postoperative period in patients of all study groups 

against the background of diabetes [2, 7]. 

The paper analyzes the main areas of application 

of mathematical methods in medical diagnostics, formulates 

principles of diagnostics based on fuzzy logic; developed 

mathematical models and algorithms that formalize the process 

of making diagnostic decisions based on fuzzy logic with 

quantitative and qualitative parameters of the patient's condition; 

developed mathematical models of membership functions, 

formalizing the representation of quantitative parameters 

of the patient's condition in the form of fuzzy sets, used in models 

and algorithms for diagnosis and assessment of the intensity 

of reactive postoperative edema in patients of all study groups. 

3. Using a mathematical apparatus of fuzzy logic 

for processing diagnostic information 

Taking into account the fact that during clinical research 

it is quite often necessary to use not only clear digital criteria, but 

also certain linguistic characteristics of changes in indicators 

(terms), we analyzed some of them using a mathematical 

apparatus of fuzzy logic. Thus, using the principles of fuzzy logic, 

we will present the ranges of change of each of the indicators 

of face size presented in the table in qualitative fuzzy terms, 

which consist of the levels: L – low, LA – lower that average, 

A – average, HA – higher than average, H – (table 2). 

Each of the specified terms represents a fuzzy set, which is 

described by membership functions defined on the interval [0;1]. 

Each of the specified terms is a fuzzy set, which is specified 

using special membership functions and can be represented by 

a certain interval, which has its digital degrees from 0 to 1. 

Absolute non-belonging to the set is indicated by 0, and absolute 

membership is indicated by 1. 

The application of the mathematical apparatus of fuzzy logic 

can be important in cases where it is necessary to determine 

the probability of the relationship of pathological conditions 

that have different clinical characteristics [6, 13, 14]. 

In our case, the fuzzy logic apparatus is used to assess the 

intensity of reactive postoperative edema in patients of all study 

groups. 

4. Research methodology 

90 patients took part in the clinical study, who were divided 

into three groups: 1st group (comparison, 30 patients) – patients 

without diabetes, who underwent tooth extraction and the 

postoperative wound healed independently. The 2nd group 

(experimental, 30 patients) – patients suffering from diabetes, who 

underwent tooth extraction without the use of additional local

treatment, the 3rd group (experimental, 30 patients) – patients 

suffering from diabetes, who underwent tooth extraction, photon 

therapy was used and Platelet-Rich Fibrin (PRF) was injected into 

the socket of the extracted tooth. 

 Patients were examined before surgery and on the 1st, 3rd, 

5th, and 7th days after surgery, and the amount of tissue swelling 

in the area of the postoperative wound was determined 

using the method of determining the average size of the face 

by G. Arakeri (2013). 

The patient was seated in a chair with his mouth closed and 

5 segments were marked. The first – from the lateral corner 

of the eye to the corner of the jaw; the second – from the wing 

of the nose to the corner of the jaw; the third – from the corner 

of the mouth to the corner of the jaw; the fourth – from the chin to 

the corner of the jaw; the fifth – from the wing of the nose to the 

bridge of the ear. 

 With the help of a flexible centimeter tape, which could 

repeat the contour of the face, the length of each segment was 

measured, the sum of the lengths is considered the face size (FS). 

Using the formula: 

 (FS after surgery – FS before surgery) / FS before surgery × 100% 

where FS is the size of the face, the change in the size of the face 

was calculated as a percentage, which characterized the amount 

of edema. 

On the first day after surgery, the size of the face increased in 

patients of all three groups. However, in the patients of the 1st 

group, the increase was insignificant (up to 57.28±0.87) and 

amounted to 0.06±0.01 cm. While in the patients of the 2nd and 

3rd groups, a distinct increase in the average size of the face was 

observed (up to 62.45±0.99 cm and 61.92±1.17 cm, respectively), 

which was statistically significant compared to the preoperative 

level. 

The absolute and relative increase in indicators in the 1st 

group on the first day after surgery were 0.06±0.01 cm and 

0.10±0.09%, which is significantly less than the absolute – 

4.67±0.09 cm and 3.91±0.60 cm and a relative 8.08±0.11% and 

6.74±0.73% increase in average face sizes in the 2nd and 3rd 

groups, respectively. 

A similar situation was observed on the third day after 

the operation. Thus, in the patients of the 1st group, the increase 

in the size of the face remained insignificant (up to 57.25±0.90) 

and amounted to 0.03±0.01 cm. In the patients of the 3rd group, 

the size of the face decreased slightly compared to the 1st day 

and approached its preoperative level (> 0.05). In the 2nd group, 

the absolute increase in the average face size was 4.8±0.17 cm, 

and the relative increase was 8.31±0.18%, which was statistically 

significant compared to the preoperative level. 

On the first and third day after the operation, the dimensions 

of the face of the patients of the 1st group differed significantly 

from the dimensions of the 2nd and 3rd studied groups 

(p < 0.001). The indicators of the 2nd and 3rd studied groups 

during this period did not differ from each other (p > 0.05). 

On the seventh day after the operation, the average facial 

dimensions of the patients of the first, second and third groups 

approached their preoperative level and were 57.21±0.88 cm, 

59.21±0.85 cm and 58.83±0.97 cm, respectively. 

The average facial sizes of patients in the three studied groups 

on the seventh day after surgery did not differ. However, when 

comparing the indicators of absolute and relative increase in facial 

sizes in pairs, group No. 1 – group No. 3 and group No. 2 – group 

No. 3, a significant difference was established between them 

(p < 0.001). While the difference between the indicators of groups 

No. 1 and No. 2 was not statistically significant (p > 0.05). 

During the period from the 3rd to the 10th day after 

the operation, the average size of the face decreased only 

in patients of the third group (from 63.45±1.23 to 60.05±1.21 cm, 

(p < 0.001). 
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5. Formation of databases for the implementation 

of an expert decision-making system 

Table 1 shows the database of studies evaluating the intensity 

of edema in patients of all study groups in patients with diabetes. 

Table 1. Indicators of intensity of reactive swelling of soft tissues in patients with 

diabetes 

  M±m, (sm) 

The significance of the 

difference between indicators 

(p) 

Indicators 

face size 

1 group 

(n = 30) 

2 group 

(n = 30) 

3 group 

(n = 30) 

1–2 

groups 

1–3 

groups 

2–3 

groups 

Before 

the 

surgery 

57.22± 

0.91 

57.78± 

0.91 

58.01± 

1.09 
> 0.05 > 0.05 > 0.05 

1st day 
57.28± 

0.87 

62.45± 

0.99*** 

61.92± 

1.17* 
< 0.001 < 0.01 > 0.05 

3rd day 
57.25± 

0.90 

62.58± 

0.81*** 

60.15± 

1.01 
< 0.001 < 0.05 > 0.05 

7th day 
57.21± 

0.88 

59.21± 

0.85•†† 

58.83± 

0.97• 
> 0.05 > 0.05 > 0.05 

Growth 

indicators 

1 group 

(n = 30) 

2 group 

(n = 30) 

3 group 

(n = 30) 

1–2 

groups 

1–3 

groups 

2–3 

groups 

Δ 1st day 
0.06± 

0.01 

4.67± 

0.09 

3.91± 

0.60 
< 0.001 < 0.001 > 0.05 

% 1st day 
0.10± 

0.09 

8.08± 

0.11 

6.74± 

0.73 
< 0.001 < 0.001 > 0.05 

Δ 3rd day 
0.03± 

0.01‡ 

4.8± 

0.17 

2.14± 

0.54‡ 
< 0.001 < 0.001 < 0.001 

% 3rd 

day 

0.05± 

0.03‡ 

8.31± 

0.18 

3.69± 

0.69‡ 
< 0.001 < 0.001 < 0.001 

Δ 7th day 
-0.01± 

0.01‡‡‡ 

1.43± 

0.12‡‡‡ 

0.82± 

0.11‡‡‡ 
< 0.001 < 0.001 < 0.001 

% 7th 

day 

-0.02± 

0.01‡‡‡ 

2.47± 

0.12‡‡‡ 

1.41± 

0.24‡‡‡ 
< 0.001 < 0.001 < 0.001 

Notes: 

1. The significance of the difference between the indicators before the operation and 

on the 1st/3rd/7th day after the operation: * -p < 0.05, ** -p < 0.01, *** -p < 0.001. 

2. Significance of the difference between indicators on the 1st and 3rd/7th day after 

surgery: • -p < 0.05, •• -p < 0.01, ••• -p < 0.001. 

3. Significance of the difference between indicators on the 3rd and 7th day after 

surgery: † -p < 0.05, †† -p < 0.01, ††† -p < 0.001. 

4. Significance of the difference between growth indicators on the 1st/3rd/7th day 

after surgery: ‡ -p < 0.05, ‡‡ -p < 0.01, ‡‡‡ -p < 0.001. 

 

Based on Table 1, a database based on fuzzy terms is formed 

to assess the intensity of edema in patients by study group by 

group (table 2). 

Table 2. A database for evaluating the intensity of edema in patients 

Diagnosis 

Before the 

surgery 

(X1) 

1st day 

(X2) 

3rd day 

(X3) 

7th day 

(X4) 

I group (d1a) 

L L L L 

L LA L LA 

LA L LA L 

II group (d2a) 

L HA H LA 

LA H H LA 

LA H H A 

III group (d3a) 

L HA A LA 

LA H A LA 

LA H A A 
 

Corresponding membership functions are determined for each 

indicator from the databases in order to formalize the indicators. 

Therefore, mathematical models for assessing the intensity 

of edema in patients with diabetes have the following form (1-3): 
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Graphic form of the membership functions is shown in Fig. 1. 

The selection of the similar curves is stipulated by the fact that 

they are piecewise linear approximations of the expert 

membership functions μj(хі), obtained for the factors х1÷х4 by the 

method of paired comparisons [3, 9, 10]. 

 

Fig. 1. Membership functions of fuzzy terms 

Transition from )(~ uj  function to the required functions μj(хі) 

is realized in the following way: 
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Analytical expressions of the functions μj(х1÷x4) : 

1

1 4

1

16.82 0.28 , [56.31;58.09]
( )

5.93 0.09 , [58.09;63.44]


 
  

 

L
x x

X X
x x

 

1

1 4 1

1

0.28 15.31, [56.31;58.09]

( ) 17.31 0.28 , [58.09;59.87]

8.89 0.14 , [59.87;63.44]
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1

1 4

1

0.28 15.82, [56.31;59.87]
( )

17.77 0.28 , [59.87;63.44]


 
  

 

A
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1

1 4 1

1

0.14 7.91, [56.31;59.87]

( ) 0.28 16.31, [59.87;61.65]

18.22 0.28 , [61.65;63.44]
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x x

X X x x

x x

 

1

1 4

1

0.09 5.21, [56.31;61.65]
( )

0.28 16.72, [61.65;63.44]


 
  

 

H
x x

X X
x x

 

Decision-making in assessing the intensity of edema in 

patients with diabetes can be done by making a decision (5) 

 0

1 2 1 2( , ,... ) max[ ( , ,... )]  nd d

n nx x x x x x  (5) 

This solution will correspond to the necessary range, which 

indicates the intensity group of reactive swelling of soft tissues in 

patients with diabetes.  
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6. Practical implementation of the information 

medical expert system for assessing the intensity 

of edema in patients with diabetes 

The principles of obtaining a reliable diagnosis based on fuzzy 

sets were used to implement the operation of the tuning blocks, 

storage of membership functions and fuzzy processing and 

derivation of the expert system [1, 8]. 

The basic ideology of the information medical expert system 

for assessing the intensity of reactive postoperative edema 

in patients of all study groups in patients with diabetes based 

on the introduction of fuzzy logic blocks is shown in Fig. 2. 

As a result of the implementation of these blocks, a software 

shell has been developed, while the user is asked to enter 

the values of the upper and lower scale of values that are in the 

database for a certain pathology after starting the program, in our 

case, we enter the values that are basic in the determination [1, 6]. 

 

Fig. 2. Medical expert system for evaluating the intensity of reactive postoperative 

edema in patients with diabetes 

The result of the implementation of these blocks was a 

software shell that works as follows. 

1) After starting the program, the user is asked to enter the values 

of the upper and lower scale of values that are in the database 

on a certain basis based on the face size indicators, in our case 

we enter the values that are the main ones when determining 

2) To continue working with the program, after filling in all the 

fields, click "save", to restore previous data that was entered 

earlier, the user needs to click "retire". 

 

Fig. 3. An example of a dialog window of a program for evaluating the intensity 

of a reactive postoperative edema in patients with diabetes 

Based on the data, a program was developed for assessing 

the intensity of reactive postoperative edema in patients with 

diabetes. An example of a dialog box is shown in Fig. 3. 

7. Conclusions 

The method of using fuzzy sets in the implementation of an 

information expert system for solving the problems of medical 

diagnostics, in particular, in assessing the intensity of reactive 

edema of soft tissues, which develops in the postoperative period 

in patients of all groups of the study against the background 

of diabetes, has gained further development. 

The paper analyzes the main areas of application 

of mathematical methods in medical diagnostics, formulates 

the principles of diagnostics based on fuzzy logic. 

Main scientific results: mathematical models and algorithms 

were developed that formalize the process of making diagnostic 

decisions based on fuzzy logic with quantitative and qualitative 

parameters of the patient's condition; developed mathematical 

models of membership functions, formalizing the representation 

of quantitative and qualitative parameters of the patient's condition 

in the form of fuzzy sets, used in models and algorithms for 

estimating the intensity of edema in patients with diabetes 

The developed models and algorithms of medical diagnostics 

are based on the ideas and principles of artificial intelligence and 

knowledge engineering, the theory of experiment planning, 

the theory of fuzzy sets and linguistic variables. The expert system 

was validated on real data. 

The practical value of the work lies in the possibility of using 

an automated expert system to solve the problems of medical 

diagnosis based on fuzzy logic when assessing the intensity 

of reactive swelling of soft tissues, which develops in the 

postoperative period in patients of all study groups against the 

background of diabetes. 
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Abstract. The widespread use of computer technology, its rapid development and use in almost all areas of human activity requires constant updating 

of information security issues. The activities of many enterprises in the field of IT, construction, and other areas are of a project nature and therefore 
further research on information security management of projects is relevant. Appearance of changes and the current state of the project results at certain 

points of time describe the documents that accompany it. In this paper, the information structure of the project is considered as a set of specific documents. 

During the life cycle of each project document, which includes the creation, transfer, preservation and transformation, there are generally threats to its 
confidentiality, integrity, accessibility and authenticity. This paper develops a method for assessing the risks of violation of the availability of project 

documents in solving information security problems. A formal description of many project documents in the form of a generalized hierarchical structure 

is presented, the connection of documents with the operations performed on them and information systems used during these operations is formalized. 
Given the incompleteness and dimension of the data, the based on fuzzy logic model was developed to assess the risk of document accessibility. Approaches 

to the assessment of the damage from the violation of the availability of the project document and the method of calculating the overall assessment 

of the risk of violation of the documents availability are proposed. The results presented in this paper can be used in decision-making processes regarding 
information security of projects in organizations that have project activities. The approaches proposed in this paper can serve as a basis for the creation 

of specialized information technologies to automate the calculation of project risk assessments. 

Keywords: information security of the project, cybersecurity risk assessment, fuzzy logic, risk of accessibility breach 

SYMULACJA ZAGROŻEŃ BEZPIECZEŃSTWA INFORMACJI W ZAKRESIE DOSTĘPNOŚCI 

DOKUMENTÓW PROJEKTOWYCH W OPARCIU O LOGIKĘ ROZMYTĄ 

Streszczenie. Powszechne stosowanie techniki komputerowej, jej szybki rozwój i wykorzystanie niemal we wszystkich dziedzinach działalności człowieka 

wymaga ciągłej aktualizacji zagadnień związanych z bezpieczeństwem informacji. Działalność wielu przedsiębiorstw w zakresie informatyki, budownictwa 
i innych dziedzin ma charakter projektowy, dlatego istotne są dalsze badania nad zarządzaniem bezpieczeństwem informacji w projektach. Pojawienie się 

zmian i aktualny stan wyników projektu w określonych momentach czasu opisują towarzyszące mu dokumenty. W niniejszej pracy struktura informacyjna 

projektu jest rozpatrywana jako zbiór określonych dokumentów. W cyklu życia każdego dokumentu projektu, który obejmuje tworzenie, przekazywanie, 
przechowywanie i przekształcanie, występują na ogół zagrożenia dla jego poufności, integralności, dostępności i autentyczności. W pracy opracowano 

metodę oceny ryzyka naruszenia dostępności dokumentów projektowych w rozwiązywaniu problemów bezpieczeństwa informacji. Przedstawiono formalny 

opis wielu dokumentów projektowych w postaci uogólnionej struktury hierarchicznej, sformalizowano związek dokumentów z wykonywanymi na nich 
operacjami oraz systemami informatycznymi wykorzystywanymi podczas tych operacji. Biorąc pod uwagę niekompletność i wymiar danych, opracowano 

oparty na logice rozmytej model oceny ryzyka dostępności dokumentów. Zaproponowano podejście do oceny szkody z tytułu naruszenia dostępności 

dokumentu projektu oraz metodę obliczania ogólnej oceny ryzyka naruszenia dostępności dokumentów. Wyniki przedstawione w pracy mogą być 
wykorzystane w procesach decyzyjnych dotyczących bezpieczeństwa informacyjnego projektów w organizacjach prowadzących działalność projektową. 

Zaproponowane w pracy podejścia mogą stanowić podstawę do tworzenia specjalistycznych technologii informatycznych automatyzujących obliczanie 

oceny ryzyka projektu. 

Słowa kluczowe: bezpieczeństwo informacji projektu, ocena ryzyka cyberbezpieczeństwa, logika rozmyta, ryzyko naruszenia dostępności 

Introduction 

The widespread use of computer technology, its rapid 

development and use in almost all areas of human activity requires 

constant updating of information security issues. The use 

of information technology vulnerabilities by both cybercriminals 

and certain organizations and states makes it necessary 

to systematically apply cybersecurity methods and tools both at 

the national level and at individual enterprises. This is especially 

important for critical infrastructure companies and their business 

partners, including construction companies. The introduction 

of info-communication technologies in the construction industry 

has raised the question of improving existing and developing new 

means of cybersecurity to take into account its specifics [1, 7, 

9, 21]. The issue of cybersecurity of information systems should 

be considered not only from the angle of protection of classified 

or important data, but also in terms of ensuring the functional 

stability of these systems [6]. 

Decisions regarding the management of information security 

of the enterprise should be based on the assessment of its risks, 

which requires sufficiently accurate quantitative methods and 

tools. However, in the current environment of increasing risks and 

costs in the field of information security, the measurement 

of cybersecurity still remains an underdeveloped topic that 

requires further research [11]. 

In the field of information technology for modeling 

uncertainty, the methods and means of fuzzy logic proposed by 

L. Zadeh [24] have become widespread. The use of this 

mathematical apparatus allows in many cases to obtain better 

results than other approaches, for example, in determining the 

state of a computer system [8]. The characteristics of information 

security components often contain incomplete and blur 

ed information, so fuzzy logic has been widely used in risk 

assessment models. In particular, fuzzy logic is involved in the 

system administrator warning system in cybersecurity 

management of critical infrastructure enterprises [4], in the risk 

mitigation model based on its effective assessment and human 

behavioral intervention [3], for generalized risk assessment based 

on vulnerability, threat, probability and impact [2], when 

modeling information security risks of enterprise management 

systems [15]. It is known that the most secure information 

networks are optical networks, and especially the passive optical 

networks (PON), the study and modeling of which is devoted 

many works [16–18]. And even their effective use does not 

completely solve the problem of information security. However, 

it should be noted that the activities of many enterprises are 

project-based and therefore information security management 

should also be implemented within each project, which requires 

further research in this area. 

In a general sense, a project is seen as a set of operations 

to achieve goals with limited time and resources. Appearance of 

changes and the current state of the project results at certain points 

in time describe the documents that accompany it. For example, 

for a construction company, the document accompanying 

user
Stempel
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the project is the main information asset of the project. Consider 

the information structure of the project as a set of specific 

documents. During the life cycle of each project document, which 

includes the creation, transfer, preservation and transformation, 

there are threats to its confidentiality, integrity, accessibility 

and authenticity. 

1. Formulation of the problem 

The purpose of this work is to develop a model for assessing 

the risks of information security violations of the availability 

of project documents based on fuzzy logic. To achieve this goal 

in this paper formalized the information structure of the project 

as a set of certain documents, identified input and output linguistic 

variables, proposed a generalized structure of submodels 

for calculations. 

2. Theoretical research  

To formalize the information structure of the project, 

we denote in the general case the document as i

lkd D , where 

D – is the set of project documents; i – document number; 

l – document form, l{0, 1, 2, 3}: 0 – electronic copy, 1 – signed 

paper original, 2 – paper copy, 3 – electronic document with 

electronic-digital signature; k – the number of document copy. 

All replicas of the і-th document of l  document form will be 

denoted as i

ld , and determined by the formula: 

 i i

l lk

k

d d   (1) 

All replicas of the і-th document of all document form will be 

denoted as (generalized document), and determined by the 

formula: 

 i i

l

l

d d  (2) 

The set of documents D of the project will be divided into 

their types: 

 

1

, ,
n

m j m

m

D D D D j m


    (3) 

where 
mD  – type of document. 

During the life cycle of a document, many different operations 

can be performed with it, including creation, editing, approval, 

use, disposal, archiving, and so on. Denote the set of operations on 

the document id  as 
iP . Each operation 

ij ip P  involves 

the use of certain software and hardware, the work of certain 

personnel with different levels of access, and so on. Denote 

as 
ijISP  the set of information systems used during the operation 

ij ip P  on the document. 

An employee of the enterprise and an employee of the 

contractor or customer (owner) may be involved in the operation 

ij ip P . The set of operations 
iP  on the document id can be 

represented in the form of a network graph showing the 

technological scheme of document processing. Thus different 

copies of documents in various forms i

lkd D  can be created, 

that is to each operation 
ij ip P  in the general case some set 

of copies of documents is matched. 

Violation of the accessibility of the document will be 

considered the creation of such conditions or the implementation 

of actions that make it impossible or difficult to access it. Access 

is blocked or, if possible, for a time that will not ensure 

the achievement of certain goals or business processes. The threat 

to the availability of a document is understood as its blocking 

or destruction, which is associated with user actions, internal 

failures of the information system, failures of the infrastructure

that supports the information system. For example, inability 

to work with the required document due to lack of appropriate 

training (lack of general computer education, inability to interpret 

incoming or outgoing messages, ignorance of the necessary 

techniques, inability to work with documentation). 

The level of risk of violation of the availability iRAv  

of the document will defined as: 

 i i iRAv PAv UAv   (4) 

where iPAv  – assessment of the possibility of endangering 

the availability of the document id ; iUAv  – assessment of damage 

from the threat of violation of the availability of the document id . 

The calculation of the assessment of the possibility of 

endangering the availability of the document id  is carried out as: 

 
,

min{max }
lk

ij i

i i

j
l k

p P

PAv PAv


  (5) 

where i

jPAv  – the possibility of the threat of violation 

of the availability of the document id  during the operation, where 

lk

iP  – the set of operations in which the document i

lkd D  

is used in l-form and k-replica. 

We apply a linguistic approach to the description of risk 

factors of information security of the project. This will ensure 

the creation of quantitative estimates for the elements of the model 

in terms of unclear information about the importance of the level 

of risk, damage from the threat, the possibility of certain threats, 

levels of vulnerability to vulnerabilities [15]. 

To calculate the possibility i

jPAv  of violation of the 

availability of the document id  during the operation lk

ij ip P , 

a fuzzy model is proposed, the generalized structure of which 

is shown in figure 1. 

 

Fig. 1. Fuzzy model for assessing the possibility of endangering the availability 

of the document 

As can be seen in figure 1, in the fuzzy model, the inputs are 

linguistic variables: 

 the level of reliability of the executor of the operation 

ijRealStaffP ; 

 assessment of the level of insecurity of information systems 

ijISP ; 

 assessment of the interest _ iIntAv d  of third-party actors 

in the impaired availability of the document id . 

 

For simplicity, we assume that there is only one executor 

in the operation 
ij ip P . This can be easily achieved, given 

this assumption when forming a set of operations on the 

document. An appropriate model based on fuzzy logic can be used 

to assess the level of reliability of the executor. In this case, 

a hierarchical fuzzy inference should be used to perform 

the calculations. 

To assess the reliability 
ijRealStaffP  of the executor 

of the operation 
ij ip P , a fuzzy model is proposed, the structure 

of which is shown in figure 2. 
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Fig. 2. Fuzzy model for assessing the reliability of the executor 

In the fuzzy model of estimating the reliability of the executor, 

the following linguistic variables with the corresponding 

characteristics are included: 

 experience of the executor ExpStaffP ; 

 assessment of the loyalty of the executor SatStaffP ; 

 level of motivation of the executor in success of the project 

MotStaffP . 

 

The description of the above linguistic variables is shown 

in tables 1–3 in accordance with the methodology of infographic 

modeling of fuzzy control problems [19]. 

Table1. Characteristics of the linguistic variable of the executor's work experience 

CatStaffP 

 

Table 2. Characteristics of the linguistic variable of the executor's work experience 

CatStaffP 

 

Table 3. Characteristics of the linguistic variable loyalty of the executor MotStaffP 

  
 

 

The description of the initial linguistic variable reliability of 

the executor StaffP is shown in table 4. 

Table 4. Characteristics of linguistic variable reliability of the executor StaffP 

 
 

To assess the level of insecurity of information systems, 

it is proposed to use the CVSS standard [10] and calculate 

the vulnerability of information systems of the operation. Based 

on this indicator, a linguistic variable is proposed, the description 

of which in accordance with the methodology of infographic 

modeling [19] is given in table 5. 

Table 5. Description of the linguistic variable of the level of insecurity of information 

systems 

 
 

To form the membership functions of the terms 

of the linguistic variable, the processing of expert estimates based 

on the method of analysis of Saaty hierarchies was used [5, 20]. 

In order to assess the level of interest in impaired accessibility 

of the document, it is proposed to use the method of hierarchy 

analysis, based on expert assessments according to the three-level 

hierarchy of threat actors and types of documents shown in 

figure 8. In other cases, when this assumption cannot be applied, 

this assessment is established by an expert [12–14].  

 

Fig. 8. Tree of criteria for assessing the level of interest in violating the availability 

of the document 
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The description of the linguistic variable of the possibility 

of violation of the accessibility of the document is shown 

in table 6. 

Table 6. Description of the linguistic variable possibility of violation of document 

accessibility 

 

 

On the basis of the offered linguistic variables and their terms 

the fuzzy production rules for performance of calculations 

on models are constructed [23, 24]. 

In a simplified form, the set of rules for fuzzy products 

is as follows: 

Rule R: <IF> 
N

i

i 1

A



 <ТHEN>

M

j

j 1

C



 

where N – the number of subconditions included in the rule R; 

M – the number of subconclusions included in the rule R; 

Ai – is a subcondition that is part of the R rule and is a fuzzy 

statement consisting of an input linguistic variable and 

a corresponding term; Cj – is a subconclusion that is part 

of the rule R and is a fuzzy statement consisting of the original 

linguistic variable and the corresponding term. 

Using one of the algorithms of fuzzy inference, for example, 

the Mamdani method, based on the rules of the fuzzy model 

to assess the possibility of violation of the availability 

of the document calculates the possibility iPAv  of violation 

of the availability of the document id  during the operation 

lk

ij ip P . Next, using formula (5), a general assessment iPAv  

of the possibility of a threat of violation of the availability 

of the document id  is calculated. 

To calculate the quantitative assessment of the risk 

of violation of the availability of the document in accordance with 

formula (4), it is necessary to calculate the assessment iUAv  

of the damage from the threat of violation of the availability 

of the document id . 

The calculation of the damage assessment iUAv  from the 

threat of violation of the availability of the document id  requires 

the creation of a set of partial indicators that form the damage 

or loss. A generalized list of these partial indicators is presented 

in table 1. The indicators are divided into three groups: external 

loss or damage to the enterprise, internal loss or damage 

to the enterprise, financial losses of the enterprise. It is proposed 

to calculate the value of iUAv  by using the method of hierarchy 

analysis, the tree of criteria which consists of the levels of partial 

indicators of damage, types of project documents and documents 

distributed by type. Damage from accessibility is assessed 

in monetary terms or in points that can be used to make decisions 

about information security. 

Table 7. List of partial damage/loss indicators 

No Title of the indicator 
Group of 

indicators 

1 Damage to the authority of the organization External 

damage/loss 2 Damage to the authority of the state in the international 

arena 

3 Legal costs 

4 Negative reaction at the government level 

5 Publication of negative materials in the press 

6 The possibility of committing terrorist acts 

7 The possibility of man-made disasters 

8 Dismissal of specialists of the organization Internal 

damage/loss 9 Reducing the level of information security 

10 Loss or destruction of the organization's assets 

11 Influence on the decisions made by the staff of the 

organization in business processes 

12 The need to verify and restore the integrity of the asset 

13 Deterioration of the emotional climate in the team 

14 Disorganization of activities 

15 The need for manual work 

16 Reducing the competitiveness of the organization Financial 

loss 17 Loss of benefits when concluding contracts 

18 Decrease in liquidity and share price 

19 Inability of the organization to fulfill its obligations to 

customers and suppliers 

20 The need for additional research 

21 Ability to steal assets and conduct unaccounted 

transactions 

22 Decrease in prices for products, sales 

23 Loss of patenting, sale of licenses 

24 Anticipation of competitors bringing similar products to 

market 

25 Abandonment of strategic decisions that have become 

ineffective 

26 Deterioration of credit conditions 

27 Falling profitability 

28 Reducing the level of cooperation with business partners 

29 Mass theft, fraud 

3. Conclusions 

1) The paper develops a method for assessing the risks 

of violation of the availability of project documents in solving 

information security problems. A formal description of many 

project documents in the form of a generalized hierarchical 

structure is presented, the connection of documents with 

the operations performed on them and information systems 

used during these operations is formalized. Given the 

incompleteness and dimension of the data, based on fuzzy 

logic, a model was developed to assess the risk of document 

accessibility. Approaches to the assessment of the damage 

from the violation of the availability of the project document 

and the method of calculating the overall assessment of the 

risk of violation of the availability of documents are proposed. 

2) These results can be used in decision-making processes 

regarding information security of projects in organizations that 

have project activities, including IT companies, construction 

companies, critical infrastructure companies and others. 

The approaches proposed in this paper can serve as a basis 

for the creation of specialized information technologies 

to automate the calculation of project risk assessments. 
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Abstract. The optimal location of workplaces plays an important role in the structure of occupational safety. The design of the workspace should ensure 

the optimal distribution of functions between person and machine in order to create safe working conditions, reduce the severity of work and the level 
of production injuries. Most often, workplace planning is carried out manually, by simple calculation, and then the rationality of workplace planning 

is evaluated, based on statistics of industrial accidents and occupational diseases, as well as indicators of labor productivity, for example, the ratio 

of compliance with norms. To solve the problem of optimal placement in the work mathematical models are built that can take into account various 
regulatory restrictions and are simple for further software implementation. It is proposed to choose the theory of φ-functions as a basis, which can 

be characterized as measures of proximity of objects. Thus, the set task of optimal placement of workplaces is reduced to the task of mathematical 

programming. The objective function determines the criterion of optimality – the minimization of the area or perimeter that will be occupied by the objects. 
This formulation of the problem is relevant because the use of the smallest production area, taking into account safety requirements, is an economic 

condition for effective production management. The constraint on the relative location of workplaces is set using φ-functions, which defines the decision 

domain. That, when formalizing restrictions, you can take into account all regulatory safety distances between workplaces, equipment, walls, etc. 
Thus, the work explores an approach that will allow automatic planning of the placement of a large number of technological objects, workplaces 

in accordance with occupational safety standards. Use of the software application, which can be implemented on the basis of the φ-functions apparatus, 

will significantly reduce the time of workplaces planning and increase its efficiency. 

Keywords: occupational safety, working place, φ-functions, occupational ergonomics, operations research 

ZARZĄDZANIE MIEJSCEM PRACY ZA POMOCĄ BADAŃ OPERACYJNYCH 

Streszczenie. W strukturze ochrony pracy ważną rolę odgrywa optymalna organizacja miejsc pracy. Projektowanie przestrzeni roboczej powinno zapewnić 

optymalny podział funkcji pomiędzy człowieka i maszynę w celu stworzenia bezpiecznych warunków pracy, zmniejszenia uciążliwości pracy i poziomu 

urazów odniesionych w pracy. Najczęściej planowanie miejsca pracy odbywa się ręcznie, poprzez proste obliczenia, a następnie ocenia się racjonalność 
planowania miejsca pracy na podstawie statystyk urazów i chorób zawodowych, a także wskaźników wydajności pracy, na przykład współczynnika 

zgodności z normami. Do rozwiązania problemu optymalnego rozmieszczenia budowane są modele matematyczne, które mogą uwzględniać różne 

ograniczenia normatywne i są proste do dalszej implementacji programowej. Proponuje się wybór teorii funkcji φ, którą można scharakteryzować jako 
miarę bliskości obiektów. W ten sposób problem optymalnego rozmieszczenia miejsc pracy sprowadza się do problemu programowania matematycznego. 

Funkcja celu określa kryterium optymalności – minimalizację obszaru lub obwodu, który ma być zajęty przez obiekty. Takie postawienie problemu jest 

istotne, ponieważ wykorzystanie najmniejszej powierzchni produkcyjnej, z uwzględnieniem wymogów bezpieczeństwa, jest ekonomicznym warunkiem 
efektywnego zarządzania produkcją. Ograniczenia wzajemnej lokalizacji miejsc pracy ustalane są za pomocą funkcji φ, co określa domenę decyzyjną. Tak 

więc przy formalizowaniu ograniczeń można uwzględnić wszystkie normatywne odległości bezpieczeństwa między miejscami pracy, urządzeniami, 

ścianami itp. W związku z tym w artykule badane jest podejście, które będzie automatycznie planować rozmieszczenie dużej liczby obiektów 
technologicznych, miejsc pracy odpowiednio do standardów bezpieczeństwa pracy. Zastosowanie oprogramowania, które może być realizowane na bazie 

funkcji φ, znacznie skróci czas planowania miejsc roboczych i zwiększy jego efektywność. 

Słowa kluczowe: ochrona pracy, miejsce pracy, funkcja φ, ergonomia miejsc pracy, badania operacyjne 

Introduction 

The issues of workplace ergonomics in safety play an 

important role. Equipment and organization of the workplace must 

ensure that all its elements and the mutual position of all 

workplaces according with ergonomic requirements, taking into 

account the nature and characteristics of work. Production 

equipment should be installed, located and used in the way to 

reduce risks for operators and other workers (sufficient space 

between moving and stationary parts of equipment or moving 

parts around it, safe supply and disposal of all energy and 

substances used or produced). Workers must have safe access to 

all areas intended for operation, regulation and maintenance, as 

well as the ability to safely stay in them and safely leave these 

areas. 

At the same time, occupational safety and environmental 

protection requirements are basic, and are present in every sphere 

of human activity. Many of them boil down to the fact that objects 

should be placed in a limited area, as close (further) as possible 

to each other or to some fixed objects, with restrictions on the 

pairwise minimum (maximum) distance, the presence of 

prohibition zones, etc. Forbidden areas may be residential 

buildings, reserves, sanitary zones, landscape elements and other 

areas. Objects can be, for example, hazardous production, waste 

disposal, noise and vibration generators, or simply workplaces 

of PC users and light sources [7]. 

Under the workplace is understood as a place equipped with 

means of displaying information, management and auxiliary 

equipment, where the work of a specialist is carried out. 

The organization of the workplace is called a system of measures 

to equip the workplace with tools and objects of labor and their 

placement in a certain order to optimize the working conditions, 

security, maximum efficiency and reliability of human. 

The standard approach in the occupational safety system to the 

placement of workplaces is as follows: specialists study all the 

requirements for the size of workplaces, their mutual placement 

and manually draw up a layout. However, often there are problems 

of planning a large number of workplaces in a limited space. 

This paper proposes a formalized approach to the organization 

of workplaces, which can be used when planning the placement 

of objects of various purposes and shapes. There are several ways 

to solve this problem, in this paper it is proposed to use 

the mathematical apparatus of operations research, namely, 

the construction of φ-functions, which can be characterized 

as a measure of the proximity of an object. 

The tasks of optimal placement of objects – one of the most 

important classes of problems in the operations research. Their 

applications arise in various fields of science and technology, 

and take of great practical importance. When placing 

technological equipment, enterprises and other objects of the real 

world, as a rule, it is required to locate them on a smaller area, 

not chaotically, but with observance of a certain order, taking into 

account the many restrictions dictated by state regulations. 

user
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The purpose of this work is to apply the formal apparatus 

of operations research, namely φ-functions, to solving the problem 

of workplaces placing, taking into account all occupational safety 

requirements. The proposed model can be easily implemented 

programmatically using any modern applications and languages, 

which will allow you to automatically receive a layout of 

production facilities in the shortest possible time, which takes into 

account various safety requirements and will be cost-effective, 

as it allows to reduce production resources, which is certainly 

interesting from a practical point of view. 

 Formulation of the problem 1.

The correct organization of the workplace should ensure, 

firstly, the safety of work, and secondly, high labor productivity. 

When designing a workplace, it is necessary to proceed from the 

analysis of a specific labor process performed by a person on this 

equipment, take into account the anthropometric data of a person, 

sanitary and hygienic working conditions. 

The main role among ergonomic indicators belongs to 

anthropometric parameters, which determine the conformity 

of the equipment to the size and shape of the human body, 

the distribution of his mass. The design of the workplace should 

provide such physical loads for the worker, in which the energy 

consumption of the human body during the working day would 

not exceed 1046.7 kJ/h [5]. 

At the same time, the equipment should be able to support 

the work process that eliminate the monotony of job by limiting 

the frequency of simple repetition processes and the duration 

of continuous monitoring. Production equipment has to provide 

the necessary space to operator for any of its positions. 

The rational layout of the workplace provides a comfortable 

working posture, the possibility of using advanced techniques 

and methods of work, minimal trajectories of movements 

of the worker, objects of labor, which prevents premature fatigue 

and a decrease in labor productivity. At the same time, 

the placement of workplaces and equipment on it must comply 

with the norms and requirements for occupational safety. 

In modern conditions at enterprises this issue is solved by a safety 

specialist, based on theoretical calculations in each specific case 

(taking into account the production tasks performed, the 

technologies used, etc.). This approach takes a lot of time, 

especially when planning large industrial premises, and does not 

exclude the appearance of calculation errors. 

Subsequent estimation and rationalization of the layout of the 

workplace are carried out on the basis, for example, of the 

occupancy rate of the production area or during the certification 

of the workplace (on average once every 5 years). The occupancy 

rate of the production area is calculated as the sum of the ratios 

of the norms of the area occupied by the equipment element 

to the area of the workplace according to its layout (should 

be in the range of 0.4–0.65). 

Thus, the task of the study is to apply the mathematical 

apparatus of operations research to the problem of workplace 

placement, which allows you to automatically obtain the optimal 

placement in accordance with the specifics of production, taking 

into account the requirements of regulatory documents on safety. 

The use of the proposed mathematical apparatus will speed up 

the planning of workplaces, help save enterprise resources and 

guarantee a safe organization of the workplace and high work 

productivity. 

 Theoretical research  2.

Placement problems, as the most important class of 

optimization geometric design tasks, determine the optimal 

position of a finite set of geometric objects of arbitrary spatial 

shape in given areas of placement in the presence of various 

restrictions and quality criteria and related to geometric 

information processing. The beginning of the development

of approaches to modeling and solving problems of optimal 

placement, especially the problems of cutting and packaging, was 

laid by the works of L.V. Kantarovich, В.А. Zalgaller, Yu.G. 

Stoyan, P. Gilmore and others. 

Development of geometric design, thanks to the works 

of the scientific school Yu.G. Stoyan and O.O Yemets, 

contributed to the creation in the 1990s of Euclidean 

combinatorial optimization, which allowed the optimal placement 

of objects using analytical [4] and algorithmic [13] optimization 

methods on combinatorial sets. 

The creation of the theory of optimization geometric design, 

which is based on the construction and study of various types 

of mappings of geometric information, allowed to build 

a mathematical apparatus for modeling such important applied 

problems as the problem of optimal cutting of industrial materials 

[5, 6], development of master plans of industrial enterprises, waste 

management, design and management of complex technical 

systems, including taking into account physical fields of various 

nature [3], if the carriers of these fields have an arbitrary spatial 

shape. 

One of the most important stages in the construction and study 

of mathematical models of such problems is analytical modeling 

of constraints (geometric constraints, taking into account 

the spatial shape of objects and areas of location, and constraints 

due to the peculiarities of this problem, such as constraints on the 

characteristics of the resulting physical fields, technological 

constraints, etc.), which highlight the area of acceptable solutions 

to the optimization problem. Therefore, to solve the problems 

of these classes it is necessary to develop tools for modeling 

the basic geometric constraints, namely, the conditions of mutual 

non-intersection of objects and their affiliation to the location, 

based on the apparatus of φ-functions [10]. 

The objects to be placed are divided into many simplest 

geometric objects, such as a rectangle, a polygon and a circle. 

Using the theory of φ-functions, a decision tree is constructed, 

the leaves of which are independent linear programming tasks. 

Each such subtask consists of an objective function and a system 

of linear constraints, operating with a measure of the proximity 

of objects and implementing the constraints of the model. 

Introduce the some definitions. 

An object Ti, translated on a vector ui is denoted as 

  ,,)( ii

n

ii TYYuXRXuT    (1) 

where 3,2,  nRu n

i
 is the vector of parameters of object 

placement Ti, i = 1,2. 

A continuous and everywhere defined function 

 
3,2,: 12  nRR n , (2) 

is called φ-function of objects T1(u1) and T2(u2) if it satisfies the 

following characteristic properties [17]: 
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Due to the fact that it is of interest to locate workplaces 

(for example tables), i.e. objects of rectangular shape, then we 

give an example of constructing a φ-function for two rectangles. 

The task of optimal placement of workplaces is reduced to the 

problem of mathematical programming. The objective function 

determines the optimality criterion – minimizing the area 

or perimeter occupied by objects. Restrictions on the mutual 

arrangement of tables are set with the help of φ-functions, 

and describe the scope of the solutions search. 

Let the rectangles R1(u1) and R2(u2) be given by the length 2a1, 

2a2 and width 2b1, 2b2 and respectively. Construct a curve 12 – a 

set of points at which φ12(u1, u2)=0 (as was shown in Fig. 1), so 

  .)0()1()0( 2112 RRfr   (3) 
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Fig. 1. The curve 12 for rectangles 

Consider the equations of four lines that limit 12:  

1(x, y) = x – A,          2(x, y) = y – B, 

 3(x, y) = -x – A,        4(x, y) = -y – B, (4)  

where A = a1 + a2, B = b1 + b2.  

Thus T12 ={(x, y)R2: χi(x, y)≤0,  i=1,…,4}, and therefore:  

  .0),(max),(:),(
4,...,1

2

12 


yxyxRyx i
i

  (5) 
 

The corresponding orientation (x, y)=0 is set so that the 

φ-function of the rectangles takes the form:  

 φ12 (u1, u2) = (x2 - x1, y2 - y1). (6) 

It should also be noted that φ12 is not normalized [9] since 

the values of φ12(u1, u2) are not equal to the distances between 

the rectangles R1(u1) and R2(u2) in the general case, namely: 

in cases when (dx, dy) with dx = x2 − x1 and dy = y2 − y1 satisfy one 

of the following systems: 

{
𝜒1(𝑑𝑥, 𝑑𝑦) > 0
𝜒2(𝑑𝑥, 𝑑𝑦) > 0

 {
𝜒2(𝑑𝑥, 𝑑𝑦) > 0
𝜒3(𝑑𝑥, 𝑑𝑦) > 0

 

  {
𝜒3(𝑑𝑥, 𝑑𝑦) > 0
𝜒4(𝑑𝑥, 𝑑𝑦) > 0

 {
𝜒4(𝑑𝑥, 𝑑𝑦) > 0
𝜒1(𝑑𝑥, 𝑑𝑦) > 0

 (7) 

For construct a normalized φ-function of two rectangles R1(u1) 

and R2(u2) it is necessary to introduce some additional functions: 

 1
~ (x, y) = x+y−s,      2

~ (x, y) = −x+y−s, (8) 

 3
~ (x, y) = −x−y−s,     4

~ (x, y)=x−y−s,     s =A+B, (9) 

φ1(x, y) = 22 )()( ByAx  , 

 φ2(x, y) = 22 )()( ByAx  , (10) 

φ3(x, y) = 22 )()( ByAx  , 

 φ4(x, y) = 22 )()( ByAx  . (11) 

Then we have 

φ12 (0, 0, x, y) = ω(x, y) = 

 =  )},(),,(min{max),,(maxmax
4,3,2,14,3,2,1

yxyxyx ii
i

i
i
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Normalized φ-function R1(u1) and R2(u2) takes the form  

 φ12 (u1, u2) = ω(x2−x1, y2−x1). (13) 

Thus, the optimization problem was formulated, 

and constraints were chosen to model the optimal placement 

of workplaces (rectangular tables) in the minimum area. 

 Experimental research 3.

It is proposed to solve the obtained system of linear equations 

(8–12) with the help of a simplex-method, which provides a fast 

working time for tasks of small and medium dimension. In the 

future, the solution of the obtained system of linear equations will 

give the opportunity to correctly locate workplaces in the 

minimum area in compliance with all the rules and regulations. 

The proposed solution to the task of optimal placing 

of workplaces can have several interpretations. It depends 

on the choice of the optimization function and the specifics 

of the setting requirements. For example, you need to minimize 

the space between a few geometrical objects. In this case, with 

known geometric dimensions of the given rectangle, this model 

has the solution shown in the figure 2. 

 

Fig. 2. Example of model realization 

Above, we considered the simplest case of placing workplaces 

(for example, tables). However, this mathematical apparatus 

is applicable to all the simplest mathematical objects. Consider 

a situation where the optimization of placement is necessary 

for the workplace and some equipment [2]. 

Let the object R1
*(u1) and the rectangle R2(u2) be known, while 

R1
* is characterized by 2a1 and 2b1. The length 2a2 and width 2b2 

of rectangle R2 are such that a1 ≥ a2 and b1 ≥ b2. In this case 

 γ12 = frT12 = fr{R1*(0)+(−1)R2(0)}, (14) 

where T12 = cl(R2\ {(x, y)R2: −A≤ x ≤ A, −B ≤ y ≤ B}), A =a1−a2, 

B=b1−b2. 

Setting,  

χ1(x, y) = A−x, χ2(x, y) = B−y, 

 χ3(x, y) = A+x, χ4(x, y) = B+y, (15) 

we have 

 D0 = cl(R2\T12) = {(x, y)R2: χi(x, y) ≥ 0, i = 1,…, 4} (16) 

and therefore  

 γ12 = frD0 = frT12 = {(x,y)R2: χ(x,y) = 0}, (17) 

where χ(x, y) = min{χ1(x, y), χ2(x, y), χ3(x, y), χ4(x, y)}. 

Thus, the normalized φ-function of the object R1*(u1) 

and the rectangle R2(u2) takes the form  

 φ12(u1, u2) = χ(x2−x1, y2−y1). (18) 

Suppose that we need to place two round objects C1(u1) 

and C2(u2). Let C1 and C2 be circles of radiuses r1 and r2 

respectively (Fig. 3). In this case 

T12 = C1(0) + (−1)C2(0) = 

 = {(x, y): χ(x, y) = x2 +y2 − (r1+r2)
2 ≤ 0}. (19) 

 

Fig. 3. The curve γ12 for objects C1(u1) and C2(u2) 

Therefore, the curve χ12 = frT12 can be described by the 

equation χ(x, y) = 0, i.e. the set of positions of the circle C2 

relative to C1 is such that the circles are touching [2]. The equation 

χ(x, y) = 0 according to [10]. Therefore, in order to determine 

the φ-function, in this case it is sufficient to set the corresponding 

orientation of the equation χ(x, y) = 0. 

Then, 

φ12(0, 0, x2, y2) = x2
2 + y2

2 − (r1 + r2)
2, 

 φ12(u1, u2) = (x2 − x1)
2 + (y2 − y1)

2 − (r1 + r2)
2, (20) 

where ui = (xi, yi), i = 1, 2 – circle broadcast vector C1 and C2 . 

Next, we consider the mutual placement of some object 

C1
∗(u1) and the circle C2(u2). Let C1 and C2 be circles of radiuses 

r1 and r2, and let r1≥r2 (Fig. 4). 
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Fig. 4. The curve χ12 for object C1
∗(u1) and circle C2(u2) 

Then, 

T12 = C1
∗(0) + (-1)C2(0) = 

 = {(x, y): χ(x, y) = (r1 − r2)
2 - (x2 + y2) ≤0}. (21) 

Therefore, the curve χ12 can be determined by the equation 

χ(x, y) = 0. Then, 

φ12(0, 0, x2, y2) = χ(x2, y2) = (r1 − r2)
2 −x2

2 − y2
2, 

 φ12(u1, u2) = - (x2 −x1)
2 - (y2 − y1)

2 + (r2 − r1)
2 .  (22) 

To construct a normalized φ-function of the objects C1
∗(u1) 

and C2(u2), instead of the function χ, use the function 

 22

21 )(),(~ yxrryx   (23) 

then 

 .)()()(),(
~ 2

12

2

12212112 yyxxrruu   (24) 

The theory of φ-functions for 3-dimension space is called 

a φ-polytope [1, 8]. Other objects can be approximated by 

polygons and polytops, which is a common practice [15, 17, 18]. 

In the future, the solution of this system of linear equations 

will give the opportunity to correctly locate workplaces 

on a minimum area in compliance with all rules and regulations. 

Further study and application of this mathematical apparatus can 

help improve the efficiency of production planning [12, 14, 16]. 

 Conclusions 4.

Proper placement and layout of workplaces that satisfy 

the requirements of ergonomics and occupational safety ensure 

the most productive workflow and reduce employee fatigue. 

Insufficient organization of workplaces leads to professional 

burnout, even injuries. The optimal placement of workplaces, 

which contributes to high labor productivity and the preservation 

of the health of workers, occupies an important place 

in occupational safety. 

This work is devoted to modeling and solving the general 

problem of optimizing the workplaces placement, taking into 

account safety standards. The apparatus of φ-functions was used 

to solve the stated problem. The optimization problem 

of workplaces placing according to the criterion of the minimum 

area of premises is formulated, which is important for ensuring 

the minimum cost per unit of production (rental cost, energy costs, 

etc.). To describe the full class of φ-functions required to represent 

all technological units in the workplace, it is necessary to study 

each pair of such objects. All elements of the workplace can be 

conditionally represented as objects of elementary geometric 

shapes. An interesting problem is the placement of objects 

of an arbitrary multidimensional shape, which would make 

it possible to carry out 3D modeling of workplaces for rooms 

of various configurations. Notice, the considered algorithm 

is transformed to the problem of packing n-dimensional 

parallelepipeds. If we consider n-dimensional polygons, then this 

problem already belongs to the class of NP-hard problems 

and requires additional study, maybe to involve quasi φ-functions. 

This approach is currently being studied and may be applied 

in the future. 

Analytical representation of constraints in the presented 

optimization problem using φ-functions allows you to set any 

constraints on the relative position of objects, i.e. take into account 

all safety requirements when organizing workplaces. For example, 

according to Normative legal acts on occupational safety 

of Ukraine No. 0.00-7.15-18 "Requirements on the safety 

and health of person working with screen devices", workplaces 

with computers are located at a distance of at least 1 meter from 

the walls with windows; the distance between the side surfaces 

of monitors should be at least 1.2 meter; the passage between 

the rows of tables with PC should be at least 1 meter. All these 

restrictions are easily added to the mathematical model 

or removed in the shortest possible time.  

This method is easily applicable for software implementation, 

for example, using the Mathematica environment. In a few 

seconds, such a program can produce solutions in the form 

of a layout of the placement of geometric objects. The constructed 

constraints contain an insignificant number of variables 

for modern computing systems. In this regard, it is considered 

that the solution time of the constructed mathematical model 

is insignificant. Undoubtedly, the effective application of this 

approach to workplace planning is impossible without a specialist 

who can correctly formally describe the restrictions, taking into 

account all the requirements of regulatory documents in the field 

of occupational safety. Thus, the professional training of an 

employee has a significant impact on the effectiveness of this 

technique, in turn, this drawback can be eliminated in software 

implementation by creating active functionality. 
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MODELING OF LABOR POTENTIAL OF UKRAINE: 

FORMATION OF KNOWLEDGE BASE 

Ivan V. Zayukov, Iryna M. Kobylianska, Oleksandr V. Kobylianskyi, Sofia V. Dembitska
 

Vinnytsia National Technical University, Faculty of Information Technologies and Computer Engineering, Vinnytsia, Ukraine 

Abstract. The adaptation of the Ukrainian economy to the requirements of the European Union requires increasing the effectiveness of the system 

of making public management decisions regarding the development and assessment of the labor potential of our country. Currently, a unified system 

of evaluation indicators of the labor potential of Ukraine has not yet been developed. The authors substantiated and systematized the groups of medico-
demographic, socio-economic and educational factors that affect the health of the employed population, and suggested the use of the "preserving 

the health of the employed population" indicator for assessing the labor potential. Accordingly, a mathematical model for evaluating the health 

of the employed population at the macro level is proposed, which is based on the theory of fuzzy logic. The application of the proposed model will make 
it possible to increase the efficiency of the system of public management decision-making in the process of developing concepts, strategies, and practical 

measures for the implementation of policies for the preservation of the health of the employed population, as well as to make timely adjustments during 

implementation, which should positively reflect on the steady growth of the index human development (HDI). 

Keywords: labor potential, knowledge base, evaluation terms, factors, modeling, fuzzy logic 

MODELOWANIE POTENCJAŁU SIŁY ROBOCZEJ UKRAINY: BUDOWANIE BAZY WIEDZY 

Streszczenie. Dostosowanie gospodarki ukraińskiej do wymogów Unii Europejskiej wymaga zwiększenia efektywności systemu podejmowania decyzji 

z zakresu zarządzania publicznego dotyczących rozwoju i oceny potencjału pracy kraju. Obecnie nie został jeszcze opracowany jednolity system 

wskaźników oceny potencjału pracy Ukrainy. Autorzy uzasadnili i usystematyzowali grupy medyczno-demograficznych, społeczno-ekonomicznych 
i edukacyjnych czynników, które wpływają na zdrowie populacji zatrudnionych, i zaproponowali wykorzystanie wskaźnika "zachowanie zdrowia populacji 

zatrudnionych" do oceny potencjału pracy. W związku z tym zaproponowano model matematyczny oceny stanu zdrowia populacji zatrudnionych 

na poziomie makro, który opiera się na teorii logiki rozmytej. Zastosowanie proponowanego modelu umożliwi zwiększenie efektywności systemu 
podejmowania decyzji w zarządzaniu publicznym w procesie opracowywania koncepcji, strategii i praktycznych środków realizacji polityki zachowania 

zdrowia populacji zatrudnionych, a także dokonywania terminowych korekt w trakcie realizacji, co powinno pozytywnie wpłynąć na stały wzrost wskaźnika 

rozwoju społecznego (HDI). 

Słowa kluczowe: potencjał pracy, baza wiedzy, warunki oceny, czynniki, modelowanie, logika rozmyta 

Introduction 

Despite the significant amount of research, a single system 

of evaluation indicators of labor potential of Ukraine has not yet 

been developed. labor potential should be understood as a set 

of quantitative and qualitative characteristics of the productive 

forces of the country, which are formed and developed 

in the social environment. Domestic scientists [1, 2, 10–17, 20, 21, 

23, 24, 26] and many others consider the qualitative 

and quantitative characteristics of the economically active 

population to be labor potential. 

Considering the structure of labor potential, domestic 

scientists identify the following main components, namely, 

professional, moral, demographic, educational, creative, social, 

intellectual, qualification, organizational, psychophysiological, 

natural-biological, organizational, communicative, personal, 

competence and others. Thus, in [1, 2, 10–17, 20, 21, 23, 24, 26] 

the structure of labor potential consists of the following 

interconnected subsystems: socio-economic, demographic 

and socio-psychological. In addition, the structure of labor 

potential has been thoroughly studied in scientific work [1, 2, 

10–17, 20, 21, 23, 24, 26]. 

Comparative analysis and generalization of the existing 

methodological approaches to the assessment of labor potential 

of Ukraine convinces that both theoretically and methodologically 

it is necessary to conduct a deep meaningful assessment. Thus, the 

main components of labor potential were studied in [1, 12, 14, 23], 

and methodological aspects of labor potential assessment using 

qualitative and quantitative characteristics, in particular, applying 

the methods of mathematical modeling, attention were paid 

attention in [3–7]. 

The first step in creating such an assessment methodology 

should be the provision of clear understanding what elements, 

components, phenomena of labor potential development are 

subject to assessment, to create the notion regarding its real state 

in both functional and territorial terms. Numerous approaches are 

used in in the methodology and evaluation. But the most reliable, 

in our opinion, is the rating assessment. The essential component

of the introduction of rating assessment in various areas 

is the calculation of the integrated indices as a basis for ranking. 

Integral assessment itself is becoming more common in measuring 

labor potential [3–7]. 

1. Formulation of the problem 

Since the specific values of any index are usually not assessed 

in comparison with standards or other samples, such assessments 

do not actually measure the real situation, but its differentiation 

between regions and countries. As a result of calculations 

of integrated indices it is possible to estimate regional differences, 

but in itself such index is pointless. Without discarding 

the scientific and analytical value of such research, we will try 

to evaluate the tools of rating assessment [6, 7, 27]. 

Since only the information that allows the authorities 

and economic entities to make effective decisions is useful, ratings 

(as a tool for decision-making) should be part of certain 

information-analytical systems. In the absence of regulatory 

application of ratings, their only value lies in the reliability of the 

information they contain for potential investors, the government, 

including managers of budget funds. However, the situation 

changes if ratings determine the conditions under which budget 

funds can be allocated, benefits, investments, etc. are provided 

(in particular, credit ratings determine the conditions under which 

an investor can buy securities, obtain loans, etc.). 

Assessing the adequacy of the level of development of labor 

potential should involve solving a number of theoretical and 

methodological issues: 

 analysis of labor potential, carried out on the basis of opinion 

polls, which characterize the state of its development; 

 assessment of compliance of actual indicators with current 

standards; 

 comparison with sample indicies, which can be considered 

standards recommended by experts of international 

organizations (ILO, WHO, IBRD, UN projects, etc.) 

and adopted in the most developed socially oriented 

economies of the world. Conformity assessment of developed

https://fiita.vntu.edu.ua/?id=206&mode=new_item&f=sites/206/entrance/spec.html
user
Stempel
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countries can be done by comparing economic indicies such 

as employment growth, reducing unemployment, improving 

public health [8, 9, 25]. 

Therefore, it is necessary to build a new concept of labor 

potential assessment. We propose to make such an assessment 

based on the use of mathematical modeling methods, namely the 

theory of fuzzy sets. When assessing the rating of labor potential, 

a number of parameters are not available for accurate quantitative 

measurement, so a subjective component is introduced, which 

is expressed by fuzzy estimates such as "high", "low", "medium", 

etc. What appears in science is defined as a linguistic description 

and is set by the so-called membership functions of a fuzzy 

set factor.  

2. Theoretical research 

In order to create an expert modeling system for multifactor 

analysis of labor potential assessment (R), we used a mathematical 

apparatus based on the theory of fuzzy logic, which was studied 

by well-known scientists [3, 22]. 

The generalized algorithm for estimating R Ukraine 

is the follows: 

 construction of a logical conclusion tree, which will determine 

the sequence of further calculations; 

 fuzzification of the Input variables. A term set is defined 

to evaluate each variable and the membership functions 

of each term are built on a discrete universal set. Using these 

functions and forming knowledge bases, we obtain analytical 

models of membership functions of terms and setting fuzzy 

knowledge bases for the corresponding relations, as well 

as the values of all input variables; 

 calculation of values of membership functions of terms – 

estimates for all variables, and, according to the constructed 

logical equations, values of membership functions 

for all nonterminal vertices; 

 calculation of the values of membership functions 

for the terms of a complex indicator of labor potential 

assessment and by defuzzification of the fuzzy set 

of determining the rank of labor potential. 

Linguistic statements should correspond to the obtained fuzzy 

logical equations at the appropriate hierarchical level: system (R) 

and the proposed factors that bound the membership functions 

of input and output variables, due to the use in their construction 

operations "max" and "min". That is, the logical operations "I" (˄) 

and "OR" (˅). Over the membership functions are replaced 

by the operations "max" and "min" [18, 19]: 

 µ (а) ˄ µ (b) = min [µ (а), µ (b)]; 

 µ (а) ˅ µ (b) = max [µ (а), µ (b)]. 

The considered algorithm uses the idea of identification 

of a linguistic term by the maximum of the membership function 

and generalizes this idea to the whole matrix of knowledge. 

Using membership functions and corresponding formulas, 

we find analytical models of membership functions of estimates 

of the input variables for all the terms. Since there are cases when 

the maximum membership functions are the same for two adjacent 

terms and this complicates the ranking of projects, for greater 

clarity it is proposed to consider the interval of changes 

of the input parameter R as continuous and rank projects 

on a given scale [D1: D2]. To obtain a clear number that 

corresponds to the rank of the project, in this interval you need 

to use the operation of the defuzzification, i.e. the operation 

of converting fuzzy information into clear or quantitative. 

The calculation of the fuzzy logical set D* is given in [18]. 

According to the principle of the center of gravity, defuzzification 

of the fuzzy set gives a quantitative estimate of D* – the rank 

of the complex estimate R for given input factors (1). 
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where m is the number of terms of the variable D; 

D1, D2 − lower and upper limits of the range of variable D; 

µ
uі (D) is a function of belonging of variable D to fuzzy term ui. 

3. Experimental research 

The source of knowledge base, which models the relationship 

between integrated and individual indicies of labor potential rating 

(R), are the opinions of experts, specializing in this field. 

The peculiarity of expressions such as "if – then, otherwise", 

which are formulated in natural language, is that their adequacy, 

unlike the quantitative models, does not change with slight 

fluctuations in input estimates in one direction or another. The set 

of such statements is a set of points in the space "individual 

criteria – an integral criterion". The integral criterion is evaluated 

by fixed linguistic estimates of individual criteria R. 

Expert evaluation is formalized in the form of answers to the 

questions of the expert questionnaire and provides the following 

options for the final expert opinion (we give the example 

of evaluation R): d1 (or the value falls in the interval [15, 16, 21]) 

− labor potential is quite low; d2 (value of the interval [16, 20]) − 

the level of labor potential can be assessed as average; 

d3 (the value lies in the interval [20, 24]) − labor potential is used 

effectively and there are prospects for its further growth. We will 

consider in more detail the specific parameters of the proposed 

model and give the composition of factors that should 

be determined when estimating R, that depends, in our opinion, 

on the following factors: 

 ( , , )rR f X Y Z   (2) 

where: X − medical and demographic factors; Y – socio-economic 

factors of influence; Z − educational factors. 

Medico-demographic factors can be presented as follows: 

 
1 2 3 4 5 6( , , , , , )xX f x x x x x x  (3) 

where: x1 − the share of persons in еру working age, %; 

x2 − the level of occupational injuries per 100 thousand 

employees; 

x3 − the level of occupational injuries with a fatal outcome per 100 

thousand workers, %; 

x4 − the level of occupational disease per 100 thousand 

employees; 

x5 − the share of employees who work in conditions that do not 

meet sanitary and hygienic standards, in the average number 

of registered personnel (ANRP), %; 

x6 − the proportion of employees who were absent from work due 

to illness in ANRP, %. 

Socio-economic factors of impact can be written as:  

 
1 2 3 4 5 6 7 8( , , , , , , , )yY f y y y y y y y y  (4) 

where: 

y1 is the level of employment (population aged 16–59 years, %); 

y2 − the level of registered unemployment, %; 

y3 − turnover ratio in connection with the release, %; 

y4 − workload per vacancy, %; 

y5 − average duration of unemployment, months; 

y6 − the share of funds of the Social Insurance Fund in case 

of unemployment, which are directed to the active employment 

policy, %; 

y7 − level of forced under employment, %; 

y8 − loss of working time, %. 

Educational factors of influence are written in the form: 

 1 2( , )zZ f z z  (5) 

where z1 is the share of persons who have improved their skills 

(in % to ANRP); z2 − share of employees with higher education 

in% to ANRP. 

Estimates of the values of linguistic variables given 

in relations (2–5) are performed using a system of qualitative 

terms, the number of which for each individual variable may 

be different, for example, for variable x1 – „Specific weight 

of people of working age” (with universal set from 15–75% − the 



76      IAPGOŚ 3/2022      p-ISSN 2083-0157, e-ISSN 2391-6761 

 

terms for evaluation are: „Low” (L), „Below average” (BA), 

„Medium” (M). 

The tree of the logical conclusion of the hierarchical 

connections of the factors that allow to assess R is shown 

in Fig. 1, where the root of the tree is R, and the leaves,

respectively, are the factors influencing this rating: medical-

demographic, socio-economic and educational factors. 

To compile fuzzy logical equations, knowledge bases 

are set (table 1−4) in the form of expert statements about 

the connections of fuzzy terms of input and output linguistic 

variables in the ratios (2−5). 

 

Fig. 1. Tree of logical conclusion of hierarchical connections of the factors, where L, BA, A, AA, H − terms for assessment (respectively: L – “low level”, BA – “below average 

level”, A – “average level”, AA – “above average level”, H – “high level”) 

Table 1. Knowledge bases and systems of fuzzy logical equations for the dependence 2 

IF THEN 

Medico-demographic factors 

of influence (X) 

Socio-economic factors 

of influence (Y) 

Educational factors 

of influence (Z) 

Rating of labor potential 

of Ukraine (R) 

Low (L) Low (L) Low (L) 

Low (L) Low (L) Low (L) Lower average (LA) 

Low (L) Lower average (LA) Lower average (LA) 

Lower average (LA) Lower average (LA) Lower average (LA) 

Lower average (LA) Lower average (LA) Lower average (LA) Lower average (LA) 

Lower average (LA) Lower average (LA) Average (A) 

Lower average (LA) Average (A) Average (A) 

Average (A) Average (A) Average (A) Average (A) 

Average (A) Above average (AA) Above average (AA) 

Average (A) Above average (AA) Above average (AA) 

Above average (AA) Average (A) Above average (AA) Above average (AA) 

Above average (AA) Above average (AA) Above average (AA) 

Above average (AA) Above average (AA) Above average (AA) 

High (H) Above average (AA) High (H) High (H) 

High (H) High (H) High (H) 

Source: author’s calculations. 

 

System of fuzzy logical equations based on knowledge base (table 1): 

µL(R) = µLx ˄ µLy ˄ µLz ˅ µLx ˄ µLy ˄ µBaz ˅ µLx ˄ µBay ˄ µBaz; 

µBA(R) = µBAx ˄ µBay ˄ µBaz ˅ µBAx ˄ µBay ˄ µBaz ˅ µBAx ˄ µBay ˄ µAz; 

µA(R) = µBAx ˄ µAy ˄ µAz ˅ µAx ˄ µAy ˄ µAz ˅ µAx ˄ µAAy ˄ µAAz; 

µAA(R) = µAx ˄ µAAy ˄ µAAz ˅ µAx ˄ µAAy ˄ µAAz ˅ µAAx ˄ µAAy ˄ µAAz; 

µH(R) = µAAx ˄ µAAy ˄ µAAz ˅ µAAx ˄ µHy ˄ µHz ˅ µHx ˄ µHy ˄ µHz. 

Table 2. Knowledge bases and systems of fuzzy logical equations for the dependence 3 

IF THEN 

Specific weight 

of working age 

persons, %, (x1) 

The level 

of occupational injuries 

per 100 thousand 

employees, % (x2) 

The level 

of occupational injuries 

with fatal consequences 

per 100 thousand 

employees, (x3) 

The level 

of occupational 

disease per 100 

thousand employees, 

% (x4) 

The share of employees working 

in conditions that do not meet 

sanitary and hygienic standards 

in the average number of employees, 

%, (x5) 

Proportion of employees 

who were absent from 

work due to illness 

in ANRP %, (x6) 

Medical and 

demographic 

factors of 

influence, (X) 

Low (L) Above average (AA) High (H) High (H) High (H) High (H) 

Low (L) Low (L) Above average (AA) High (H) High (H) High (H) High (H) 

Lower average (LA) Above average (AA) High (H) High (H) High (H) High (H) 

Lower average (LA) Above average (AA) High (H) High (H) High (H) High (H) 
Lower average 

(LA) 
Lower average (LA) Above average (AA) High (H) High (H) High (H) High (H) 

Average (A) Above average (AA High (H) High (H) High (H) High (H) 

Average(A) Average (A) High (H) High (H) High (H) High (H) 

Average (A) Average (A) Average (A) Average (A) Average (A) High (H) High (H) 

Above average (AA) Average (A) Average (A) Average (A) Average(A) Average (A) 

Above average (AA) Lower average (LA) Average (A) Low (L) Average (A) Low (L) 
Above average 

(AA) 
Above average (AA) Lower average (LA) Low (L) Low (L) Average (A) Low (L) 

High (H) Lower average (LA) Low (L) Low (L) Low (L) Low (L) 

High (H) Low (L) Low (L) Low (L) Low (L) Low (L) 

High(H) High (H) Low (L) Low (L) Low (L) Low (L) Low (L) 

High (H) Low (L) Low (L) Low (L) Low (L) Low (L) 

Source: author’s calculations. 
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System of fuzzy logical equations based on knowledge base (table 2): 

µL(Х) = µL(x1) ˄ µAA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6) ˅ µL(x1) ˄ µAA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6) ˅ 

µBA(x1) ˄ µAA(х2) ˄ µH (х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6); 

µBA(Х) = µBA(x1) ˄µAA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6) ˅ µBA(x1) ˄ µAA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6) ˅ 

µA(x1) ˄ µAA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6); 

µA(Х) = µA(x1) ˄ µA(х2) ˄ µH(х3) ˄ µH(x4) ˄ µH(х5) ˄ µH(х6) ˅ µA(x1) ˄ µA(х2) ˄ µA(х3) ˄ µA(x4) ˄ µH(х5) ˄ µH(х6) ˅ 

µAA(x1) ˄ µA(х2) ˄ µA(х3) ˄ µA(x4) ˄ µA(х5) ˄ µA(х6); 

µAA(Х) = µAA(x1) ˄ µBA(х2) ˄ µA(х3) ˄ µL(x4) ˄ µA(х5) ˄ µL(х6) ˅ µAA(x1) ˄ µBA(х2) ˄ µL(х3) ˄ µL(x4) ˄ µA(х5) ˄ µL(х6) ˅ 

µH(x1) ˄ µBA(х2) ˄ µL(х3) ˄ µL(x4) ˄ µL(х5) ˄ µL(х6); 

µH(Х) = µH(x1) ˄ µL(х2) ˄ µL(х3) ˄ µL(x4) ˄ µL(х5) ˄ µL(х6) ˅ µH(x1) ˄ µL(х2) ˄ µL(х3) ˄ µL(x4) ˄ µL(х5) ˄ µL(х6) ˅ 

µH(x1) ˄ µL(х2) ˄ µL(х3) ˄ µL(x4) ˄ µL(х5) ˄ µL(х6). 

Table 3. Knowledge bases and systems of fuzzy logical equations for the dependence 4 

IF THEN 

Employment rate 

(% of the 

population aged 

16−59),%, (y1) 

Registered 

unemployment rate, 

%, (y2) 

Turnover ratio, %, (y3) 
Load per vacancy 

(vacancy), % (y4) 

Average duration 

of unemployment, 

months, (y5) 

Share of the 

Fund’s funds 

in case of 

unemployment 

for active 

employment 

policy, %, (y6) 

Level of forced 

underemployment, 

%, (y7) 

Loss 

of working 

time, %, (y8) 

Socio-

economic 

factors 

Low (L) High (H) High (H) High (H) Above average (AA) Low (L) High (H) High (H) 

Low (L) Low (L) High (H) Above average (AA) High (H) Above average (AA) Low (L) High (H) High (H) 

Low (L) Above average (AA) Above average (AA) High (H) Above average (AA) Low (L) High (H) High (H) 

Low (L) Above average (AA) Above average (AA) Above average (AA) Above average (AA) Low (L) High (H) High (H) 

Lower 

average (LA) 

Lower average 

(LA) 
Above average (AA) Above average (AA) Above average (AA) Above average (AA) Average (A) High (H) Average (A) 

Lower average 

(LA) 
Above average (AA) Average(A) Above average (AA) Above average (AA) Average (A) High (H) Average (A) 

Lower average 

(LA) 
Average (A) Average (A) Average (A) Above average (AA) Average (A) High (H) Average (A) 

Average (A) 
Average (A) Average(A) Average (A) Average (A) Average(A) Average (A) Average (A) Average (A) 

Average (A) Lower average (LA) Lower average (LA) Average (A) Average (A) Average (A) Average (A) Average (A) 

Average (A) 
Lower average 

(LA) 
Lower average (LA) Average(A) Average (A) Average (A) Average (A) Average (A) 

Above 

average 

(AA) 

Average (A) 
Lower average 

(LA) 
Lower average (LA) 

Lower average 

(LA) 

Lower average 

(LA) 
Average (A) Low (L) Low (L) 

Above average 

(AA) 

Lower average 

(LA) 
Lower average (LA) 

Lower average 

(LA) 

Lower average 

(LA) 
High (H) Low (L) Low (L) 

Above average 

(AA) 

Lower average 

(LA) 
Lower average (LA) 

Lower average 

(LA) 
Low (L) High (H) Low (L) Low (L) 

High (H) Above average 

(AA) 
Low (L) Low (L) Low (L) Low (L) High (H) Low (L) Low (L) 

High (H) Low (L) Low (L) Low (L) Low (L) High (H) Low (L) Low (L) 

Source: author’s calculations. 

 

System of fuzzy logical equations based on knowledge base (table 3): 

µL(У) = µL(у1) ˄ µH(у2) ˄ µH(у3) ˄ µH(у4) ˄ µAA(у5) ˄ µL(у6) ˄ µL(у7) ˄ µH(у8) ˅ 

µL (у1) ˄ µH(у2) ˄ µAA(у3) ˄ µH(у4) ˄ µAA(у5) ˄ µL(у6) ˄ µH(у7) ˄ µH(у8) ˅ µL(у1) ˄ µAA(у2) ˄ µAA(у3) ˄ µH(у4) ˄ µAA(у5) ˄ µL(у6) ˄ µH(у7) ˄ µH(у8); 

µBA(У) = µL(у1) ˄ µAA(у2) ˄ µAA(у3) ˄ µAA(у4) ˄ µAA(у5) ˄ µL(у6) ˄ µH(у7) ˄ µH(у8) ˅ 

µBA(у1) ˄ µAA(у2) ˄ µAA(у3) ˄ µAA(у4) ˄ µAA(у5) ˄ µA(у6) ˄ µH(у7) ˄ µA(у8) ˅ µBA(у1) ˄ µAA(у2) ˄ µA(у3) ˄ µAA(у4) ˄ µAA(у5) ˄ µA(у6) ˄ µH(у7) ˄ µA(у8); 

µA(У) = µBA(у1) ˄ µA(у2) ˄ µA(у3) ˄ µA(у4) ˄ µAA(у5) ˄ µA(у6) ˄ µH(у7) ˄ µA(у) ˅ 

µA(у1) ˄ µA(у2) ˄ µA(у3) ˄ µA(у4) ˄ µA(у5) ˄ µA(у6) ˄ µA(у7) ˄ µA(у8) ˅ µA(у1) ˄ µBA(у2) ˄ µBA(у3) ˄ µA(у4) ˄ µA(у5) ˄ µA(у6) ˄ µA(у7) ˄ µA(у8); 

µAA(У) = µA(у1) ˄ µBA(у2) ˄ µBA(у3) ˄ µA(у4) ˄ µA(у5) ˄ µA(у6) ˄ µA(у7) ˄ µA(у8) ˅ 

µA(у1) ˄ µBA(у2) ˄ µBA(у3) ˄ µBA(у4) ˄ µBA(у5) ˄ µA(у6) ˄ µL(у7) ˄ µL(у8) ˅ µAA(у1) ˄ µBA(у) ˄ µBA(у3) ˄ µBA(у4) ˄ µBA(у5) ˄ µH(у6) ˄ µL(у7) ˄ µL(у8); 

µH(У) = µAA(у1) ˄ µBA(у2) ˄ µBA(у3) ˄ µBA(у4) ˄ µL(у5) ˄ µH(у6) ˄ µL(у7) ˄ µL(у8) ˅ 

µAA(у1) ˄ µL(у2) ˄ µL(у3) ˄ µL(у4) ˄ µL(у5) ˄ µH(у6) ˄ µL(у7) ˄ µL(у8) ˅ µH(у1) ˄ µL(у2) ˄ µL(у3) ˄ µL(у4) ˄ µL(у5) ˄ µH(у6) ˄ µL(у7) ˄ µL(у8). 

Table 4. Knowledge bases and systems of fuzzy logical equations for the dependence 5 

IF THEN 

Proportion of % who improved 

their skills (in % to ANRP), (z1) 

Share of employees with higher 

education (in % to ANRP), (z2) 
Educational factors 

Low (L) Low (L) 

Low (L) Low (L) Low (L) 

Low (L) Low (L) 

Low (L) Low (L) 

Lower average (LA) Average (A) Low (L) 

Average (A) Low (L) 

Average (A) Average (A) 

Average (A) Average (A) High (H) 

Average (A) High (H) 

Average (A) High (H) 

Above average (AA) High (H) High (H) 

High (H) High (H) 

High (H) High (H) 

High (H) High (H) High (H) 

High (H) High (H) 

Source: author’s calculations. 
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System of fuzzy logical equations based on knowledge base 

(table 4): 

µL(Z) = µL(z1) ˄ µL(z2) ˅ µL(z1) ˄ µL(z2) ˅ µL(z1) ˄ µL(z2); 

µBA(Z) = µL(z1) ˄ µL(z2) ˅ µA(z1) ˄ µL(z2) ˅ µA(z1) ˄ µL(z2); 

µA(Z) = µA(z1) ˄ µL(z2) ˅ µA(z1) ˄ µA(z2) ˅ µA(z1) ˄ µH(z2); 

µAA(Z) = µA(z1) ˄ µH(z2) ˅ µH(z1) ˄ µH(z2) ˅ µH(z1) ˄ µH(z2); 

µH(Z) = µH(z1) ˄ µH(z2) ˅ µH(z1) ˄ µH(z2) ˅ µH(z1) ˄ µH(z2). 

4. Conclusion 

The analysis of scientific works on the definition 

of the structure and main components of the labor potential and 

the methodology of its assessment using the use of qualitative and 

quantitative characteristics and the application of mathematical 

modeling methods was carried out. Based on the results of 

research, the groups of demographic, socio-economic and 

educational factors that have the main influence on the health 

of the employed population have been substantiated and 

systematized. The need for the application of mathematical 

modeling is argued and a mathematical multifactorial model 

is built for the analysis and evaluation of indicators of health 

preservation of the employed population at the macro level using 

a mathematical apparatus based on the theory of fuzzy sets. 

This creates opportunities for increasing the effectiveness of the 

system of making public management decisions in the process 

of developing concepts, strategies, and practical measures 

to ensure opportunities for the employed population to live a long 

and healthy life, in particular working, to acquire, expand and 

update knowledge throughout life in the system of professional 

education and have access to decent working conditions and 

wages; and also to make timely adjustments during their 

implementation, which should be positively reflected in the steady 

growth of the human development index (HDI): increase 

in life expectancy, improvement in the quality of education, 

growth in real GDP per capita. 
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