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A DEEP ENSEMBLE LEARNING METHOD 

FOR EFFORT-AWARE JUST-IN-TIME DEFECT 

PREDICTION 
 

 

Abstract 

Since the introduction of Just-in-Time effort aware defect prediction, many 

researchers are focusing on evaluating the different learning methods for 

defect prediction. To predict the changes that are defect-inducing, it is im-

portant for learning model to consider the nature of the dataset, its imbalance 

properties and the correlation between different attributes. In this paper, 

we evaluated the importance of dataset properties, and proposed a novel 

methodology for learning the effort aware just-in-time defect prediction 

model. We form an ensemble classifier, which consider the output of three 

individuals classifier i.e. Random forest, XGBoost and Deep Neural Network. 

Our proposed methodology shows better performance with 77% accuracy 

on sample dataset and 81% accuracy on different dataset. 

 

 

1. INTRODUCTION 

 

Reducing the number of failures in a software is important in order to produce 

the quality product. During software development, a software goes through many 

changes, and these changes are needed to be defect and error free. Since the intro-

duction of Effort aware Just-in-Time (JIT) prediction by Mockus et al. (Mockus 

& Weiss, 2000), it is highly studied model for the better error detection 

mechanism. Mockus and Weiss used numerous change metrics for the prediction 

of the probability that the change will induce any defect in software instead of 

going through the lines of codes. 
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JIT defect prediction is of major practical value compared with conventional 

defect predictions at module. The JIT was coined by the Kamei et al. (Kamei et 

al., 2012) who put forward a method of checking the error based on raw metric 

which not only predicts the error out from the line of code under inspection, but 

also highlights the latent defect which can be detected at the check in time unlike 

other effort aware detection method (Zhou, Sun, Xia, Li & Chen, 2019). This 

method also reduces the tedious task of finding the author of the code as many 

people are involved over a module and doing the inspection at the check in time, 

where the change details are still being investigated, help make the debug very easy. 

Much work is available on the JIT effort aware system using the file, package 

or method level for the defect prediction. However, there is still the need to 

accurately predict the defect using supervised, unsupervised and deep learning 

methods (Yu, Wen, Han & Hayes, 2018). In this paper, we proposed a novel 

methodology for the prediction of defects using the publicly available dataset for 

training few learning methods, and later we ensemble the output of each classifier 

to provide the final target prediction. In our proposed model, we used ensemble 

method classification utilizing random forest, XGBoost and deep neural network 

for model training. Therefore, our model try to take into account of the abstract 

features by using the deep ensemble technique, XGBoost and Random Forest, 

making it more robust and outperform the models available. 

The rest of the paper is organized as follows. Section 2 review the existing 

techniques related to the effort aware JIT defect prediction. Proposed methodology 

is explained in detail in Section 3 followed by Experimental evaluation and result 

with discussion in section 4. Section 5 conclude the paper and state the possible 

future direction. 

 

 

2. LITERATURE REVIEW 

 

Effort-aware JIT defect prediction ranks the source code based on the probabil-

ity of the defects and the effort to examine such variations. Effective and efficient 

defect prediction and detection algorithms help to find the defects accurately and, 

in less time with small effort. Such effort-aware models often help to allocate the 

software quality assurance tasks like code reviews and testing. Qiao et al., (Qiao 

& Wang, 2019) proposed a deep learning approach for the effort-aware JIT defect 

prediction. They used neural network and deep learning approach for the useful 

feature selection. They used ten numerical metrices of code changes and feed them 

to neural network to predict the presence of bug in the code change under review. 

They rank the code changes according to the benefit cost ratio, which is calculate 

beforehand by diving the likelihood of each code change by its size.  

Yang et al. (Yang et al., 2016), state that many unsupervised effort aware JIT 

prediction models performs better than the state-of-the-art supervisor modes. 

They used only those prediction model that have a good scalability and low 
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application cost (i.e. metrices modelling cost and collection cost). It put forward 

the idea of using the unsupervised learning technique and highlighted that building 

the prediction models do not need defected data for unsupervised model, as  

a consequence, incur a low building cost and a high application range (Liu, Yang, 

Xia, Yan & Zhang, 2018). Therefore, it would be more fitting for users to use 

unsupervised models in effort-aware JIT defect prediction especially when defect-

inducing changes can be predicted well. In general, unsupervised models 

aggregate similar data-points and performs the modelling. Thus, the model has to 

develop and train effectively to automatically identify on its own to figure out 

information. It primarily deals with the unlabeled data.  

There are many bug prediction models built with the historical metrices. Many 

studies have targeted coarse-grained (file and packages level) prediction. Hata et 

al., (Hata, Mizuno & Kikuno, 2012) stated that fine-grained prediction is challenges 

because it needs method level histories of existing version control system. They 

tackle the mentioned problem and developed a fine-grained prediction version 

control system and proved that fine-grained performs better than the coarse-

grained prediction. On the other hand, Kamei et al. (Kamei et al., 2012), claim 

that the common finding in literature say that package level prediction normally 

outperforms fine-level predictions, does not hold true when the effort is considered. 

They show that package level prediction can be improved when file level 

prediction is performed and then lifting them on the package level instead of just 

collecting all the metrices at the package level. 

Kamie et al., (Kamei, Matsumoto, Monden, Matsumoto, Adams & Hassan, 2010) 

stated that defect detection from file or package level is very time consuming and 

it makes the approach very ineffective for large software systems. They proved 

that instead of using file and package level for defect prediction, we should identify 

defect-prone software changes. The conducted large-scale study on six open source 

projects and 6 open source projects, shows the 68% average accuracy with 64% 

average recall for the proposed system. Only 20% of effort is needed to review 

the changes, and 35% of all defect-inducing changes were identified. This proposed 

model provides effort-reducing way to handle the risky changes and minimize the 

cost for the development of high-quality software.  

The existing literature mainly focuses effort-aware JIT prediction using the 

data extracted based on developer and using the unsupervised models that aggregated 

the similar data-point to perform the modelling. In contrast to previous work, we 

focus on using the deep learning ensembling techniques for the defect prediction. 

Later, implementing Deep ensembling using the XGboost, Random Forest and 

Deep neural network and then averaging their output. 
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3. PROPOSED METHODOLOGY 

 

In this paper, we proposed a methodology for effort aware just-in-time 

prediction using the ensemble method. Instead of using only supervised or unsu-

pervised method for classification, we proposed to use the combination of deep 

learning method, supervised methods for the classification task. As shown in 

Figure 1, for this task, we used various multiple learning algorithms including 

deep neural network, XGBoost and Random Forest. Deep neural network can map 

the input data to the given labelled dataset representing the non-linear relationship. 

Unlike most conventional machine learning algorithm, deep neural network can 

detect the feature automatically without the human intervention. For DNN opti-

mization, we used ADAM (adaptive moment estimation) optimization algorithm. 

It updates model weight iteratively based on the training data. We used the following 

parameter setting for ADAM optimization: 

 Learning Rate = 0.001, 

 Decay Rate = 0.9, 

 Exponential Decay Rate = 2.099. 

 

 

Fig. 1. Proposed Methodology: Effort aware just-in-time prediction  

using deep ensemble method 

 

XGBoost (Chen & Guestrin, 2016) was initially developed with deep 

consideration of system optimization and principles in machine learning. The 

objective function f is: 
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obj =∑𝑙(𝑦𝑖 , 𝑦̂𝑖
(𝑡)) +∑Ω(𝑓𝑖)

𝑡

𝑖=1

𝑛

𝑖=1

 (1) 

 

Note that this objective function should contain training loss and regularization. 

XGBoost complexity is defined as: 

 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆∑𝜔𝑗

2

𝑇

𝑗=1

 (2)  

 

Random forest contains many decision tree, and the prediction of each decision 

tree is considered and the class with the most votes is selected as the predicted 

class.  

For the proposed methodology, we implemented deep ensembling used the 

above mentioned three classification mechanism, and later average the given 

output to get the final output. 

 

 

4. EXPERIMENTAL EVALUATION 

 

4.1. Dataset 

 

The proposed methodology is evaluated on the publicly available dataset 

(Kamei et al., 2012) which was created by collecting information from the csv 

repositories with the corresponding bug reports of six large open source projects 

and five large commercial projects. Open source projects were Bugzilla, Mozilla, 

Eclipse JDT, Columba, PostgresSQL, Eclipse platform. The data for the Bugzilla 

and Mozilla were obtained from the MSR 2007 Mine Challenge. The data for 

Columba were gathered from the official CVS repository. Table 1 summarizes the 

statistic of dataset. 
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Tab. 1. Statistic of the projects included in the dataset (Kamei et al., 2012) 
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per file 

File Change Max. Avg. 

Bugzilla 

Columba 

Eclipse JDT 

Eclipse Platform 

Mozilla 

PostgresSQL 

08/1998 – 12/2006 

11/2002 – 07/2006 

05/2001 – 12/2007 

05/2001 – 12/2007 

01/2000 – 10/2006 

07/1996 – 05/2010 

4.62 

4.46 

35.38 

64.25 

98.28 

20.43 

(36%) 

(31%) 

(14%) 

(14%) 

(5%) 

(25%) 

389.8 

125.0 

260.1 

231.6 

360.2 

563.0 

37.5 

149.4 

71.4 

72.2 

106.5 

101.3 

2.3 

6.2 

4.3 

4.3 

5.3 

4.5 

1.5 

3.3 

14.7 

26.7 

38.9 

4.0 

37 

10 

19 

28 

155 

20 

8.4 

1.6 

4.0 

2.8 

6.4 

4.0 

OSS-Median – 27.91 20% 310.1 86.7 4.4 9.4 24 4.0 

C-1 

C-2 

C-3 

C-4 

C-5 

10/2020 – 12/2009 

10/2020 – 12/2009 

07/2002 – 12/2009 

12/2003 – 12/2009 

10/1982 – 12/1995 

4.10 

9.28 

3.59 

5.18 

10.96 

 – 

– 

– 

– 

303.0 

6.4 

19.2 

16.6 

12.9 

39.0 

2.0 

2.4 

2.0 

1.8 

4.8 

1.2 

2.8 

1.3 

2.4 

2.3 

– 

– 

– 

– 

– 

– 

– 

– 

– 

– 

COM-Median – 5.18  – 16.6 2.0 2.3 – – 
* The percentage in brackets shows the percentage of defect-inducting changes to all changes 

 

This dataset is imbalanced hence it greatly affects the sensitivity of the model. 

The learning pattern is also distributed. If the imbalanced data is not dealt 

perfectly, then the model will only learn to distinguish one class with major 

number of instances. Hence, it makes the model to predict output for one class 

more over other class and in that case the biasedness will follow up. It will exhibit 

higher accuracy but will not be a right model. It may also be noted that accuracy 

metric does not help us get the right metric for the measure of the accuracy but F1 

score, p score and recall followed by specificity and sensitivity are the right metric 

to measure the performance. 

 

4.2. Result and Discussion 

 

For evaluation we used the 10 cross fold validation for the performance testing 

of different unsupervised models. As shown in Figure 2, the correlation between 

different attributes is imbalanced, in order to handle the imbalanced data, we 

obtain the balance between two classes. The improved correlation between 

attributes is obtained by applying normalization on the attributes. 
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Fig. 2. Imbalance correlation matrix of attributes 

 

 

Fig. 3. Subsample correlation matrix of attributes 

 

The current dataset which can create bottleneck at the time of learning. These 

outliers are needed to be dealt properly or we can discard them to make the 

distribution in the dataset even. Checking the dataset distribution with the target 

and we see that there are too many outliers and they can create a bottleneck when 

it comes to pattern learning. So, they must be dealt with properly else discarded. 
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Fig. 4. Distribution of dataset 

 

Figure 5 shows the distribution of three unsupervised model i.e. exp, rexp and 

sexp with the target. All these three attributes show maximum correlation with the 

target as compared to the rest of the attributes like npt, pd, ndev, fbs etc. 

 

 

Fig. 5. Distribution of exp, rexp and sexp with the target 

 

In Table 2, we report the performance of deep neural network along with other 

supervised and unsupervised learning methods. For performance reporting, we 

used the following measures: accuracy, p-score, f1-score, sensitivity and specificity. 

According to our evaluation, Random forest followed by XGBoost outperforms 

other classification methods and shows 71% accuracy. In general, supervised 

models outperforms unsupervised models when we have labelled data and the 

dataset is large for model training. This table also report results on across project 

cross validation using different dataset. In both cases high sensitivity and spec-

ificity is observed for all learning methods. 
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Tab. 2. Performance of different supervised, unsupervised and deep learning methods 
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Log. Reg. 0.6550 0.6714 0.6714 0.6368 0.6714 0.6303 0.4237 0.4911 0.7805 0.4237 

SVM linear 0.6550 0.6551 0.6877 0.6547 0.6551 0.5833 0.3897 0.4768 0.7727 0.3897 

SVM RBF 0.4725 0.4000 0.0186 0.4734 0.4000 0.6942 0.4000 0.0029 0.6946 0.4000 

Naive Bayes 0.5775 0.5597 0.6943 0.6842 0.5597 0.6828 0.4726 0.3885 0.7398 0.4726 

J48 0.6600 0.6813 0.6714 0.6377 0.6813 0.6823 0.4571 0.2893 0.7194 0.4571 

Rand. Forest  0.7100 0.7701 0.6979 0.6637 0.7701 0.6754 0.4519 0.3561 0.7308 0.4519 

AdaBoost 0.6900 0.7171 0.6633 0.6960 0.6633 0.6808 0.4760 0.4605 0.7628 0.4760 

XGBoost 0.7000 0.7393 0.6984 0.6650 0.7393 0.6823 0.4571 0.2893 0.7194 0.4571 

DNN 0.6275 0.6177 0.6823 0.6453 0.6177 0.5322 0.3289 0.4001 0.7156 0.3289 

KMeans 0.4775 1.000 0.0094 0.4761 1.0000 0.6962 0.5178 0.1463 0.7057 0.5178 

 

Yang et al. (Yang et al., 2016), state the importance of using unsupervised 

model instead of supervised model for learning. In their paper, they proposed the 

removal of highly correlated attributes by computing the reciprocal of raw metric 

and discarding the LA and LD, helps in ranking the values in descending order. 

However, considering the availability of enough training data and the presence of 

highly correlated attribute with target value supervised learning is the better 

option. On the other hand, when the labelled dataset is not available, choosing the 

unsupervised learning is the considerable option. In our proposed approach, we 

used abstract features in contrast to the use of LA and LD as proposed by Yang et al. 

(Yang et al., 2016), and the use of ensemble classification methods of three 

supervised learning method, deep Neural Network, XGBoost and Random forest 

performs better as compared to the stateof-the-art results. Table 3 shows the 

performance of our proposed methodology on sample and across different dataset. 

Our proposed methodology does not only perform better on the sample dataset but 

also shows better accuracy on different dataset with the accuracy of 81.85%. 

 
Tab. 3. Performance on sample and different dataset 

 Accuracy P-score F1-score Sensitivity Specificity 

Sample Dataset 0.7739 0.7842 0.7546 0.7798 0.7842 

Different Dataset 0.8185 0.7993 0.5860 0.8162 0.7993 

 

 

 



14 

Practically, there is no optimal approach which can meet all potential scenarios. 

Therefore, the unsupervised learning is a great way of learning when the labelled 

data is not applied but the Effort-aware JIT seems to be outperformed by the state 

of the art supervised model.  

Yang et al. (Yang et al., 2016)model doesn’t hold true for all the attributes as 

LA and LD had to be not taken into consideration. Our approach tries to take into 

account of the abstract features by using the deep ensemble technique and XGBoost 

and Random Forest, making it more robust and outperform all the models available. 

Yang paper (Yang et al., 2016) greatly highlights the use of unsupervised model 

and validates the importance of having the unsupervised model, their method-

ology of computing the reciprocal of raw metric and excluding the LA and LD 

and then removing the highly correlated help rank the values obtained in 

descending order (Huang, Xia & Lo, 2019). However, whilst observing the 

correlation with the target value and availability of sufficient data, it becomes 

obvious to opt for the supervised model. The supervised model XGBoost 

outperforms all the model in all aspects with high sensitive score. 

Whilst using the model for Cross Validation Across Project, we observe the 

same trend for the classification model performance. The accuracy and all other 

metric performed well but XGBoost performed across all the models in both local 

and global models scenario. 

 

 

5. CONCLUSIONS AND FUTURE WORK 

 

Effort-aware Just-in-Time (JIT) defect prediction helps projects teams to 

allocate limited resources to the defect-prone software modules efficiently and 

accurately. Many machine learning and data mining approaches are used to detect 

and predict these defect inducing changes. However, the performance of these 

learning mechanism is highly dependent on the data that is used to train the model. 

In this paper, we proposed a novel methodology for effort aware just in time 

prediction for sample dataset and different dataset using different supervised and 

unsupervised learning methods. Our experiment concluded that unsupervised 

model have a very high degree of specificity and sensitivity both on current data 

and across project dataset. Unsupervised model are great but state of the art 

supervised model outperforms the unsupervised model on two context, when the 

data are labelled and the data is suffice enough. Specifically, Our results show that 

considering the performance of a single classifier, Random forest and XGBoost 

performs better than the other state-of-the-art methods. In addition, 77% accuracy 

is achieved by ensembling the output of three classifiers, i.e. Random Forest, 

XGBoost and Deep Neural Network for the sample dataset. We evaluate our 

proposed methodology only on the project that are publicly available, in future we 

can evaluate the result of our proposed methodology on closed source software 

projects. 
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Data Availability 

The experiment uses public dataset shared by Kamei et al (Kamei et al., 2012), 

and they have already published the download address of the dataset in their paper. 
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Abstract 

Vibration energy harvesting systems are using real ambient sources 

of vibration excitation. In our paper, we study the dynamical voltage response 

of the piezoelectric vibrational energy harvesting system (PVEHs) with  

a mechanical resonator possessing an amplitude limiter. The PVEHs 

consist of the cantilever beam with a piezoelectric patch. The proposed 

system was subjected to the inertial excitation from the engine suspension.  

Impacts of the beam resonator are useful to increase of system’s frequency 

transition band. The suitable simulations of the resonator and piezoelectric 

transducer are performed by using measured signal from the engine 

suspension. Voltage outputs of linear (without amplitude limiter) and 

nonlinear harvesters were compared indicating better efficiency of the 

nonlinear design. break 
11 points break 

 

1. INTRODUCTION 

11 points break 

In the last decade, the research interest in vibrational energy harvesting systems 

(VEHs) has been growing rapidly for applications with small power consump-

tion, mainly in miniaturized electronics, wireless autonomous sensors used in 

medical and health monitoring, structural health monitoring, or smart buildings. 
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In particular, self-powered sensors can use the information of any engineering or 

physical phenomena represented in the signal in the corresponding time series 

(Smutny, Nohal, Vukusicova & Seelmann, 2018). In the auto-motive sector, 

numerous methods can be applied to the measured signal in the time domain 

(Figlus, Szafraniec & Skrucany, 2019). Commercial solutions for energy 

harvesting from mechanical vibrations are offered in the frame of an intensively 

developing industrial Internet of Things (IoT). The electrical energy converted 

from ambient mechanical vibrations can be scavenged from different sources 

such as forced excitation in seismic and acoustic motions, random or periodic 

vibrations from sea waves, or vehicle motion. In order to obtain the highest 

voltage output of the system, the EH design should be adapted to the char-

acteristic frequency of excitation causing operation at the resonant frequency.  

An alternative approach is to use the frequency broadband effect, namely the 

system can operate in a wider range of frequencies. At that time, the efficiency is 

admittedly lower, comparing to the peak resonance output, but the system 

operates constantly in variable conditions. The obtained output voltage provides 

a reasonable power supply for the autonomous sensor. On the other hand, the 

studied Diesel engine and its suspension are typically situated in an environment 

where energy is available for harvesting. 

In the group of VEHs, we can specify electromagnetic (Tan, Dong & Wang, 

2017; Ambrożkiewicz, Litak & Wolszczak, 2020), electrostatic (Zhang et al. 2018), 

and piezoelectric systems (Al-Yafeai, Darabseh & Mourad, 2020; Mieczkowski, 

Borawski & Szpica, 2019; Koszewnik, 2019, 2020) and their hybrid solutions.  

In our paper, we focus on the piezoelectric EHs, in which the piezoelectric effect 

is applied. In piezo-based EH systems obtained voltage output depends on the 

applied mechanical stress (direct piezoelectric effect). In Figure 1, the general scheme 

and functional principle of the piezoelectric VEH system are presented (Erturk, 

Hoffman & Inman, 2009;  Litak, Friswell & Adhikari, 2010). 

11 points break 

 

Fig. 1. Scheme of piezoelectric vibrational energy harvesting system  

based on cantilever beam 
11 points break 
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On the other hand, the rapid development of the automotive industry and chang-

ing into green technology in form of Electric Vehicles (EV) (Łukjanow & Zieliński, 

2016; Skrucany, Kendra, Stopka, Milojevic, Figlus & Csiszar, 2019) or Plug-in 

Hybrids (Šarkan, Gnap & Kiktová, 2019), forces to apply autonomous sensors 

for condition monitoring systems in the car. The application of the energy 

harvesting systems seems to be the perfect solution for constant powering up of 

sensors placed in hardly accessible places such as tires, engine block or sus-

pension column. The range of used sensors in the car is getting wider and wider 

and three main areas, where they are used can be defined:  

 diagnostics, 

 active safety, 

 navigation & localization. 

 
Tab. 1. The list of sensors in the car possible to power with the EH system  

Position 

sensors 

Pressure 

sensors 
Thermal 

sensors 

Inertial 

measurement 

unit 

Gas and 

chemical 

compositions 

sensors 

Fuel level, 

 

Engine 

throttle 

position, 

 

Steering 

wheel 

position, 

 

Chassis  

height 

 

Tire pressure 

monitoring 

system, 

 

Engine 

manifold 

pressure 

sensing 

system, 

 

Cylinder 

pressure 

Exhaust gas 

temperature, 

 

Engine 

coolant 

temperature 

 

 

ABS, 

 

IMU-enabled GPS 

systems 

Humidity 

detection, 

 

NOx detection, 

 

CO and CO2 

emission, 

 

Hydrogen 

detection 

 

Over the decade ago, Matsuzaki & Todoroki (2008) found energy harvesting 

as the future for powering up autonomous sensors in automotive applications. 

The paper of Askari et al. (Askari, Hashemi, Khajepour, Khamesee & Wang, 

2018) provides wide and rich information on sensors to which the scavenged 

power from the EH system can be transferred to. In Table 1, the list of chosen 

sensors in the vehicles is presented. 

So far, several solutions of piezoelectric energy harvesting systems based on 

cantilever beam have been proposed at real-, micro- and nanoscale in automotive 

applications. Many works are focused on powering up the tire pressure sensor  

as the tire manufacturers couple them with tire and in most cases they are irre-

placeable. The application of piezoelectric energy harvester (PEH) in such solutions 
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seems to be a perfect solution as on car wheels act a different kinds of excitation 

coming from bumps, torsions, and accelerations. Bowen et al. (Bowen & Arafa, 

2015) presented wide spectra of technologies for a tire pressure monitoring 

systems, mentioning piezoelectric solutions. Zhu et al. (Zhu, Han & Zhao, 2019) 

studied the acceleration and power response of the PEH mounted on the wheel 

by different speeds of the car. Xie et al. (Xie & Wang, 2015) provided  

a mathematical model for the piezoelectric ring energy harvesting system applied  

in vehicle tires comparing the power response by different thicknesses of PZT 

patches, class of road surface, and design of the system.  

Another source of continuous vibrations in the car is its suspension. In the 

paper of Al-Yafeai et al. (Al-Yafeai, Darabseh & Mourad, 2020), the infor-

mation on PEH implementations and harvested power in the car suspension  

is provided. Furthermore, Zhang et al. (Zhang, Zheng, Shimono, Kaizuka & 

Nakano, 2016) proposed the application of the stochastic resonance method for 

increasing the efficiency of PEH mounted in the suspension of the car.  

In the present work, we are focusing on the application of random Diesel 

engine’s vibrations as the source of excitation in the cantilever beam PEH 

system with an amplitude limiter. The application of impacts in the operating 

system provides a broadband effect, then the EH system can operate in a wider 

range of excitation frequencies (Borowiec, Litak & Lenci, 2014). Moreover, 

the different alignment of stoppers provides adjustable design and variable elastic 

properties of the system. A similar design was discussed in articles by Khalatkar 

et al. (Khalatkar & Gupta, 2017), Gatti et al. (Gatti, Ramirez, Febbo & Machado, 

2018), and Chandru et al. (Chandru, Murugan & Keerthika, 2016) showing 

experimental results, Kim et al. (Kim, 2014) instead, proposed torsional vibra-

tions in internal combustion engine as the source of vibration for PEH. The novelty 

of our research is to check how the impact phenomena will influence the power 

response of the EH system.    

The rest of this paper is organized as follows. Section 2 presents solutions 

and advantages of impact-based energy harvesting systems. In Section 3, the experi-

mental setup and proposed concept of the piezoelectric EH system with an am-

plitude limiter are described. Next, in Section 4, the results of numerical simula-

tions in Matlab are shown. Section 5 summarizes the results obtained and the 

next steps in the development of the system are described.  

11 points breakpoints break 

 

2. IMPACT-BASED CANTILEVER BEAM PEH 

11 points break 

In the case of real applications, the best choice is the nonlinear energy har-

vesting system as it can operate in a wider range of operational frequencies, than 

the linear oscillator only adapted to the resonant frequency. One of the approaches 

to obtain a positive broadband effect into EH is the introduction of impacts, 

which exploit the effects of non-linearity. In the paper of Vijayan et al., (Vijayan, 
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Friswell, Khodaparast & Adhikari, 2015) they proposed the model of cantilever 

beam PEH by which it was proved that contact stiffness and clearance have an 

influence on the output power. The advantage of the impact introduction into the 

system is the broadband effect caused by the achievement of bilinear stiffness 

characteristic resulting in energy harvesting in a wider range of frequencies 

(Borowiec, Litak & Lenci, 2014). The mentioned design of PEH led to the study 

of the physical system in the experimental and real environment. In the PhD 

thesis of Ye Zhang from Louisiana State University, the application of piezo-

electric based EH systems in civil infrastructures is discussed (Zhang, 2014).  

In the papers of Zhao et al. (Zhao & Yang, 2018) and Jung et al. (Jung, Song, 

Hong, Yang, Hwang, Jeong & Sung, 2015) as the external excitation for PEH, 

the air stream is used, so such EH systems can have a utilitarian function. Based 

on related works, in our case, we propose a similar approach to the problem, but 

the excitation will be the random signal obtained from vibrations generated by 

the engine.  

The PEH used for studying the dynamical response is based on the system 

proposed by Erturk et al. (Erturk, Hoffmann & Inman, 2009). The system consists 

of the ferromagnetic beam, two PZT-5A piezo-ceramic patches, and a mechan-

ical amplitude limiter mounted on one side of the closed frame. The position of 

the mechanical stopper is adjustable, but the results of the response are presented 

for the only one showing the possibilities of the PEH. The considered system 

can be divided into the electrical part (piezo patches with the external electrical 

circuits) and the mechanical part (cantilever beam with amplitude limiter) 

presented in Figure 2.  

The coupling of the two parts can be described by the electromechanical 

equations of motion with dimensionless parameters as following: 

 

𝑥̈ + 2𝜁𝑥̇ + 𝑥 + 𝐹𝑟(𝑥) − 𝜒𝜈 = 𝐹(𝑡)       (1) 

𝑣̇ + 𝜆𝑣 + 𝜅𝑥̇ = 0          (2) 

11 points break 

where:  ζ – mechanical damping ratio, 

   Fr (x) = 𝐹0 (−𝑝 − 𝑥) (𝑥 + 𝑝) – stopper restore force,  

F0 = 100– stopper stiffness ratio with respect to the effective 

normalized beam stiffness, 

 – Heaviside step function, 

p – the distance between the stopper stable position of the beam 

(equilibrium point x = 0), 

χ – piezoelectric coupling term in the mechanical circuit equation, 

ν – voltage across the load resistance, 

F =  Aω2 cos(ωt)- excitation force, 

A – amplitude of kinematic excitation, 

ω – excitation frequency, 
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λ – reciprocal of the time constant (
1

𝑅𝑙𝐶𝑝
), Rl – load resistance,  

Cp – capacitance of the piezoelectric layers, 

κ – piezoelectric coupling term in the electrical circuit equation, 

t – time. 

 

a) 

 
b)  

 

Fig. 2. a) Schematic plot of the piezoelectric energy harvesting system is based  

on a cantilever beam with mechanical stopper of amplitude – the blue arrows indicate  

the direction of excitation; b) The restoring force of the stopper with respect to the beam 

normalized effective stiffness – p = 0.8 indicated the distance of the stopper  

from the equilibrium fixed point (x = 0) 
 

The impact was introduced into the system by the Heaviside function,  

we assumed that its influence will cause a sudden increase of the beam’s stiffness 

by 100 times during contact with the mechanical stopper. Values of other terms 

used in Eq. 1 and Eq. 2 are collected in Table 2.  

  



22 

Tab. 2. Values of parameters used in electromechanical 

equations of motion (dimensionless units) 

Parameter Value 
ζ 0.01 

χ 0.05 

λ 0.01 

κ 0.50 

p 0.80 

A 0.183 
 

 
 

Fig. 3. The comparison of resonance curves for the linear (green line) and nonlinear  

(blue line) case for EH system. Namely, RMS (Root Mean Square) of voltage output  

is plotted versus excitation (angular) frequency. In the nonlinear problem, there  

are additional sub-harmonics (multiple solutions) arouse in result of impact. The calculations 

are done in such way that for each angular frequency different initial conditions are chosen  

[𝒙, 𝒙 ̇ , 𝒗] = [𝟎, 𝝈, 𝟎], where σ is a random number uniformly distributed in the interval [-1,1] 

 

Based on Eq. 1 and Eq. 2, we performed calculations of the voltage response. 

The results of calculations are presented in Figure 3. Interestingly, we observe  

a frequency broad band at the vicinity of the linear frequency resonance ω0 = 1 

and additionally in the interval ω ϵ [2,3]. Because the impact increases the stiffness 

of the nonlinear mechanical resonator the resonance curve is strongly inclined 

into the higher frequencies. Simultaneously, the total amplitude of the excitation 

is proportional to the square of excitation frequency causing increase of iner- 

tial force acting on the beam (Eq. 1). Note also that the width is much wider 

comparing to the linear resonance. On the other hand in the region of ω ϵ [1.2, 1.5] 

there two coexisting solutions including resonance and non-resonance ones. The 

non-resonance solution is a solution without impact. The situation is repeating 

for higher frequencies, ω ϵ [2, 3], where the corresponding resonance solutions is 

driven by the subharmonic resonance (Huang, Zhou & Litak, 2019; Huguet, 

Lallart & Badel 2019). Both resonance solutions, main andsubharmonic, are 

forming so called broad band effect in the studied harvester with impacts.  
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3. EXPERIMENTAL SETUP  

11 points break 

For the research subject, the Diesel engine (2.5 Turbo Diesel – 4C90 Andoria) 

was chosen as in the case of this type of engine, we can expect the highest 

amplitudes of vibrations (Taghizadeh-Alisaraei, Ghobadian, Tavakoli-Hashjin 

|& Mohtasebi, 2012). The measurement system (Figure 4) used for recording 

vibrations was previously described in the article of Gardyński et al. (Gardyński, 

Caban & Droździel, 2015) consisting of 1) clamping arm, 2) potentiometer arm 

and 3) linear potentiometer. The measured displacement was converted into 

voltage and transferredto the oscilloscope DSO-2902 256K. The potentiometer 

applied to measurements is an A-linear type with 22 kΩ resistance and 0.5% 

linear tolerance and was mounted at 540 mm above the crankshaft. The scale of 

the potentiometer is the following: 1.6 mm displacement corresponds to a 1 V 

voltage response.  

 

 
 

Fig. 4. The measuring system mounted on the engine block 

 

The scheme of the measuring circuit is presented in Figure 5, the best place 

for mounting the EH system is the engine block, where are the pure vibrations 

of the operating engine. The potentiometer coupled with the oscilloscope and PC 

provides proper registration and visualization of the displacement signal.  

The measurements were performed for the operational velocity: n = 800 rpm 

(Figure 6). 
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Fig. 5. The measuring circuit for engine displacement and mounted EH system on the engine 

block. The measuring circuit consists of the following equipment: 1 – Diesel Engine,  

2 – Vehicle body, 3 – Potentiometer arm, 4 – Load-bearing structure, 5 – Linear 

potentiometer, 6 – Oscilloscope, 7 – Computer, 8 – Piezoelectric energy harvester  

(the orange arrow refers to the horizontal engine’s vibrations and the green refers  

to vehicle’s vibrations during driving) 

 

 
 

Fig. 6. Analysis of the frequency of engine vibration (displacement time series) signal 

components – left diagram: empirical mode decomposition, right diagram: Fast Fourier 

Transformation (FFT) of raw signal and empirical modes (for the analysis, the case 800 rpm 

was considered) 

 

Usually, experimental signals have a strong nonlinear character, and the 

application of the Hilbert-Huang transform (HHT) allows separating characteristic 

modes of the raw signal. Additionally, Fast Fourier Transformation (FFT) helps 

to define the characteristic frequencies occurring in the spectra. In Figure 6, the 

results of HHT decomposition and its frequency analysis are presented. The raw 

signal consists of 6 modes and its number is defined by the period of signal 

recording (Feng, Liang & Chu, 2013). Based on the performed analysis, in the 



25 

experimental signal, there are many higher harmonics. However, some of them 

are affected by measurement errors, which cannot be used to estimation of the 

inertial force F(t) as defined in Eq. 1. To overcome this difficulty, we used the 

FFT spectral low-pass filtering shown in Figure 7.  

 

 
 

Fig. 7. Spectral low-pass filtering (the measured signal is plotted in green  

while the filtered one in black color)  

 

 

4. MODEL FITTING RESULTS AND DISCUSSION 
  

Using the repetition of the measured signal, we continued it for a longer time 

and adjusted to the non-dimensional model (Eq. 1 and Eq. 2). The course  

of the inertial force is calculated as the second-order derivative of the displace-

ment signal (Figure 8).  

 

Fig. 8. Time course of inertial force for the case n = 800 rpm 

 

In Figure 9, the results of the output voltage are presented. The worth 

noticing fact is that impacts support stable oscillations of the beam and its 

transient increase (a). In the linear case (b), there is constant damping of the 

beam’s movement in time. To visualize the influence of the impact on the 

cantilever beam, the phase portraits are shown (Figure 10). The added dashed 
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vertical line on the plot represents the distance of set the amplitude limiter.  

If there is no limiter, the beam oscillates from peak to peak and around the stable 

point x = 0 (a). The contact with amplitude limiter shows a clear beam’s 

reflection (b) and an increase of oscillations’ amplitude on the side without  

the limiter.  

 

a)                b) 

 
 

Fig. 9. The comparison results of output voltage for linear (a) and nonlinear (b) case – 

it is worth observing that by impacts there the damping effect is smaller; the corresponding 

Root Mean Square of the voltage output: RMS (voltage) is 0.1025 and 0.1330  

for linear a) and nonlinear b) energy harvesters respectively 

a)               b) 

 
 

Fig. 10. Phase portraits of the energy harvesting resonator response – the limit of amplitude 

is set to x = -0.8 (black dashed line); picture (a) represents the case without amplitude 

limiter, (b) with impact 

 

 

5. CONCLUSIONS 

11 points break 

For the analysis, a vibrational piezoelectric energy harvesting system was 

used in which the experimental multi-frequency excitations coming from diesel 

engine were adopted. The introduction of the amplitude limiter to the system 

brought a positive effect on the dynamic response. Comparing linear (without 

impacts) with nonlinear (with impacts) cases, there is an effect of higher voltage 

output from the second. Impacts of the beam over the amplitude limiter cause 
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oscillations of the higher level, concerning the linear solution there is a dissipa-

tion of oscillations were present (see Figures 9 a and b). Additionally, the appli-

cation of experimental multi-frequency vibrations improved the broadband 

effect of the system, as the occurrence of subharmonic branches can be induced 

easier in the resonance curve (Figure 3, blue line). The next steps in the planned 

investigations will be testing the performance of the physical system in the real 

environment and compare the output power with approaches including energy 

harvesting designed to moving rotating or swinging parts.   
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Abstract 

The major challenge being faced by the financial related institutions, such 

as e-Commerce has been insecurity. Therefore, there is urgent need to develop 

a scheme to protect transmitted financial information or messages from getting 
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category of confidentiality the data will fall into. The fragmented data are 
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datacenter. In addition, an exploratory survey was carried out using different 
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while 14.29% were misclassified. 
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1. INTRODUCTION 

 

In recent times, our society is increasingly relying on the Internet and other 

Information Technology tools to engage in personal, public communication and 

conduct business activities among other several benefits (Berchane & Berchane, 

2018). The cyber space creates boundless opportunities for commercial, business, 

economic, social and educational activities as well as a haven for societal miscreants 

to perpetrate their indiscriminate acts. Since the outbreak of coronavirus 2019 

(COVID-19), Nigerian government, private sectors and mostly other establishment 

are increasingly depending on Internet to conduct business, manage industrial 

activities, and engage in personal communication among other numerous benefits 

within the reach of the country. While these developments allow for enormous 

gain in productivity, efficiency and communication that have changed the way in 

which data is managed, accessed and used commercially, they also create a loophole 

that criminals may take advantage of to destroy organization’s image and reputation.  

The Internet is a global network, which means, it contains several networks. 

Connecting a business to the Internet implies that such business can be reach 

globally. In other words, a company can reach anyone who has an access to the 

Internet such as customers, suppliers, on-line banks etc (Taroub, 2015). At the same 

time, the company can be reached by anyone both near and far. As mentioned 

above, the Internet creates vast opportunities for businesses, but at the same time 

poses some threats, which if they are not taken care of properly can lead to data 

thefts, diversion of funds and destroy businesses (Almunawar, 2012). 

In Maitanmi et al. (2013) e-crime was defined as a type of crime committed 

by criminals who make use of computers through the Internet connections to per-

petrate evils, such as illegal downloading of music files and films, piracy, spam 

mailing, data theft and the likes. E-crime evolves from the wrong application or 

abuse of Internet services. The core activities of e-commerce are business 

transactions between two parties or possibly mediated by a third party. In fact, the 

practice conducted by company before the term e-commerce appears is electronic 

data interchange (EDI), which is basically electronic transaction via computer 

networks (Yakasai, 2017). The major concern of electronic transactions is how to 

protect transactions from eavesdroppers (which can steal and modify the infor-

mation in the transactions) and how to make sure those transactions are 

authenticated.   
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2. RELATED WORKS 

 

In Hamilton and Gabriel (2012), a management system for dimensions of fraud 

in Nigeria selected firms was presented. The research was motivated by the need 

to examine the management of financial fraud in some selected companies in 

Nigeria. It involves the use of simple percentages and frequency distribution 

Tables. The purpose of the research is to provide a platform for the management 

of financial fraud in those companies and also minimize fraud through better 

internal control systems. The research work contributed a deep knowledge on the 

effect of fraud on business organizations and fraud reduction strategies. The method 

adopted is inappropriate and cannot be relied upon in combating cybercrimes 

because few firms were selected out of numerous companies facing same challenges.  

In Jarupunphol & Buathong (2013), a secure electronic transactions (SET):  

a case of secure system project failures was presented. The research work was 

motivated by the need to enhance a security protocol for an electronic payment 

system that uses PKI to address e-commerce security and privacy concerns. It was 

designed to address security problems in e-payment systems and this involves the 

use of PKI for the architectural base of SET. Since the main purpose of securing 

e-commerce is to build a dependable system that addresses security requirements, 

as a result, this work appeared to be the most appropriate solution for it. The use 

of PKI for SET makes e-commerce end-users to reject SET because it has several 

usability issues. For example, e-commerce end-users are forced to comply with 

SET security requirements and this is unpleasant to them.  

In Ogwueleka and Ocheme (2014), an RSA encryption/decryption algorithm 

for combating cybercrime using a case study of developing countries was presented. 

The research was to tackle cybercrime as anti-viruses and firewalls have been 

proved to be inadequate in minimizing the menace of cybercrime in cyber space. 

It provides a broader and specific approach for tackling cybercrime. It also 

involves the use of RSA encryption algorithm because hackers find it difficult to 

factor the large integers and this makes its deployment to be more secured. This 

research work established the efficiency of RSA encryption method which believed 

can never be cracked because it is computationally infeasible to permutated but is 

bound to be ineffective because RSA is vulnerable to Chosen Ciphertext Attack 

(CCA).  

In Chinedu (2015), an e-commerce security using RSA cryptosystem was 

developed. This research was motivated by lack of adequate security on e-commerce 

information sent through the computer network and Internet. There is need for  

a security system that will protect e-commerce information transmitted via the 

Internet and computer networks. The developed system uses RSA Cryptosystem 

to secure e-commerce information sent. However, RSA encryption and decryption 

algorithm needs a lot of calculation and this slows down the speed of the system. 
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In Chauhan et al. (2015), an hybrid technique to secure e-commerce transac-

tion was implemented. The developed system adopt parallel processing and 

multithreading on AES algorithm and steganography in Image. The system 

achieved time reduction in encryption and decryption with the use of multi-

threading and parallel processing. However, the use of steganography can aid 

illegitimate uses the system, such as in terrorism, pornography and data theft. 

Rajeshree and Kirti (2018) developed a secured online transactions using 

biometrics in mobile phone. The research was motivated by the need to focus on 

the feature extraction from the runtime fingerprint image on an Android mobile 

and send to the server for authentication of an individual. The aim is to unravel 

the main security issues in online transaction with much safe, secure and very easy 

to use, also need not to remember passwords and secret codes system. The method 

adopted the use of a generic fingerprint authentication system which comprises of 

two parts: enrolment and verification. In enrolment, the raw fingerprint image is 

collected, pre-processed, and the features are extracted and stored. In verification 

the enrolled fingerprint features are compared with the features computed from 

the input fingerprint to find similarities between them. The limitation of the 

research work is based on the model used for fingerprint scanning embedded  

in a mobile phone that makes e-transactions very cost effective. In addition, the 

fingerprint scanner does not take into consideration users' finger that might change 

in either size or form/pattern over time. 

 

 

3. SYSTEM ANALYSIS AND DESIGN 

 

The proposed AES and NDS model for e-Commerce extracted and adapted 

some of the features of RasmiP and Paul (2011); Hamilton and Gabriel (2012); 

Akash and Bhonge (2013); Ogwueleka and Ocheme (2014); Kuppuswamy & Al-

Khalidi (2014); and Rajeshree and Kirti (2018). From such systems, we can 

formally describe the security model for e-Commerce as a system that comprises 

of three modules, which are the customer side, server side and payment channel 

modules as shown in Figure 1.  

The customer software is the front-end via web browser through which users 

can view, register and interact with the application. The web server (Apache) is 

the back-end that processes incoming network requests that are coming from 

customers to the merchant sites. MySQL is the database that works behind the 

scene to store data and deliver information to the users. The payment channel 

module includes functions designed to support ordinary types of payment services, 

the most common being credit/debit cards and mobile payments. Payment 

gateway such as Paypal, Stripe can be used. 
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Fig. 1. Architectural design of the proposed System 

 

Proposed algorithm execution steps are as follows: 

A. Signup by entering details: 

 Securing of users credentials and credit card details using AES, 

 Login, 

 Input Credentials using Username and Password, 

 Authentication using AES. 

B. Selection of desired products. 

C. Payment with Credit Cards: 

 Securing of credit card details using NDS model. 

D. Logout. 
 

3.1. E-commerce performance metrics 
 

For this analysis, performance metrics such as Confusion Matrix, Accuracy, 

and Kappa will be considered using some of the commonly used classification 

algorithm. The algorithms are Random Forest, J48, Naive Bayes Classifier, and 

Random Tree. 
 

3.1.1. Confusion Matrix 
 

Confusion Matrix, also referred to as Table of confusion, is made up of two 

rows and columns that project the number of True Positive (TP), False Positive 

(FP), False Negative (FN), and True Negative (TN). Table 1 shows the cross 

section of both Predicted and Actual Values which indicate whether the developed 

system is good for use or not, especially based on the number of True Positive Values. 
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Tab. 1. Confusion Matrix 

 
 

I. Accuracy: This is the proportion of the total number of predictions that are 

corrected. The level of accuracy of each algorithm used are in Table 2: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+TN+FP+FN
         (1) 

   

II. Recall: This is the proportion of Positive cases that were identified 

correctly. High Recall indicates the class is correctly recognized (small 

number of FN). The Recall values for each of the algorithm used is as 

shown in Table 3: 

 

    𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
                 (2) 

III. F-Measure: This is the harmonic mean of both precision and recall of the 

test. Since we have two measures (Precision and Recall) it helps to have a 

measurement that represents both of them. Values for each of the algorithm 

used can also be seen on Table 4: 

 

𝐹. 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
Precision∗Recall

Precision+Recall
      (3) 

 

IV. Kappa Statistics: The difference between the Observed Accuracy and the 

Expected Accuracy: 

 

𝐾𝑎𝑝𝑝𝑎 =
𝑂𝐴−𝐸𝐴

1−𝐸𝐴
     (4) 

 

The value ranges from 0 to 1, the 𝐾𝑎𝑝𝑝𝑎 value of 0 (zero) represents poor 

performance while value closer to 1 (one) represents good performance. 

 

 

  



36 

4. SYSTEM IMPLEMENTATION AND PERFORMANCE ANALYSIS 

 

4.1. System Implementation 

 

The layout of the user interface application is designed to be as user friendly 

as possible. When the user opens the system, e-Commerce Interface and Account 

Creation Page will appear as shown in Figures 2 and 3. 

Click on anywhere on the Screen, then a User Sign-in Page form will appear. 

This will allow the registration of both the customer and merchant so that they can 

Login into the system. This is the first step for customer registration. The customer 

clicks on register new user and supplies his details including the payment 

information. System would process customer details for registration and send 

confirmation in form of cipher text. If the registration fails, an error messages 

would be displayed; and the system would prompt the customer to go through the 

process again. Then, CA checks that the credit card is valid and releases the 

signature certificate for customer who stores it for future use. All this information 

(such as credit card details) must be protected, but in case of merchant, he does 

not supply any credit card details as his form does not request for it. After that, 

when an OK button is clicked, a user sign-in page form will appear (Figure 4). 

The user will log-in and the system will decrypt the encrypted user name and 

password from the http request and matches the details of user from database (e.g. 

validation). If authentication is successful, the system will display a message box 

with user session that informs the user that he can use the system. Otherwise, the 

system will display a message box that informs the user to go through the process 

again. Login authentication method of Akinyede et al. (2014) was adapted. 

 

Login authentication. 

When user (𝑈), which can either be the customer or merchant wants to access 

the 𝐶𝐴, he carries out the following steps.  

a. 𝑈 submits the computed 𝐼𝐷, 𝑦𝐼𝑑 and 𝐼𝑑 and generates random number 𝑎, 

such that 𝑎 ∈ [1, 𝑛 − 1]. 
b. Calculates 𝑄𝑖 = 𝑞𝑖𝑃 and then 𝑝𝑖 = ℎ(𝑄𝑖), 𝑋 = 𝑞𝑖𝐾𝑝𝑢𝑏_𝑖𝑏 and  

𝑔 = ℎ(𝐼𝐷||𝐼𝑑||𝑝𝑖||𝑇𝑖). 

c. Select random number a, calculates 𝑄𝑖 = 𝑞𝑖𝑃 and then 𝑝𝑖 = ℎ(𝑄𝑖),  

𝑋 = 𝑞𝑖𝐾𝑝𝑢𝑏_𝑖𝑏 and = ℎ(𝐼𝐷||𝐼𝑑||𝑝𝑖||𝑇𝑖). 

d. 𝑈 computes the hashed password 𝑌 = 𝑦𝐼𝑑, dynamic identity  

𝑑𝐼𝐷 = 𝑝𝑖𝐻(𝐼𝐷𝑖) encrypted and sends message to 𝐶𝐴 server. 

e. Decrypt 𝑝𝑖𝐻(𝐼𝐷𝑖). 

f. Verify both  certificate & signature. 
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 Fig. 2. E-commerce Interface 

 
 

Fig. 3. Account Creation Page 
 

 
 

Fig. 4. User Sign-in Page 

 

 
 

Fig. 5. List of Products 
 

The system comprises of the merchant and customer interface. The merchant 

uses his interface to upload and display available items for shopping, while the 

customer chooses the desired merchant, the items that are available in his store at 

the customer’s interface. Then, the customer can select the needed items from the 

list of products (Figure 5) and add them to the cart as shown in Figure 6. Having 

completed the ordering process, customers can checkout as shown in Figure 7. 

Shipping and payment can follows as shown in Figures 8 and 9: Here is the 

payment protocol. 
 

Verify PIN 

IF PIN is correct THEN 

{𝑚𝑝  A: [[PI, signed], C 𝐼𝐷]} 

ELSE 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒 

C → M:  {{𝑂𝑟𝑑𝑒𝑟𝑒𝑑 𝐼𝑡𝑒𝑚𝑠, 𝑇𝑟. 𝐼𝐷, 𝑀𝐼𝐷}𝐾−1}𝐾𝑠𝑒𝑐𝑟𝑒𝑡 

M → C:  {𝐼𝑡𝑒𝑚, 𝑀𝐼𝐷 , 𝑇𝑟. 𝐼𝐷 , 𝐼𝐷CA}𝐾𝑠𝑒𝑐𝑟𝑒𝑡 

C → M:  {{𝑃𝑎𝑦𝑚𝑒𝑛𝑡𝑂𝑟𝑑𝑒𝑟, 𝑇𝑟. 𝐼𝐷, 𝑀𝐼𝐷}𝐾−1}𝐾𝑠𝑒𝑐𝑟𝑒𝑡 

 

Merchant processes the order and starts the payment phase by forwarding the 

payment instructions to payment Transaction Host. Note that the Transaction 

Host will obtain transaction data via the network and processes the payment 
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transaction on behalf of a financial institution that holds the account of the 

customer for the payment method selected. This will be possible in the payment 

gateway (Figure 10). 
 

 
 

Fig. 6. Shopping Cart 

 

 
 

Fig. 7. Checkout 

 

 
 

Fig. 8. Shipping Method 

 
 

Fig. 9. Payment Method 
    

 

Fig. 10. Payment Gateway 

 

4.2. Performance analysis using 10-fold cross validation technique 

 

In order to investigate the performance of the classifiers, a 10-Fold cross 

validation was used to evaluate the classifiers. A 10-Fold cross validation is  

a technique to predictive models by partitioning the original sample into a training 

set to train the model, and a test set to evaluate it. Table 2 shows the performance 

analysis based on accuracy while Table 3 shows the results of both correct and 

incorrect classified data using different algorithms. 
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Tab. 2. Performance Result Based on Accuracy 

Algorithm TP Rate FP Rate Precision Recall F-Measure RoC 

Random 

Forest 
0.838 0.244 0.853 0.838 0.830 0.909 

J48 0.829 0.250 0.839 0.829 0.821 0.751 

NaiveBayes 0.857 0.184 0.857 0.857 0.855 0.903 

Random 

Tree 
0.676 0.488 0.687 0.677 0.625 0.650 

 

  Tab. 3. Performance Result 

 Random 

Forest 
J48 NaiveBayes 

Random 

Tree 

Kappa 0.22 0.61 0.69 0.63 

Correctly 

Classified (%) 
67.62 82.86 85.71 83.81 

Incorrectly 

Classified (%) 
32.38 17.14 14.29 16.19 

MAE 0.41 0.25 0.14 0.39 

RAE(%) 5.75 77.96 69.87 82.41 

 
   Tab. 4. Confusion Matrix 

 
Random 

Forest 
J48 NaiveBayes Random Tree 

Class A B A B A B A B 

CLASS A 62 2 62 3 60 5 61 4 

CLASS B 15 25 15 25 10 30 30 10 

 

Tables 2 to 4 gives all the details of the individual algorithm used. It shows the 

Accuracy Performance of each algorithm. Out of the four (4) algorithms, Naive 

Bayes seems to perform better but with little margin as against other algorithms. 

Explaining Naive Bayes performance result from Table 3, a total of 105 instances 

were observed out of which 85.71% were correctly classified while 14.29% were 

misclassified. 
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With Kappa value of 0.690 shows good performance classification of fraudulent 

and non-fraudulent cases of transaction. 

Table 2 shows the TP, FP, Precision, Recall, F-Measure and RoC of the four 

algorithms used. The ranges from 0.676 to 0.857 signifies good performance index 

for the classifier. 

As shown in Figure 11, it can be concluded that using AES and NDS Model 

improves the prevention of e-Commerce related crimes. 

 

 

Fig. 11. Performance Result Based on Accuracy 

 

 

5.  CONCLUSIONS AND RECOMMENDATION 

 

Despite the numbers of a security model for preventing e-commerce related 

crimes that have been proposed in the past, not many of them are practicable or 

implementable. As a result, in this work, an exploratory survey was carried out 

using different performance metrics with different classifications of algorithms. 

All the Tables show the Accuracy Performance of each algorithm. Out of the four 

algorithms, Naive Bayes seems to perform better but with little margin as against 

other algorithms. The scheme adopted the use of AES Dynamic key Generation 

for user authentication during login process and NDS model for fragmentation of 

customer’s credit card detail into two different servers on the same data center. 

This paper also explained the user authentication and secured customers card 

details. User authentication provides the assurance that customer’s details are 

secured and privacy is maintained. Merchant website provides vast security, 

thereby assuring the customers that the transaction is carried out without iota of 

doubt or fear of insecurity and also integrity, privacy and confidentiality is 

maintained. 
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Abstract 

Effective decision-making in industry conditions requires access and proper 

presentation of manufacturing data on the realised manufacturing process. 

Although the frequently applied ERP systems allow for recording economic 

events, their potential for decision support is limited. The article presents 

an original system for reporting manufacturing data based on Business 

Intelligence technology as a support for junior and middle management.  

As an example a possibility of utilising data from ERP systems to support 

decision-making in the field of purchases and logistics in  small and medium 

enterprises. 

 

 

1. INTRODUCTION 

 

In order for a manufacturing enterprise to function effectively not only must it 

have an effectively functioning manufacturing system, but also (and above all) 

efficient information flow as well as fast and correct decision making (George, 

Schmitz & Storey, 2020; Gola, 2014; Świć & Gola 2013). One of the basic tools 

for planning and realisation of production utilized in Polish enterprises is ERP 

class. According to the data by GUS (Central Statistical Office in Poland) for 2019 

over 90% of large companies and over 61% middle-sized companies (GUS, 2020) 

use ERP class software. The major aim of ERP systems is to record economic 

events – transactions – occurring in the company.  
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The functional area of the system may include all aspects of functioning of an 

enterprise, among others: finance-accounting, fixed assets, human resources, 

payroll, inventory management, sales, customer relationship management, purchases, 

production planning and control (Aremu, Shahzad & Hassan, 2019; Sobaszek, 

Gola & Kozłowski, 2018; Patalas-Maliszewska, 2012).  

Since ERP systems play a significant role in ensuring uninterrupted business 

continuity planning and correct recording of transactions in databases (Huang, 

Chiu, Chao & Arniati, 2019). The aim of the ERP system is to ensure correct 

progression of the defined business process and recording all of the economic 

events (Rodriguez, Molina-Castillo & Svensson, 2020). Information systems may 

support the decision-making process and fulfil report needs – it is not, however, 

their major function (Chang, 2020; Cieśla & Gunia, 2019; Alsoub, Alrawashdeh, 

& Althunibat, 2018). Unfortunately, simply possessing data or basic reports is not 

sufficient to conduct a more in-depth analysis or answer information needs 

occurring in organisation and the ERP systems are not a tool SUFFICIENT for 

effective decision-making in industry conditions (Vargas & Comuzzi, 2020).  

This article presents an example of utilizing the data stored in a manufacturing 

enterprise in ERP system and Business Intelligence technology to fulfil infor-

mation needs in supply and logistics departments. 

 

 

2. PLANNING MATERIAL PURCHASES USING ERP CLASS SYSTEMS 

 

A closed control loop MRP system (Fig. 1) is one of the most significant ele-

ments of the ERP system in a manufacturing enterprise. The ERP system includes 

all areas of an enterprise, whereas the MRP area focuses on planning material 

needs in a closed control loop (Meilin, Xiangwei & Qingyun, 2010). 

Contrary to primary Inventory Control systems . the MRP method utilizes the 

rule of dependent demand. Therefore inventory control (and production capacities) 

depend on the orders for ready product. 

Algorithm for calculating material demand requires the following information: 

 bill of material, BOM, 

 information on the state of inventory and the cycle of production or pur-

chase from the supplier, 

 production schedules indicating when the product is finished (in which 

quantities too), during production and the date of the product being ready 

 information on production orders, time norms and manufacturing routes 

(order limits). 
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Fig. 1. Model of a closed control MRP loop (Januszewski, 2008) 
 

At the moment of introducing a new order for a finished product and placing 

it in the schedule the system is able to: 

 determine whether the material stock is sufficient to manufacture new product; 

 determine when new purchase and delivery of materials ought to be planned 

in order to finish production at a given date. 

 

The main objective of planning material demand is, based on the data recorded 

in the system, planning material deliveries at the time they are needed as far as 

production schedule is concerned as well as delivering the finished product to the 

customer. 

Algorithm for calculating the material demand is as follows (Waters, 1996):  

 

𝑍𝑁 = 𝑍𝐵 − 𝐵𝐵 − 𝑍𝑍,        (1) 

 

where: 𝑍𝑁 – net demand, 𝑍𝐵 – gross demand, 𝐵𝐵 –  in stock, 𝑍𝑍 – supply ordered. 
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Gross demand means all of the materials necessary to manufacture a certain 

amount of finished product. This information stems from BOM.  

“In stock” informs about materials that are currently available in stock and can 

be immediately used for manufacturing the finished product. It is to be noted that 

the parts in stock may be in the manufacturing cycle or just in the manufacturing  

plans.  

Supply ordered provides information on materials already ordered, which 

ought to be delivered to the enterprise at a certain moment. Contrary to the 

products currently in stock, ordered supply is not yet at the enterprise’s disposal, 

since the materials are not located in the magazine and the enterprise cannot use 

it for  production. At the moment of delivery and admittance to the magazine the 

products become “in stock” and can be expended. It is to be noted that delivery 

dates are planned and it is possible that the materials arrive earlier or, worse yet, 

later than planned.  

On the basis of this data the department of supply and logistics  receives an  

information on which materials and semi-finished products to order. Upon 

comparing information from schedules and production norms and the information 

on the time of delivery an important information can be obtained – the last moment 

to make the order so that  it is delivered at the right moment and allows for the 

order to be made in a timely manner.  

The algorithm for calculating the net demand is calculated in certain iterations 

(e.g. daily at night) for each manufacturing index. It can consider phenomena such 

as material reservations in the magazine, overseeing storage and logistic minima, 

including the multidimensional complexity of the product. Moreover, in many 

cases the information on what and when to purchase may not meet their 

information needs.  

 

 

3. BUSINESS INTELLIGENCE SYSTEMS AND OLAP TECHNOLOGY 

 

In the classical sense Business Intelligence (BI) is a user-oriented process of 

obtaining, exploring, interpreting and analysing data, which leads to expediting 

and rationalising the decision—making process (De Oliveira & De Almeida, 

2019). These systems provide support to the management in the business decision-

making process  in order to increase the worth of the enterprise (You, Yeung  

& Jong, 2020). 

One of the frequently used technologies in the BI systems is OLAP (OnLine 

Analytical Processing) (Queiroz-Sousa, & Salgado, 2020). It is based on multi-

dimensional databases that can be described as cubes. Each dimension of the cube 

stores data aggregated according to presented criteria (Fig. 2).The dimensions can 

create hierarches – different levels may occur (e.g time dimension  may be divided 

into years, months, days). OLAP cubes are supplemented by data from transaction 

systems.  
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Fig. 2. An example of OLAP cube (Loudcher et al., 2015) 

 

In terms of a multidimensional analysis the following operations may be 

performed on OLAP cubes (Djiroun, Boukhalfa & Alimazighi, 2019): 

 drill down and drill up, 

 rotation, 

 slicing, 

 rating, 

 filtration, 

 sorting. 

 

Indubitably the data stored in ERP systems is a source of information on the 

processes occurring within  the enterprise (Sobaszek, Gola & Świć, 2020; Zwolińska, 

Grzybowska & Kubica, 2017; Bocewicz, Nielsen & Banaszak, 2016; Terkaj, 

Tolio & Urgo, 2015). It  is therefore natural to utilize this data as input data for 

the BI system in order to transform it into information useful business-wise that 

facilitates the process of analysing and decision-making for the management 

(Danilczuk,  2019). 

 

 

4.  DECISION-MAKING PROCESS AND THE RANGE OF THE 

NECESSARY SUPPORT IN  THE PROCESS OF MATERIAL 

REQUIREMENTS PLANNING 

 

One should consider an example of an enterprise with a small-lot production 

in make-to-order model – MTO. In the enterprise there is an implemented and 

efficient ERP IMPULS EVO system as well as a closed MRP loop. One of the 

elements of the system is the module “purchases”, which generates  purchase sug-

gestions on the basis of the material requirements planning (Fig. 3). The algo-

rithms creating purchase suggestions consider not only basic information stemming 
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from the rules of net demand estimating, but also logistic minimum of orders or 

the possibility of using replacements. On the basis of purchase suggestions the 

staff of the logistics department make purchases. 

 

 
 

Fig. 3. View of the “Purchases” module in ERP IMPULS EVO 

 

Effectiveness of purchase management is integrated with other areas of the 

ERP system. Within the purchases module data on orders is recorded (number and 

name of the order, status of the order, date of execution, time of production). Each 

order has an assigned status: “shipped”, “completed”, “partially completed”, 

“cancelled”. The first status informs one that the order was shipped to the 

contractor. Status “completed” informs that all parts of the order were admitted to 

the ware (instruments of acceptance were issued), partial completion means that 

at least one part of the order was admitted to the ware. Instruments of acceptance 

contain an information on indices, number of indices admitted, supplier and date 

of execution. Structure of the data and their linkage was shown in Fig. 4. 

In order to effectively conduct the purchase process, the department of logistics 

and supply described additional information needs, apart from the basic infor-

mation obtained from determining the demand. A need for information on 

overdue supplies was issued. Occurrence of overdue supplies may interfere with 

the MRP loop and falsely suggest a need for ordering a part that is not currently 

in stock. It is important to know that a certain part was already ordered and ought to 

be in stock already, but the supply is overdue. As far as production planning is 

concerned overdue supplies imply a delay in schedule realisation. Since informa-

tion on planned supply dates and real admittance dates are stored in the system it 

is possible to determine the status of a supply in the ERP system. 
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Fig. 4.  Structure of data in ERP IMPULS EVO 
 

Another report required by the purchase department was a linkage of a produc-

tion commission and orders and order statuses. These information are logically 

linked in the ERP system, but there is not a single template which would combine 

the data and allow for its multidimensional analysis. The purchases department 

would gain a fast access to information on what materials were already ordered 

and delivered to the analysed production commission. This information is very 

important from the point of view of production manager. This report can be 

supplemented by adding information on planned dates (weeks) of supplies which 

would allow for a more effective operations management in manufacturing 

workshop. Since these structures are linked, it is possible to create such a compilation.  

The last report is a list of orders planned for the current week. This infor-

mation is valuable for the warehouse to know about the number of planned entries 

connected to new supplies. It would therefore be able to work more effectively. 

 

 

5. DESIGNING A REPORT SYSTEM 

 

As presented above, all data necessary for a set of reports to be presented is 

located in the ERP system. Moreover, logical linkages between the data exist and 

are shown in structures of the database. It is therefore theoretically possible to 

design a tool that would support information needs of the department of logistics 
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and purchases. Since those information are located in various modules of the ERP 

system it would be necessary to aggregate it on the level of the database. In order 

to achieve that a SQL query was generated to aggregate all data necessary for one 

database view (SQL 2010) (Fig. 5). 

 

 

Fig. 5. Fragment of the SQL query 
 

Moreover, on the level of the database view necessary mathematical and logical 

operations in order to create additional dimensions necessary to fulfil all infor-

mation needs. For example, upon comparing the delivery date with the current 

date (sysdate) it can be determined whether the delivery is overdue (and how many 

days overdue), determine the number of the week on the basis of the date etc.  

Aggregating the necessary data into one structure is the first step to enabling 

a multidimensional analysis based on OLAP cubes. This analysis method allows 

one to base all reports, and therefore information, on one source of data. 

Once data is aggregated in one structure, it is necessary to introduce the report 

in a tool enabling one to present and analyse the obtained data. Although it would 

seem natural to place such a compilation in the ERP system in defined reports, 

there are limitations to this operation. Not all staff requiring this data has access 

to the ERP system as well as the skill required for operating it. Moreover, IT 

systems offer a limited number of licences and the users allowed to use it. 

Purchasing additional licences to enable the access to several reports is economi-

cally unjustified. 

Due to these limitations it was decided to employ MS Excel for report preparation. 

This software is widely used in the company, the program is accessible and well-

known for every employee.  

In order to transfer the data from database to a spreadsheet Online Data Base 

Connection technology was used. ODBC tool creates a direct connection between 

the spreadsheet and the database (in this case view of the database). Since it is 

a fixed connection instead of the data being exported whenever a modification 
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occurs in the source tables (new record in the form of a new order appears or 

a status of an order changes) the updates will be seen after refreshing the connection 

new/modified orders. The program refreshes every 10–20s, which is the time 

required for a ERP report of a similar volume to be created. Data in Excel is pre-

sented in form of a table (Fig. 6). 

 

 

 Fig. 6. Table with data on an Excel spreadsheet  
 

In order to visualise reports mechanism of pivot tables was employed. On the 

basis of data in the table an OLAP (online analytic process) cube is created. Presenting 

data in a pivot table allows one to conduct all operations typical for multidimensional 

analysis on OLAP cubes, such as drill-up and drill-down, select, sort, filter etc. 

Tool of pivot tables allows one to freely “rotate” the cube. 

„Rotating” selected dimensions of the cube allows one to prepare a proper view 

of data fulfilling information needs. The first report was a compilation of orders 

divided into overdue and not overdue. Status of the delivery was set as a report 

filter. The rows were number of days overdue, order status, contractor, number of 

the order and name of the part (Fig. 7). 

 

 

Fig. 7.  Report of overdue deliveries 
 

The second report (Fig. 8) informs one on deliveries of parts to a certain order 

planned for selected weeks. The dimensions of the OLAP cube ought to be 

“rotated”. The main filter will be the number of the order and the following 

elements will be removed from the rows: number of days overdue, number of the 

order. Columns of the report will be the numbers of weeks for which the deliveries 

are planned. 
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Fig. 8. Delivery report until the production order 
 

Report of deliveries planned for the current week (Fig. 9) was also created on 

the basis of the same data as the remaining compilations. The data was presented 

by properly selecting the dimensions in such a way that the created perspective 

answers the information need. 
 

 

Fig. 9. Report of deliveries planned for the current week 
 

The data was presented in MS Excel, which is well-known to the employees. 

After a while of working with the report system a new information need was 

observed – percent of order realisation for each index group for a certain 

order. Since all the required data was already available within the structures of 

the OLAP cube the staff was able to create such a report (Fig. 10). Employing this 

solution allowed the company not only to avoid purchasing licences for the ERP 

system and its report module (as well as creating a new report), but also to gain  

a tool for the employees to independently fulfil their information needs.  

The report system was implemented in a manufacturing enterprise from the 

sector of small and medium-sized enterprises. The main users were the staff from 

the department of logistics and purchases, production manager with the department 

of production planning and warehouse workers. Implementing a solution available 

for all those users enhanced communication between those units. Should a query 

about a certain delivery or project arise, the user was able to search the report system 

first and in the case of lack of information, contact the purchase department.  
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Fig. 10. View of the report for selected production orders 
 

Moreover, communication with the purchase department was based on a given 

number of order. Previously the workers asked about the status of a part X in 

project A. Now, using numbers of orders (previously not available to the production 

department, since the data was stored in other modules of the ERP systems) 

facilitates searching the information in the purchase department. Apart from 

communication, operational planning was also enhanced. Production manager 

was able to plan the tasks for the upcoming week more efficiently and in-detail. 

 

 

5.  SUMMARY AND CONCLUSIONS 

 

An efficiently functioning procurement department is one of the key elements 

of efficacy and low-cost of any production enterprise. Lack of timely delivery of 

elements results in production being stopped, which implicates high cost as well 

as loss of customers. On the other hand, purchasing too much too soon results in 

an increase of upkeep and stock depreciation.  

Correct decision-making in terms of purchases requires access to aggregated 

data, which poses a serious problem in non-repetitive and multi-product 

manufacturing. Although the majority of manufacturing enterprises in developed 
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countries have access to more or less advanced ERP systems, it is often impossible 

access present information in a fast and aggregated manner, which is a key element 

in the decision-making process in a dynamic environment. 

To address this problem in one of enterprises realising small-lot make-to-order 

production a report system based on business intelligence technology was imple-

mented. OLAP cube technology allowed for multi-dimensional data analysis. 

 On the basis of data in the ERP system it is possible to: 

 Quickly generate a compilation of overdue deliveries, 

 Generate information on the type of material ordered and delivered to the 

analysed production order, 

 Preparing a compilation of orders planned for the current week.  

 

In order to make this solution available for small and medium-sized enterprises 

it was decided to implement this report system to the widely known MS Excel. 

The solution presented in this study was implemented in the analysed enterprise. 
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Abstract  
The identity of a language being spoken has been tackled over the years via 

statistical models on audio samples. A drawback of these approaches is the 

unavailability of phonetically transcribed data for all languages. This work 

proposes an approach based on image classification that utilized image 

representations of audio samples. Our model used Neural Networks and deep 

learning algorithms to analyse and classify three languages. The input to our 

network is a Spectrogram that was processed through the networks to extract 

local visual and temporal features for language prediction. From the model, 

we achieved 95.56 % accuracy on the test samples from the 3 languages. 

 

 

1. INTRODUCTION 

 

Speech is an important means of human communication. Recently, speech 

serves a means of interaction between machines and humans as seen in voice 

control and commands, map navigation/guide, robotics, intelligent assistants like 

“Siri”, “Alexa”,”Bixby” e.t.c. Thoughts and ideas are exchanged through speech 

and statistics shows that there exist over 7,111 unique languages of the world 

(Eberhard, Simons & Fennig, 2020).  

There are several attributes contained in speech utterance which can be extracted 

via machines, and over the years, efforts have been made by researchers to create 

methods for extracting the fundamental information which a speech utterance 

conveys. This led to the development of various extraction modules such as 

‘Speech to Text’, Speaker Recognition, Topic Identification, Spoken Language 

Recognition and many ways to understand the semantic meaning which speech 

utterance coveys via machines. (Li, Ma & Lee, 2013). 
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Spoken Language Recognition (SLR), also known as Automatic Language 

Identification, is the process by which the identity of a language in a given speech 

sample is detected. Spoken language recognition task is perceived as a pre-

processing step for Speech technologies such as Automatic Speech Recognition. 

SLR can also be applied as a standalone task. (Zissman, 1993; Muthusamy, Cole 

& Oshika, 1992) 

In the area of Spoken Language Recognition, studies have shown that it is part 

of human intelligence to distinguish between languages, and this is a natural 

ability we are born with (Zhao et al., 2008). It was also discovered that with 

minimal exposure to a language, humans can detect the identity of the language 

being spoken in a conversation with reference to languages they have heard or 

languages they know. Although these judgments may be less precise when hard 

decisions need to be made for an identification task, they show that human 

listeners can apply auditory perception with linguistic knowledge at different 

levels to distinguish between broad language groups (Li, Ma & Lee, 2013). Most 

SLR systems are based on high level features such as Frequency, Phonotactics, 

Prosodic and Acoustic-Phonetic Modelling. Such systems have an inherent 

problem: tokenizing the features accurately.  

In this study we developed a model for Automatic Spoken Language Recognition 

Systems (ASLRs) from a Computer-vision perspective, using deep learning 

algorithms, similar to that proposed by (Bartz, Herold, Yang & Meinel, 2017).  

We proposed an ensemble of Convolutional Neural Network (CNN)-Recurrent 

Neural Network (RNN) algorithm. The system adopts existing algorithms, with  

a variant in network architecture on the deep learning techniques. Furthermore, 

training and testing of the system was carried out on 3 Spoken Nigerian Languages 

(English, Yoruba and Igbo). The research does not consider full development of  

a SLRs, nor the other aspects of Speech information extraction such as Automatic 

Speech Recognition (Speech to text transcription), Language Translation, 

Machine hearing/ Language understanding, linguistic analysis etc. Our approach 

is restricted to the computer vision perspective and not the advanced signal 

processing techniques or statistical modelling approach. 

 

 

2. REVIEW OF RELATED LITERATURE 

 

Language recognition systems are usually categorized by the features they use, 

such as the acoustic–phonetic approach, the phonotactic approach, the prosodic 

approach, and the lexical approach. More recently, newer features for identifica-

tion have surfaced which do not fall into any of these categories thanks to deep 

learning. These are lower level features like ‘Spectrogram images extracted from 

sounds. The mainstream research on spoken language recognition adopts techniques 

utilizing these higher level features (Torres-Carrasquillo et al., 2002).  
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Acoustic Phonetics refers to the wide range of sounds that the human speech 

apparatus is capable of producing. Speech sounds as concrete acoustic events are 

referred to as phones. Whereas speech sounds as entities in a linguistic system are 

termed as phonemes (Kirchhoff, 2006). The phonotactic constraints dictate the 

permissible phone sequences. Each language has its unique set of lexical– 

phonological rules that govern the combinations of different phonemes. Phonemes 

can be shared considerably across languages, but the statistics of their sequential 

patterns differ very much from one language to another. Prosody refers to supra-

segmental features in running speech, such as stress, duration, rhythm, and 

intonation (Ashby & Maidment, 2005). The set of interrelated prosodic features 

are all important characteristics of spoken languages. Prosody appears to be useful 

for distinguishing between broad language classes (e.g., tonal versus non-tonal 

languages). However, human listening experiments reported in (Navratil, 2001), 

and (Ramus & Mehler, 1999) show that prosodic cues are less informative than 

the phonotactic one. In the past few decades, researchers have explored many 

speech and language knowledge sources, including articulatory parameters, acoustic 

features (Sugiyama, 1991), prosody (Adami & Hermansky, 2003), phonotactic 

(Zissman, 1996), and lexical knowledge (Adami & Hermansky, 2003).  

(Safitri, Zahra & Adriani, 2016) carried out a study involving the identification 

of spoken data in three local Indonesian languages: Minangkabau, Sundanese and 

Javanese. In their study, two phonotactic methods were used, namely Phone Recog-

nition followed by Language Modelling (PRLM) and Parallel Phone Recognition 

followed by Language Modelling (PPRLM). PRLM method showed the highest 

accuracy using the phone recognizer trained for English and Russian with the 

average of 77.42% and 75.94% respectively. From their study, observation was 

made that accuracy of Spoken LID system with PRLM and PPRLM methods are 

affected more by the performance of phone recognizer that is used. 

In the study carried out by (Boussard, Deveau & Pyron, 2017), several machine 

learning techniques for classifying spoken language were explored. They applied 

algorithms which utilized various spectral features derived from English and 

Mandarin Chinese phone call audio to predict the language of conversation. They 

assert that to a large extent, a language is not distinguished by the presence of 

certain sound waves, but rather by the patterns they form and the sequence in 

which they are produced. The information was incorporated explicitly via Shifted 

Delta Cepstrum (SDC) features and using Gaussian Mixture Method (GMM) and 

neural network models, they were able to effectively capture this crucial infor-

mation, leading to improved predictive power. The modelling assumptions of the 

GMM ultimately turned out to be vital since they had only limited data. 

According to (Abdel-Hamid et al., 2014) exploration of Deep Neural Networks 

(DNN) revealed that the hybrid deep neural network (DNN)-hidden Markov 

model (HMM) showed significant improved speech recognition performance over 

the conventional Gaussian mixture model (GMM)-HMM. This improvement  

is attributed to the inherent ability of DNN’s to model complex correlations  
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in speech features. Their study attempted to further reduce error rate in the underlying 

model by using Convolutional Neural Networks (CNNs). 

These studies, among several others, have shown that high accuracies  

in language recognition can be achieved, depending on the adopted model for 

development of the SLRs. To this effect, we undertook our study exploring  

a different approach that was motivated by the recent successes in the area of deep 

learning and Computer Vision.  
 

 

3. METHODOLOGY 
 

The field of Computer vision deals with utilization of techniques to help machines 

understand the content of digital images. It involves the extraction of information 

from images to infer something about a real world problem. The application of 

computer vision techniques to this problem domain, meant audio samples had to 

be represented with images for further processing. We applied Convolutional 

Neural Network-Recurrent Neural Network (CNN-RNN) in an ensemble, to the 

development of our model for SLRs thus, the approach is image processing based. 

More specifically, these Deep Neural Networks were adapted to the problem of 

identifying the language of a given spoken utterance from short-term spectral 

features.  
 

3.1. Dataset  
 

Our model was trained and tested using the three languages: Yoruba (Ibadan 

dialect), Igbo, and English. Audio recordings of conversations in all the three 

languages were acquired from various sources such as Radio streams, Video 

Streams and other available online corpus for research purposes (Kaggle, 

Librovox). These audio samples served as the dataset. The total data set consists 

of over 2100 wav and mp3 files, with an average of 700 samples per language.  

 
  Tab. 1. Size of the Dataset 

Language 
Length of Files 

(secs) 

Average Time 

(secs) 

English 2 < X < 5 3 

Igbo 4 < X < 10 5 

Yoruba  2 < X < 8 5 

 

From these 2100 files, we separated 80% of the sample files for training and 

the rest for validation and testing. The recordings had varying length of approxi-

mately 10 seconds. Some of the audio files contained background noise, 

intermittent laughter, music and other unwanted properties while some samples 

were noise free. 
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3.2. Pre Processing 

 
As part of our pre-processing step, all the mp3 format files were first converted 

to a lossless wav format at a 22050 kHz/16bit sampling rate. We investigated 

audio specific techniques to denoise and remove unwanted properties of our audio 

samples and resorted to manually denoising each file thereby utilizing an audio 

engineering tool called FL Studio (Fig. 1). We removed unnecessary silences 

between sentences, intermittent jingles or unwanted background sounds and we 

removed noise stemming from recording apparatus (mic and general audio 

recording setup), while maintaining characterizing features of the Samples. This 

process produced clean versions of the audio samples as wav files. 

 

 

Fig. 1. Wav Sample Pre-processing 

 

In other to adopt an image processing approach to the Language recognition 

problem rather than the conventional audio processing approach, an image 

representation of the audio sample was utilized. We discovered that spectrograms 

(Fig. 2) are the standard ways to represent audio for deep learning systems from 

our investigations and also according to recent studies (Park et al., 2019; Amodei 

et al., 2015). Spectrograms are 2D visual representations of audio frequency 

spectra over time. The image depicts the intensity of sound around certain 

frequencies as time varies. A major point about speech is that the sounds generated 

by humans are filtered by the shape of the vocal tract including tongue, teeth, etc. 

This shape determines what comes out, and it gives an accurate representation of 

the phoneme being produced. More specifically, the shape of the vocal tract 

manifests itself in the envelope of short term power spectrum, and the job of the 

Mel-scepstrum is to accurately represent this envelope. Mel-Spectrogram images 

of our training files were created, and these mel-spectrogram images serve as the 

input to our DNN-based model.  
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Fig. 2. Sample of Spectrogram Image of an Audio file 

 

The mel-spectrogram can be viewed as a sequence of column vectors that consist 

of 256 (or 128, if only <5.5 KHz frequencies are used) numbers. We considered only 

frequencies of less than 5.5 KHz. 

 

3.3. Network Architecture (CNN-RNN Ensemble) 

 
As illustrated in Figure 3, the overall architecture of our model comprised of  

3 stages. In the first stage, a convolutional feature extractor was utilized.  

The convolutional feature extractor transformed our input (Spectrogram image  

of recordings) into a feature map through several series of processing. This CNN 

algorithm was used in the model because they can transform high level infor-

mation in images with great capacity thereby improving predictive power of our 

model. The output of the convolutional neural network (feature map) was then fed 

into a variant of the Recurrent Neural Network (RNN) architecture known as the 

Bi-directional Long-short term memory (having two LSTM layers). This Bi-

LSTM was introduced in the model due to their ability to store information of both 

past and future sequences at the same time, such that at every point in time large, 

information is available to the model thereby improving chances of obtaining 

higher classification accuracy. The data sequence (RNN’s Output) is further passed 

to a fully connected layer in order to solidify training efficiency of our model. 

Finally, a Softmax layer was introduced for classification purpose. The output of 

the model is the detected language.  

20% dropout was factored in our model in order to reduce overfitting in the 

network. The Activation function, Rectified Linear Units activation function 

(ReLU) was used in this model to increase non linearity of the CNN. We also 

utilized batch normalization in the model to increase the stability of the neural 

network. This model used Adam optimization algorithm instead of the classical 

stochastic gradient descent procedure to update the network weights. 
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Fig. 3. Model for Spoken Language Recognition 

 

3.3.1. Convolutional Neural Network 

 

CNN’s have the ability to capture and transform high level images with great 

capacity and our model leveraged on this property to explore its performance on 

the input features (Spectrogram images). As shown in Figure 4, the network had 

6 convolutional layers thus a deep convolutional network. It consisted 6 blocks of 

2D convolution, ReLU nonlinearity, 2D max pooling between each layer and 

batch normalization. 3x3 filters was used for all the convolutional layers with  

a stride 1. Pooling size was always 3x3 with a stride 2. The network used “Same” 

padding throughout. Learning rates were set to be higher for the first convolutional 

layers and lower for the top convolutional layers. We trained the CNN on Keras 

framework with Python with 32 images in a batch. This significantly increased 

the training speed. 

 

 

Fig. 4. Convolutional Neural Network Architecture 

http://caffe.berkeleyvision.org/
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3.3.2. Recurrent Neural Network 

 

The RNN accounts for the sequential characteristic of the audio data; therefore 

we applied a Bi-directional long short term memory (BLSTM). As shown in 

Figure 5, the output of the CNN were sets of several channels (feature maps). 

These feature maps were then reshaped to the RNN input dimension (which takes 

3dimensional input). Two layers of LSTM in opposite directions captured and 

stored information on sequences from the past and future set. These units then 

combine and were fed to a fully connected layer. The Bi-directional LSTM makes 

large amount of information available in the network.  
 

 

Fig. 5. Bi-directional Long Short Term Memory–RNN 

 

Finally we used only 1 fully connected layer between the RNN (Bi-directional 

LSTM) and the Softmax layer, and apply 20% dropout on that. The fully connected 

layer had 64 neurons and was trained using a Softmax loss. The output of the 

Softmax layer is the predicted language. We utilized Keras framework for Model 

implementation. 

 

 

 

 



64 

4. RESULT 

 

Our system was trained on 1,437 samples and tested with 360 samples all 

comprising the 3 languages. Although we had over 2100 files in our dataset, some 

samples were discarded during the processing stage, because we wanted a uniform 

dimension (128 x 128) for all our spectrogram images for less than 3secs of spoken 

utterance (~3s). The CNN algorithm which was used required uniformity for all 

training set, as such, all samples that did not meet this shape were discarded.  

For over 100 Epochs, the accuracy of the model was given at 95.56% 

 

 

Fig. 6. Confusion Matrix 

 
Shown in Figure 6 is the confusion matrix which depicts the classification 

correctness of the model. It shows the predicted class and the true class and shows 

where the classification lies for every input. We worked on 3 Languages (English, 

Yoruba, and Igbo) therefore an audio sample having an utterance or conversation 

in any of the languages should be detected by the model by correctly classifying 

it in one of the 3 classes. The English language was labelled with index 0, Yoruba 

was labelled with index 1 and Igbo language was labelled with index 2. We tested 

125 English samples with the model, and it classified all 125 samples correctly 

(as belonging to English class-index 0). From observation, there was no mis-

classification, hence the predicted class and the true class match. For Yoruba 

language, 109 audio samples were tested on the model, and from that, 106 were 
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accurately classified while 3 samples were misclassified as Igbo. And finally, for 

the Igbo language, 126 test samples were tested on the model, 113 were classified 

correctly, while 13 samples were misclassified as Yoruba language. 

 

 

Fig. 7. Model evaluation using Precision, recall, and F1 Score as metrics 

 

Figure 7 depicts the performance of the model in terms of precision, accuracy, 

and the F1 score. The precision values show the extent to which the model captures 

the true classes of a sample out of the total. It is a ratio of correctly predicted positive 

observations to the total predicted positive observations. And from the chart, we 

see that English has the highest precision value followed by that of the Igbo 

language and then the precision of the Yoruba classification is fair in relative terms. 

The recall value depicts that given the total test samples, how many elements were 

captured.it is the ratio of correctly predicted positive observations to the all 

observations in actual class. 

 

 

Fig. 8. Training Loss of the Model 



66 

 

Fig. 9. Validation Accuracy of the Model 
 

From Figure 8, it is observed that over 100 epochs of training the loss (which 

is the degree of error) is actually minimized. This shows that the level of accuracy 

of the model after training is very near optimum, which is a desired property  

in every model. From figure 9, it is observed that validation accuracy fluctuates 

but becomes stable towards last few epochs. This is also a desired property which 

shows that the model can be functional. 
 

 

5. CONCLUSION 
 

The high performance of our CNN-RNN deep learning algorithm based model 

for SLR shows that approaching the Language recognition problem domain from 

an Image classification perspective yields comparable optimal performance to the 

mainstream phonological computational and statistical modelling approach. This ob-

servation also shows that using intermediate features such as a Spectrogram is 

adequate enough to obtain improved performance for SLRs, thereby eliminating 

the need for large corpus bearing phonetically transcribed data. 

Based on the performance of the system on short speech excerpts, we infer that 

the system can classify even short speech utterances of less than 3s (~3s) thus, it 

is a long enough interval to classify a spoken language correctly with this model. 

Noises in speech samples affect SLR performance considerably as observed in our 

experiments. The observation made was that the English samples were properly 

classified due to the very minimal noise contained in the training sample. The 

English dataset had far less noise because it was created specifically for training 

purposes (Kaggle, Librovox), while the Yoruba and Igbo language testset had 

some misclassifications stemming from the noise contained in the Training set. 

Although these samples went through series of denoising, they were not as clean 

as that of the English because they contained white-noise which is almost impossible 

to completely remove. The white-noise was from the recording apparatus in the 

radio station. 
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We observed that the architecture of the deep learning model used for develop-

ing SLR’s is pertinent to the performance of a model, therefore we recommend 

the exploration of deeper architectures for future works. Google’s Inception v3 is 

one of such networks which has much more layers in its architecture and is 

considered deeper than ours. We believe a deeper network should be able to 

extract more general features thus leading to increase in accuracy although they 

come with an increase of computational cost, as the Inception-v3 model uses up 

to six times more parameters, than a regular CNN. We also suggest utilizing 

completely noise free samples as dataset for training models. 
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Abstract 

The aim of the study was to evaluate the influence of lyophilized plant extract 

on color of canned meat with reduced amount of sodium (III) nitrite measured 

by spectrophotometric methods. The results were collected through the  

X-RiteColor® Master software. The results of the experiment show that reduc-

tion of nitrite salt is possible but additional fortification is required: the best 

results were obtained when the extract was added in the amount of 0.015%. 
 

 

1. INTRODUCTION  
  

Color of meat is one of the most important factors which influence the consumer’s 

decision about purchase (Suman & Joseph, 2013; Mancini & Hunt, 2005; León  

et al. 2006; Trinderupet, Dahl, Jensen, Carstensen & Conradsen, 2015). Color 

criteria is used to select or reject products and generally depends on myoglobin, 

the primary red pigment in meat. Evaluation of meat color is an essential part of 

product development and identification of roots of processing problems. 

Instrumental measure of color parameters is powerful laboratory method used by 

meat scientists. However, properly designed procedures are especially important. 

A lot of scientific publications present inconsistent and incomplete information 

especially regarding the aperture size, angle of observation, kind of illuminant 

(Tapp, Yancey & Apple, 2011). 
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Barkley et al. (2018) reported weak influence of the kind of used apparatus and 

number of replications on color value. Therefore, the location of measurements is 

more important when performing color evaluations, assuming the settings are the 

same. Especially, the parameters of meat color strongly depend on oxygenation 

level and storage conditions of meat. Highly oxygenated beef steaks are redder 

than steaks in air and they show significant detrimental effects when frozen 

storage is extended (Henriott et al., 2020). 

Basic standards and procedures of metrology in the fields of light and lighting 

are published by CIE (Commission Internationale de l’Eclairage) with Central 

Bureau in Vienna, Austria. The CIELAB color space (also known as CIE L*a*b*) 

describes all the colors visible to the human eye, defines colors independently of 

how they are created or displayed and is device-independent. It was defined in 

1976. The color of sample is expressed as three values: L* for the lightness from 

black (0) to white (100), a* from green (−) to red (+), and b* from blue (−) to 

yellow (+). This model is perhaps the most frequently mentioned in scientific 

publications (Mancini & Hunt, 2005). It can be transferred to other spaces such as 

CIEXYZ, CIELCh, CIELUV, Hunter Lab. 

The protein responsible for meat color is myoglobin (Mb) – a sarcoplasmic 

heme protein. In muscle of living animals, Mb is also responsible for, among 

others, oxygen transportation. Depending on iron atom’s structure, Mb can exist 

in oxidized (Fe3+) or reduced (Fe2+) forms. Thanks to various forms of Mb meat 

and meat products can present different palette of colors: bright-red, purplish-pink 

or dull brown (Suman & Joseph, 2013; Danijela et al., 2013). The forms of Mb in 

reduced state are: deoxymyoglobin (DeoxyMb) – related with meat freshness and 

is characterized by purplish-red/purplish-pink color, oxymyoglobin (OxyMb) and 

carboxymyoglobin (COMb) - characterized by bright cherry-red color (Suman & 

Joseph, 2013; Danijela et al., 2013; Mancini & Hunt, 2005). The discoloration of 

Mb – the change from OxyMb to MetMb (metmyoglobin) – is associated with the 

oxidation of the heme group central iron atom. MetMb has gray-red/brownish 

color (Faustman, Sun, Mancini & Suman, 2010; Suman & Joseph, 2013; Danijela 

et al., 2013). This color of meat can also be formed as a result of pathogenic 

bacteria growth (Danijela et al., 2013).  

The color of meat is possible to control – in case of fresh meat various 

packaging methods are applied: e.g. MAP (Modified Atmosphere Packaging) 

when different ratio of gases (the most common are CO2, CO, O2 and N2) are 

applied or vacuum packaging through the removal of all the air from the package 

(Danijela et al., 2013). In the processed meat products, the characteristic pink color 

is an effect of reaction between sodium nitrite salt (NaNO2) and metmyoglobin. 

During complicated reaction steps, nitric oxide (NO) formed from NaNO2, reacts 

with Mb and creates NO-Mb (unstable) which, under the heat treatment, is con-

verted into stable, pink nitrosylhemochrome (Suman & Joseph, 2013). 
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Oxidation process leads to deterioration of smell, taste, nutritional value of the 

product and it negatively influences its color. All these factors deteriorate the 

quality of the product which becomes unsafe for consumption (Ribeira et al., 2019). 

Additive E 250 – sodium III nitrite – plays a crucial role in meat industry. It not 

only allows to generate desirable color of meat products but also presents strong 

protecting (antioxidant, antibacterial) properties. And these properties also 

translate into, among others, maintaining the characteristic color (Gassara, Kouassi, 

Brar & Belkacemi, 2016; Alahakoona, Jayasena, Ramachandra & Jo, 2015).  

Unfortunately, nitrite addition contributes to the formation of N-nitrosamines 

– cancerogenic, genotoxic substances (European Food Safety Authority, 2017). 

N-nitrosamines can occur in final products due to heat treatment or in specific 

conditions (low pH) such as in human gastrointestinal tract (Food Chain Evaluation 

Consortium, 2016). 

For this reason, the amount of sodium (III) nitrite must be limited. The amount 

of 0–15 mg/kg of nitrite salt allows the nitrosylomioglobin formation but the 

amounts of 55–70 mg/kg allow to create proper color in meat products (other than 

dry fermented ones) (Rivera, Bunning & Marti, 2019; Food Chain Evaluation 

Consortium, 2016). However, apart from the appearance, product must be safe for 

consumption. Therefore, the Food Chain Evaluation Consortium (2016) concluded 

that lowering the nitrite addition, to the amount of 80–100 mg/kg (for most types 

of meat products) is possible but with additional measures to ensure safe consumption. 

Color, like other factors such as antioxidant value, are important parameters 

for determining the quality, durability and safety of food (Ferysiuk & Wójciak, 2019). 

The aim of the research was to determine the color of the canned meat 

containing reduced by half amount of nitrite and fortified with the addition of plant 

extract contrary to the control sample. 
 

 

2. MATERIAL AND METHODS 
 

2.1. Preparation of canned pork 
 

Canned pork was prepared from pork dewlap and pork shoulder obtained from 

an organic farm (Zakład Mięsny Wasąg SP. J.). The recipe for all variants was: 

5% of water, 2% of salt and alternatively: control sample – 100 mg/kg or sample 

fortified with herb extract – 50 mg/kg of sodium (III) nitrite. Meat was then cut 

with knife, grinded (KU2-3E – Mesko-AGD, Poland) on 5 mm mesh and mechan-

ically mixed with above mentioned components. Each steel can was next filled 

with 300 g of meat, closed with lid and treated in temperature 120°C in a vertical 

steam sterilizer (AS2, Poland) and lastly cooled with fresh cold water. The obtained 

sterilizing value (F0) measured with TrackSense® wireless temperature logger 

(Ellab A/S, Denmark) placed in one of cans was 7,1. Products were then chilled 

at 4°C and stored for 60 days. 
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2.2. Color attributes 

 

The samples intended for color testing were prepared as follows: the meat was 

removed from the can, cleaned of jelly and sliced (30 mm thickness). Measurement 

was taken after 10 min of product stabilization at normal laboratory conditions 

(air temperature 20°C, daylight app. 700 lx). The color was determined using the 

CIELAB color space (Hunt, 1987). 

The X-Rite Color 8200 series spectrophotometer (X-Rite Inc., MI, USA) was 

used. The aperture size was 13 mm, standard observer 10˚ and illuminant D65 

(daylight 6500K) was used. The measurement was taken in extended wavelength 

range from 360 to 740 nm. The color was measured at three different places of 

each slice surface. 

 

2.3. Color parameters 

 

Amount of MetMb – metmyoglobin was calculated according to Wójciak  

& Dolatowski (2015) from the reflectance measured at 580 nm and expressed as 

the percentage. The color difference was calculated according to Mokrzycki & Tatol 

(2011) using formula CIE76 (1) 

 

∆𝐸 = √(∆𝐿)2 + (∆𝑎)2 + (∆𝑏)2       (1) 

  

where:  ∆𝐸 – color distance between two colors, 

∆𝐿 – difference of lightens of two colors, 

∆𝑎 – difference of redness of two colors, 

∆𝑏 – difference of yellowness of two colors. 

 

 

3. THE CIELAB METHOD MEASUREMENT 
 

Color measurement is possible thanks to the spectrophotometer (Fig. 1). The 

device must be connected to the computer unit; the recommended software for X-

Rite Color 8200 series spectrophotometer is X-RiteColor® Master. This type of 

devices includes transmittance chamber, port reducer, sample holder hook and 

power switch.  

In general, color can be expressed by a various system applied for 

measurement using spectrophotometer and colorimeters. Those instruments allow 

to choose apparatus sizes, observers, solo systems and illuminates (Mancini  

& Hunt, 2005). CIELAB space takes into account the lighteness/luminance (L*), 

color space from green to red (a*), and color space from blue to yellow (b*).  

The lightness values range from 0 (dark) to 100 (white). The a* and b* parameters 

range from -120 to 120 (León, Mery, Pedreschi & León, 2006).  
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Except for the lightness, redness and yellowness measurements it is also 

possible to define other parameters by calculating selected reflectance in their 

wavelengths (Khatri et al., 2012). The various form of Mb is possible to identify 

by applying spectrophotometric method at the wavelength between 500 and 600 

nm (Suman & Joseph, 2013). It is also possible to calculate the differences 

between samples (ΔE (total color differences), hue angle (h°) and chroma (C).  

The ΔE present the change in color over a selected period of time (AMSA, 

2012), the differences can be described as small differences (1.5 < ΔE), distinctive 

(1.5 < ΔE < 3) or very distinctive (ΔE < 3) (Pathare, Opara & Al-Said, 2013). 

Mokrzycki & Tatol (2011) suggest another classification: 0 < ΔE < 1 – no 

differences are noted by observer, 1 < ΔE < 2 – differences are noted only by 

experienced observer, 2 < ΔE < 3.5 – differences are noted by unexperienced 

observer, 3.5 < ΔE < 5 – clear differences are noted, 5 < ΔE – two different colors 

are noted by observer. 

For calculating the h° parameter, which represents the whole color spectrum 

and which takes values from 0° to 360°, this equation should be applied (2): 
 

ℎ° = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑏∗

𝑎∗           (2) 
 

According to Yancey & Kropf (2008), the combination of those two color 

parameters is vital when the result of the equation has a positive value (h° is 

between 0° and 90°). When  result of the equation is a close to number 0, the value 

of red parameter (a*) decreases, h° increases and its value is closer to 90°. When 

the red color becomes stronger, the situation is reverse.  

Chroma (saturation index) is calculated from (3): 
 

𝐶 = (𝑎∗2 + 𝑏∗2)1/2          (3) 
 

More options for parameter calculation can be found in the guidelines created 

by American Meat Science Association (2012). 
 

 

Fig. 1. The spectrophotometer before (left photo) and during calibration process (right photo) 
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Spectrophotometer must be calibrated before each use through calibration 

standards applied (Fig. 2) via computer program (Fig. 3). The light trap standard 

is used for zero reflectance measurement, the SRM is a white standard. X-RiteColor® 

Master program allows the calibration and configuration of the instrument and 

also the sample measurements (Fig. 4). 

 

 
 

Fig. 2. Port redactors (A), calibrations standards: Standard Reflection Material – SRM (B), 

light trap (C) 

 

 

Fig. 3. Main menu of X-RiteColor® Master program – calibration process 
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Fig. 4. Sample analyses 

 

The data collected by software can be imported by another program e.g. Excel® 

– then the calculated values for parameters L*, a*, b* and parameters C and h° are 

obtained. X-RiteColor® Master allows to select the results from a specific time 

period (e.g. data from last month, week or the last 20 samples).  

 The instrument measures the wavelength in the range from 340 nm to 780 nm 

(in 10 nm intervals). Knowing the isobestic wavelengths of selected color traits it 

is possible to calculate other parameters (ΔE, nitrosating index, Mb content etc.) 

from the reflectance values, as it was mentioned earlier. 

 

 

4. RESULTS AND DISCUSSION 

 

The differences between samples with various amount of sodium (III) nitrite 

are presented in Fig. 5. As it could be noted, the greatest differences are between 

samples N_0 and with the nitrite addition. However, after 60 days of storage the 

change in total color of canned meat decreased for samples N_0 and N_50 and 

increased for samples N_0 and N_100. Differences between samples with various 

amount of sodium (III) nitrite were at the low level (3.07) at the day after 

production. Yet after 60 days it was observed that the differences started to 

increase slowly (3.37). This situation allows the conclusion that canned meat 

without the addition of nitrite salt clearly differs from the others, so it may not be 

purchased by a potential consumer. The decrease of the differences between samples 
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without nitrite and with reduced amount of nitrite were getting smaller after two 

months of storage. It may indicate the insufficient addition of nitrite salt to keep 

the stable color. Therefore, it may be necessary to fortify this sample.  

 

 
 

Fig. 5. Differences in color between canned meat with various amount of nitrite addition: 

N_0 - nitrite free, N_50 – 50 mg/kg of sodium (III) nitrite addition, N_100 – 100 mg/kg  

of sodium (III) nitrite addition 

 

The percentage amount of MetMb and color intensity of cured canned pork are 

presented in Fig. 6. As it was mentioned earlier, MetMb is responsible for 

unattractive, gray-brownish meat color. The addition of nitrite counteracts this 

process. As it can be noted, nitrite-free sample (N_0) presented higher percentage 

amount of MetMb (36.5%) compared to samples with nitrite addition (29.9% and 

29.4% respectively). According to the Regulation No 1333/2008 (2008) the 

maximum amount of sodium (III) nitrite which can be added to the canned meat 

is 100 mg/kg. In our experiment, this amount was reduced by half and did not 

cause negative effects. However, to maintain the consumer safety lyophilized 

plant extracts were added. The addition of red pepper and black currant leaf 

extracts in the amount of 0.005% contributed to the increased amount of MetMb 

where in the sample with higher amount of these extracts, the percentage value 

was similar to the samples with nitrite salt. 
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Fig. 6. Percentage amount of metmyoglobin and cured color parameter of canned meat after 

60 days of storage: N_0 – nitrite free, N_50 – 50 mg/kg of sodium (III) nitrite addition,  

N_100 – 100 mg/kg of sodium (III) nitrite addition, RP_015 – red pepper extract addition 

(0.015%), RP_005 – red pepper extract addition (0.005%), BCL_015 – black currant leaves 

extract (0.015%), BCL_005 – black currant leaf extract (0.005%) 

 

 

5. CONCLUSIONS 

 

The data collected through the X-RiteColor® Master software via spectropho-

tometer instrument measurement allows to state that sharp reduction of sodium 

(III) nitrite in canned pork is possible. However, for better color results additional 

fortification with lyophilized herb extract is needed – addition of red pepper and 

blackcurrant leaf extracts in the amount of 0.015 allows to get greater results than 

the addition of these herbs in lower amount. 
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Abstract 

Wireless sensor network is a significant piece of wireless communication. 

It is a gathering of an enormous number of sensor nodes that are set in remote 

spots. The sensors have ability to do a typical undertaking. So energy ex-

haustion plays a significant job in keeping up a stable network. To build the 

system lifetime, a different energy effective algorithm is required which 

expands the network lifetime and makes the network more energy productive. 

For the augmenting, the lifetime of the network diverse routing technique 

has been utilized which help in expanding the lifetime of the network. This 

article portrays the diverse routing protocol which helps in energy efficient 

routing in a wireless sensor network. 

 

 

1. INTRODUCTION  

 

Wireless sensor network (WSN) comprises of a few sensors that are scattered 

spatially and are utilized to monitor the sensation in environment, for the computa-

tion of the conditions occurring in the environment identified with temperature, 

pollution levels, and humidity. The sink or base station gets data when these 

sensors collaborate and interface with one another and pass their data in the network. 

In the course of the most recent decade, there is quick advancement in WSN on 

account of its properties of having low power battery, wireless communication, 

and little size. They are generally utilized in numerous applications that are 

executed in a real environment. The network is basely made out of a few of sensors 

and gathering of sensor which are conveyed near ready to play out the quantity of 
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exercises which imply sensing, monitoring, processing and communication abilities 

implying the chronicle of data about the occasions which are occurring in the 

environment. The essential components which are attached in the sensors are micro-

processors, transceivers, external memory, and processing unit. Some additional 

components, for example, mobilizer, and power generator are also attached to it. 

Processing unit which is comprises of analog-digital converter and deals with the 

methodology through which coordinated effort of one sensor node to another 

sensor node. Transceiver unit keeps up the foundation of the node to the network. 

The microprocessor plays out the capacity which incorporates the administration 

and assortment of data from sensors node, interfacing of physical radio layer to 

data which is sent by the user (Shuang, 2015). Figure 1 shows the component of 

wireless sensor networks (WSN). 

 

 

Fig. 1. Wireless sensor component (Shuang, 2015) 

 

 

2. DIFFICULTIES IN WIRELESS SENSORS  
 

Wireless sensors are sent at remote spots, to get the full limit of sensors 

networks, some constraint of these networks which causes technical issues in the 

network must be expelled. A few difficulties which hinder the performance of the 

network are identified with adaptation to fault tolerance, communication, low 

latency, scalability, transmission media, and coverage issue. To take care of the 

above issues diverse routing protocol is utilized. Diverse routing strategies are 

utilized for transmitting the data from the sensor node to the base station. Routing 

procedure is very not quite the same as should be expected IP network routing 

which comprises of various  unique characteristics in a manner to unreasonable 

for a global addressing procedure  for different quantities of sensor nodes, 

requirement for a method that can be applied to a system for appropriate linkage 

of a sensor node to a base station. For working the system to accomplish the ideal, 

it must require routing protocol (Swetha, Santhosh Amarnath & Anitha Sofia, 

2019). These protocols are characterized into the accompanying ways and to make 

the system (Wireless Sensor Network) more energy efficient some energy 

efficient protocols are explained in the following section.                                                                                                                         
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3. ENERGY EFFICIENT PROTOCOLS 

 

Energy efficiency performs a significant job in WSN. These days the size, 

shape of the network is increasing. Because of it, the huge most measure of energy 

of a node is utilized which expands the early death of a node. Thus unique effective 

routing protocol is created to increment the lifetime of the network. Following are 

known and most common energy-efficient routing protocol.                                

 

3.1. Track Sector Clustering (TSC) 

 

Track sector clustering dependent on the clustering algorithm in which each 

cluster one cluster head is chosen. The entire network is partitioned into triangular 

sectors and concentric circular tracks. The partition of network right now in energy 

saving. The procedure of TSC for its execution is partitioned into phases. Track 

setup, Sector setup, Cluster heads selection, chain construction, and data transmission. 

Sensor nodes energy is not squandered by the calculation of tracks by the base 

station. Energy dissipation is additionally decreased by redundancy distance 

between a head node to the base station. The focal point of these concentric circles 

is a base station. Random choice of the head node is done at the primary level.  

At the point when the base station decides the area of the head node it computes 

the transmission slope. In a specific cluster, the arrangement of the head node 

happens when nodes that are at a higher level have a similar transmission slope. 

The methodology utilized assists with decreasing the redundancy level in the data 

which is transmitted by breaking the long chain of nodes into a littler one. In a specific 

cluster, the formation of the head node happens when nodes that are at a greater 

level have a same transmission slope. The benefit of utilizing TSC is to diminish 

in data for transmission in the network (Gautam, Lee & Pyun, 2009). Figure 2 shows 

data gathering at head nodes in TSC protocol.  

 

                         

Fig. 2. Data gathering at head nodes in TSC protocol (Gautam, Lee & Pyun, 2009) 
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3.2. Low Energy Adaptive Clustering Hierarchy (LEACH) 

 

The working of LEACH is partitioned into two phases 

1. Set up phase which partitions the network into clusters, CH makes notice 

for a timetable of transmission.                                                                                                                                                 

2. The steady phase involves data aggregation, compression, and transmission 

to the sink.                        

 

The benefit of employments of LEACH is its direct communication by each 

cluster head for sending the information to sink. The utilization of the cluster is 

increment the lifetime of the network. It aggregates the original information which 

is sent by the detected sensor into a littler size for simple transmission of 

information. In LEACH protocol each node is allowed to turn into a cluster head 

which assists with diminishing the likelihood of passing on the sensor nodes 

(Xiangning & Yulin, 2007). Figure 3 shows data gathering at head nodes in 

LEACH protocol.               

 

 

Fig. 3. Data gathering at head nodes in LEACH protocol (Xiangning & Yulin, 2007) 
 

3.3. Power-Efficient Gathering in Sensor Information Systems (PEGASIS)                                          

 

This PEGASIS protocol was acquired after modification in LEACH was finished.  

A chain-like structure of nodes is done and every node sets up communication just 

with its neighbor which is close in distance. The transmission of data happens 

through one node to another node just with the assistance through one node which 

is assigned can send data to the base station. The leader node is altered turn by 

turn during transmission of information. The base station decides if it is chain 

formation or the chain structure by the nodes themselves utilizing a algorithm 

(greedy). It needed a global knowledge (network knowledge). At the point when in-

formation is move every node assembles its information from its neighboring 

node. At random areas, to make system powerful sensor nodes die. This entire 
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procedure is accomplished by changing the transmission leader in each commu-

nication round. To take care of above issue, nodes that are permitted, so they can 

form leaders, by making a limit to a distance for neighbors (Jung, Han & Chung, 

2007). The benefit of the PEGASIS is the transmission number is less which helps 

in less loss of energy by the sensor nodes. Figure 4 shows data gathering at head 

nodes in PEGASIS protocol. 

 

Fig. 4. Data gathering at head nodes in PEGASIS protocol (Jung, Han & Chung, 2007) 

 
3.4. Threshold Sensitive Energy-Efficient Sensor Network Protocol (TEEN) 

  

It is particularly made for reactive networks. The reactive network is the network 

that comprises of those sensor nodes which embrace the adjustments in them-

selves as indicated by the progressions which happen in environment. To expand 

energy efficiency, the transmission number is decreased in the network. There is 

a particular range of utility when information value falls, at exactly that point 

information transmission happens. Each cluster in the network has a cluster head 

that sets properties.  

 

 

Fig. 5. TEEN protocol (Bria, Wahb & Alaydrus, 2019) 
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In the (hard and soft) threshold, these thresholds are of its part nodes. The trans-

mission of information occurred when its value is larger than soft threshold value 

along the estimation of the contrast between the older and new one, on account of 

the above methodology, certain transmission (TEEN) are wiped out and that con-

serves the energy of those sensors which are available in the network (Bria, Wahb  

& Alaydrus, 2019). Figure 5 describes TEEN protocol. 
 

3.5. Hybrid Energy-Efficient Distributed Clustering (HEED) 
 

The reason for this strategy was the formation of a cluster that is distributed 

and energy efficient. In notice for the choice of cluster head, two parameters must 

take into account:                                            

1. The residual energy of every node. 

2. Node degree. 
 

For the chosen of CH, the residual energy of the node along with some likelihood 

is taken thought. The procedure of formation of cluster head happens for the 

situation when the various nodes which are available in the network discovered 

their CH to keep up less expense of communication benefit. The benefit of utilizing 

HEED is help in keeping up long network lifetime, shore scalable information 

aggregation (Younis & Fahmy, 2004). Figure 6 describes HEED protocol.  

 

 

Fig. 6.  HEED protocol (Younis & Fahmy, 2004) 

 

3.6. Stable Electron Protocol (SEP) 
 

In the clustered heterogeneous WSN, which has a few benefits over LEACH? 

The two-level of heterogeneity of sensor node is deemed. They are characterized 

into two sorts:                                          

1. Normal node. 

2. Advanced node  .  
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Advanced node when contrasted with normal node they have greater likelihood 

of turning into a cluster head when contrasted with other sensor nodes. In the 

sensor field, this protocol is more scalable, in light of the fact that it needn't the 

position of nodes (Ayoob, Zhen, Adnan & Gull, 2016). Figure 7 describes SEP 

protocol. 

 

Fig. 7. SEP protocol (Ayoob, Zhen, Adnan & Gull, 2016). 

 

3.7. WSN Routing Protocols Comparison 

 

 Right now routing protocols comparison is finished. Table 1 reveals the com-

parison of various routing protocols in WSN those were studied in this article with 

the parameters, power efficiency, network stability, cluster head formation, and 

network scalability.                                                                           
 
Tab. 1. Comparison of WSN routing protocols 

Energy-efficient 

routing protocol 

Power     

efficiency 

Network 

stability 

Cluster head 

formation 

Network 

scalability 

TSC moderate moderate yes moderate 

LEACH low moderate yes low 

PEGASIS low low no very low 

TEEN very high high yes low 

HEED moderate high yes moderate 

SEP high high yes high 
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4. CONCLUSION 
 

In this article short survey on energy efficient routing protocols in WSN and 

their comparison is introduced. From above comparison a perception is done that 

cluster based protocols are more energy efficient. WSN which have gain con-

sideration in the course of the most recent couple of years are broadly utilized in 

both civil and military. There is different difficulties task for viable structure of 

these WSN. Routing protocols are extraordinary answer for handle the difficulties 

which happens in WSN. Future work can be reached out on growing new routing 

protocol which manages issue of node mobility applications.                                                                                                                                    
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Abstract 

Changes in the compression strength of the PMMA bone cement with a variable 

powder/liquid component mix ratio were investigated. The strength test data 

served to develop basic mathematical models and an artificial neural network 

was employed for strength predictions. The empirical and numerical results 

were compared to determine modelling errors and assess the effectiveness 

of the proposed methods and models. The advantages and disadvantages of 

mathematical modelling are discussed. 
 

 

1. INTRODUCTION 
 

The use of polymer biomaterials has become a common standard in a range of 

medical applications, including orthopaedic surgery and dentistry, where they are 

referred to as cements (Balin, 2004, 2016). In orthopaedics, they are predomi-

nantly found in joint arthroplasty and as a filler material in extensive bone defects. 
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At present, in total joint replacement, prostheses are commonly fixtured with the 

PMMA bone cement (polymethyl methacrylate), which has been in use since 

1960s (Charnley, 1960). Charnley, an early pioneer in modern arthroplasty, was 

the first to use the methyl methacrylate resin to bond endoprostheses (Balin, 2016; 

Matuszewski et al., 2014). Considering the applications of bone cements in medicine, 

the fundamental factors of their biofunctionality are as follows: carrying static and 

dynamic loads, dampening vibrations, abrasion resistance and biocompatibility 

(Balin, 2016; Wekwejt et al., 2019).  

Given the aggressive operating environment, it is of great importance that bone 

cements are described in due detail with respect to their resistance to ageing 

processes and the resulting deterioration in strength (Lelovics & Liptakova, 2010, 

2019; Matuszewski et al., 2014). Early loss of mechanical properties could cause 

endoprosthesis loosening and, thereby, necessitate revision surgery. These processes, 

i.e. the rate of ageing and depletion of mechanical parameters, can be contributed 

to several factors, including the mixing (Dunne & Orr, 2001; Lelovics & Liptakova, 

2010; Liptáková, Lelovics & Necas, 2009), porosity (Dunne, Orr, Mushipe  

& Eveleigh, 2003; Pałubicka, Czubek & Wekwejt, 2019), contamination of 

cement with bone marrow, blood, Ringer’s solution and other biofluids that by 

enabling micromovements, increase the risk of debonding at the bone-cement 

interface (Bialoblocka-Juszczyk, et al., 2008; Karpiński, Szabelski & Maksymiuk 

2019a, 2019b; Tan, Koh, Ramruttun & Wang, 2016), or adding special-purpose 

admixtures into the cement structure (Wekwejt, Moritz, Świeczko-Żurek  

& Pałubicka 2018, Wekwejt et al., 2020).  

Experimental investigations of ageing processes and changes in mechanical 

properties of biomaterials are cost-intensive let alone exceptionally time-consuming. 

The intrinsic limitations of empirical testing can be overcome using computer-

aided methods, which exponentially reduce data collection and processing times 

and limit the required computational cost. As a result, they may help select or 

refine the optimal direction of further research. Numerical methods include 

predictive analytics, whose models enable the determination of relationships 

between corresponding parameters on the basis of experimental data (Younesi, 

Bahrololoom & Ahmadzadeh, 2010). Other analytical instruments of established 

computational prowess that have been put to use in this work, are the finite 

element method (FEM) (Falkowicz & Debski, 2019, 2020; Falkowicz, Debski  

& Wysmulski, 2020) and the boundary element method (BEM). 

 

 

2. PREDICTIVE ANALYSIS 

 

The performance of the selected analytical methods and tools was verified using 

statistical analysis and artificial neural network (ANN) modelling. The testing data 

were obtained from the results of the strength of bone cements in compression. 

The test specimens had been prepared with a variable amount of the liquid monomer 
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– one of the two components of bone cement – to evaluate how the changes in the 

PMMA cement composition by mass correlate with its strength performance 

(Karpinski, Szabelski & Maksymiuk, 2018, 2019a, 2019b). Two learning datasets 

were used for predictions and verification against the actual data (Fig. 1): 

 the data from the range -30 % to +25 % served to predict the +35 % variant, 

 the data from the range -20 % to +35 % served to predict the -35 % variant. 

 

Fig. 1. Result from experimental research on compressive strength  

Due to the physical nature of the investigated changes, it was resolved that 

polynomial models including linear would be most suitable to carry out the cal-

culations, specifically, to determine the relationship accounting for the course of 

changes in the compressive strength in the specified range. The selected range is 

a slice of the entire hypothetical range from -100 % (no liquid component) to +∞ 

(only liquid component). From the logical analysis of the boundary conditions,  

it seems that, globally, the most appropriate is the quadratic polynomial model.  

In the model, which is a concave downward parabola, the maximum parameters 

are recorded in the middle of the range, and towards the edges, they decrease to 

the minimum (zero). However, in the tested range, it may emerge that one of the 

other models will perform with higher precision, both in terms of goodness of fit 

and prediction results. 

 

2.1. Mathematical modelling of compressive strength 

 

Statistical modelling was carried out using Microsoft Excel and Tibco Statistica 

software. It consisted in the analysis of relationships between variables, the deter-

mination of its linearity (regression) and approximation by means of the linear 

function and polynomials.  
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2.1.1. Excess of the liquid component (+35 %) 

The generated mathematical models are as follows: 

𝜎+35_1 = 34.349𝑥 + 74.494 

𝜎+35_2 = 14.443𝑥2 + 34.963𝑥 + 74.026 

𝜎+35_3 = −108.11𝑥3 + 7.3284𝑥2 + 41.435𝑥 + 74.213 

𝜎+35_4 = 300.64𝑥4 − 71.069𝑥3 − 15.498𝑥2 + 39.628𝑥 + 74.376 

𝜎+35_5 = −8803.6𝑥5 − 1357.4𝑥4 + 634.85𝑥3 + 88.061𝑥2 + 31.816𝑥 + 73.878 

 

where: 𝜎 – a modelled compressive strength of the cement sample, 𝑥 – the liquid 

component excess (wt. %). 

The model accuracy is assessed by the coefficient of determination 𝑅2, and it 

displays a good correlation with the empirical results, which is confirmed by the 

following: 

𝑅2(𝜎+35_1) = 0.7911 

𝑅2(𝜎+35_2) = 0.7951 

𝑅2(𝜎+35_3) = 0.7995 

𝑅2(𝜎+35_4) = 0.7999 

𝑅2(𝜎+35_5) = 0.8022 

 

Having established that the models were of adequate predictive capacity, they 

performed the compressive strength simulations for the material with a +35% 

excess of the liquid part. The numerical data were subsequently verified using the 

mean results from the experimental tests: 

 

𝜎+35_1_𝑚𝑜𝑑𝑒𝑙 = 86.52 𝑀𝑃𝑎 

𝜎+35_2_𝑚𝑜𝑑𝑒𝑙 = 88.03 𝑀𝑃𝑎 

𝜎+35_3_𝑚𝑜𝑑𝑒𝑙 = 84.94 𝑀𝑃𝑎 

𝜎+35_4_𝑚𝑜𝑑𝑒𝑙 = 87.81 𝑀𝑃𝑎 

𝜎+35_5_𝑚𝑜𝑑𝑒𝑙 = 56.41 𝑀𝑃𝑎 

while 

𝜎̅+35_𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 = 73.30 𝑀𝑃𝑎. 

 

The root-mean-square error (RMSE) and its coefficient of variation (CV 

(RMSE)), accounting for the discrepancies between the predicted and observed 

values, were shown to attain notably higher values compared to the liquid component 

deficiency variant: 
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𝑅𝑀𝑆𝐸+35_1 = 13.45, 𝐶𝑉(𝑅𝑀𝑆𝐸+35_1) = 15.5% 

𝑅𝑀𝑆𝐸+35_2 = 14.94, 𝐶𝑉(𝑅𝑀𝑆𝐸+35_2) = 17.0% 

𝑅𝑀𝑆𝐸+35_3 = 11.94, 𝐶𝑉(𝑅𝑀𝑆𝐸+35_3) = 14.0% 

𝑅𝑀𝑆𝐸+35_4 = 14.72, 𝐶𝑉(𝑅𝑀𝑆𝐸+35_4) = 16.8% 

𝑅𝑀𝑆𝐸+35_5 = 17.07, 𝐶𝑉(𝑅𝑀𝑆𝐸+35_5) = 30.3% 

 

The models generated from the experimental data in the range from -30 % to 

approx. +25 % of the liquid component can be compared with the actual values 

for the predicted range of +35 % in Fig. 2. 

 

 
Fig. 2. Compressive strength of bone cement with a +35 % excess of the liquid component: 

comparison of mathematical models and experimental data 

 

2.1.2. Deficiency of the liquid component (-30 %) 

The methodology of computations is the same as in the former case. The fol-

lowing models were generated: 

𝜎−30_1 = 20.66𝑥 + 72.86 

𝜎−302
= −57.226𝑥2 + 24.45𝑥 + 75.457 

𝜎−30_3 = −377.13𝑥3 − 30.207𝑥2 + 54.631𝑥 + 75.075 

𝜎−30_4 = −1015.5𝑥4 − 281.68𝑥3 + 77.675𝑥2 + 49.915𝑥 + 73.816 

𝜎−30_5 = −4304.9𝑥5 − 433.68𝑥4 + 286.35𝑥3 + 29.73𝑥2 + 35.211𝑥 + 74.165. 

 

40

50

60

70

80

90

100

-40% -30% -20% -10% 0% 10% 20% 30% 40%



93 

The goodness of fit of forecasted data with the actual results, assessed by the 

coefficient of determination, is not as high as in the previous case: 

 

𝑅2(𝜎−30_1) = 0.4654 

𝑅2(𝜎−30_2) = 0.5904 

𝑅2(𝜎−30_3) = 0.7414 

𝑅2(𝜎−30_4) = 0.7738 

𝑅2(𝜎−30_5) = 0.7846 

 

Compressive strength forecasting results: 

 

𝜎−30_1_𝑚𝑜𝑑𝑒𝑙 = 66.66 𝑀𝑃𝑎 

𝜎−30_2_𝑚𝑜𝑑𝑒𝑙 = 62.97 𝑀𝑃𝑎 

𝜎−30_3_𝑚𝑜𝑑𝑒𝑙 = 66.15 𝑀𝑃𝑎 

𝜎−30_4_𝑚𝑜𝑑𝑒𝑙 = 65.21 𝑀𝑃𝑎 

𝜎−30_5_𝑚𝑜𝑑𝑒𝑙 = 65.49 𝑀𝑃𝑎 

while  

𝜎̅−30_𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 = 65.52 𝑀𝑃𝑎. 

 

The RMSE and its coefficient of variation CV (RMSE), provide the description 

of the difference between predictions and actual strength of bone cement in 

compression:  
 

𝑅𝑀𝑆𝐸−30_1 = 2.81, 𝐶𝑉(𝑅𝑀𝑆𝐸−30_1) = 4.2% 

𝑅𝑀𝑆𝐸−30_2 = 3.61, 𝐶𝑉(𝑅𝑀𝑆𝐸−30_2) = 5.7% 

𝑅𝑀𝑆𝐸−30_3 = 2.64, 𝐶𝑉(𝑅𝑀𝑆𝐸−30_3) = 4.0% 

𝑅𝑀𝑆𝐸−30_4 = 2.58, 𝐶𝑉(𝑅𝑀𝑆𝐸−30_4) = 4.0% 

𝑅𝑀𝑆𝐸−30_5 = 2.57, 𝐶𝑉(𝑅𝑀𝑆𝐸−30_5) = 3.9% 

 

Fig. 3 presents the results from the simulations, i.e. models generated from the 

empirical data limited to the range from -20 % to approx. +35 % of the liquid 

component content, along with the actual values for the predicted range of -30 %. 
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Fig. 3. Compressive strength of bone cement with a -35 % deficiency of the liquid 

component: comparison of mathematical models and experimental data 

 

2.2. Artificial neural network forecasting 

 

Deep learning neural networks (DLN) have been steadily becoming the 

standard among machine learning algorithms. Their advantages are demonstrated 

by their great capacity for capturing existing relationships between particular data 

– including performing calculations on extensive quantities of data, on numerous 

levels of abstraction. What distinguishes them from conventional NNs (Neural 

Networks) is that DLNs’ operation is fully automated and does not require 

supervision or additional generalisation of features by human operators. DLNs are 

found in a range of applications, including speech recognition (Tu, Du & Lee, 

2019; Zhang et al., 2019), image processing (Chen, Zhang, Liu & Kamruzzaman, 

2019; de Haan, Rivenson, Wu & Ozcan, 2020; Hatt, Parmar, Qi & El Naga, 2019) 

or medical diagnosis (Hosseini, Hosseini & Ahi, 2020; Jiménez & Racoceanu, 2019; 

Lee et al., 2019).  

In the works reported in this paper, the performance of DLN algorithms was 

compared with mathematical modelling. The procedure for analysing the effect of 

powder/liquid components mix ratio on the compressive strength of bone cements 

using DLN was the following: 

 preliminary data preparation (alignment of the input data length), 

 arranging data in the strings: -35 %, -25 %, -10 %, 0 %, +10 %, +20 % and 

+30 % of the cement mix component disproportion, 

 inserting data into MATLAB (Deep Learning package with the Adam 

optimiser), 

40

45

50

55

60

65

70

75

80

85

90

-40% -30% -20% -10% 0% 10% 20% 30% 40%



95 

 testing in two variants: testing the predictive performance for a series of data 

from random samples and training the network on mean results (Fig. 4), 

 the network architecture was: 50 hidden neurons and 150 iterations; to prevent 

overfitting, the dropout technique was employed and a gradient threshold 

was introduced. 

 

 

Fig. 4. Network training progress in MATLAB – RMSE reduction as a function of iteration 

 

The compressive strength values predicted by the DLN network are presented 

below. 

 

2.2.1. Excess of the liquid component (+35 %) 

𝜎+35_𝑑𝑙𝑛1 = 72.73 𝑀𝑃𝑎 

𝜎+35_𝑑𝑙𝑛2 = 69.83 𝑀𝑃𝑎 

𝜎+35_𝑑𝑙𝑛3 = 68.42 𝑀𝑃𝑎 

𝜎+35_𝑑𝑙𝑛4 = 69.56 𝑀𝑃𝑎 

𝜎+35_𝑑𝑙𝑛5 = 54.53 𝑀𝑃𝑎 

𝜎+35_𝑑𝑙𝑛6 = 64.00 𝑀𝑃𝑎 

 

𝜎̅+35_𝑑𝑙𝑛 = 76.71 𝑀𝑃𝑎 

 

𝑆𝐷(𝜎+35_𝑑𝑙𝑛) = 3.76 𝑀𝑃𝑎 

𝐶𝑉(𝜎+35_𝑑𝑙𝑛) = 4.9% 

while 

𝜎̅+35_𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 = 73.30 𝑀𝑃𝑎. 
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2.2.2. Deficiency of the liquid component (-30 %) 

𝜎−30_𝑑𝑙𝑛2 = 77.67 𝑀𝑃𝑎 

𝜎−30_𝑑𝑙𝑛3 = 74.97 𝑀𝑃𝑎 

𝜎−30_𝑑𝑙𝑛4 = 78.49 𝑀𝑃𝑎 

𝜎−30_𝑑𝑙𝑛5 = 79.08 𝑀𝑃𝑎 

𝜎−30_𝑑𝑙𝑛6 = 80.10 𝑀𝑃𝑎 

 

𝜎̅−30_𝑑𝑙𝑛 = 66.50 𝑀𝑃𝑎 

 

𝑆𝐷(𝜎−30_𝑑𝑙𝑛) = 7.20 𝑀𝑃𝑎 

𝐶𝑉(𝜎−30_𝑑𝑙𝑛) = 10.8% 

while 

𝜎̅−30𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙
= 65.52 𝑀𝑃𝑎. 

 

Subsequently, the results were analysed statistically and verified against the 

experimental data from the strength tests. Having proven the normality of data 

distribution, the analysis of variance confirmed their homogeneity and the Student’s 

t-test, carried out at a confidence level α = 0.05, indicated that the results from the 

neural network modelling were of good quality, that is regardless of the liquid 

component deficiency/excess variant. Therefore, given the lack of statistically sig-

nificant differences, in the subsequent analyses mean network results were used.  

 

 

3. DISCUSSION 

 

Figures 5 and 6 display differences between mean values obtained from 

analytical investigations (DLN, mathematical modelling with polynomials) and 

values obtained from destructive physical analysis for both investigated variants 

of deviation from the correct powder/liquid component mix ratio. 

From the comparison of Figures 5 and 6, a notable discrepancy emerges 

between the accuracy of predictions with respect to particular bone cement 

composition disproportions. Up to the level of +35 %, the excess of the liquid 

component is shown to have a positive effect on the material strength; after reaching 

the threshold limit, there is a steep drop in its resistance to loading in compression. 
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Fig. 5. Differences between modelled and actual compressive strength values for -30 %  

 

 
Fig. 6. Differences between modelled and actual compressive strength values for +35 % 

 

Not entirely unexpectedly, the mathematical models have failed to forecast 

these tendencies, i.e. the differences between the predicted and the actual values 

were always in the excess of 15 %, regardless of the model (15–23 %) – Fig. 6. The 

result of mathematical computations can be thus merely treated as a useful 

forecast. However, these results may not be universally applicable to all situations, 

since the testing conditions were rather coincidental and perhaps non-replicable. 
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On the other hand, it is worth noting the exceptional predictive performance of the 

deep learning network, which displayed a slight, 5 %, error when correlated with 

the results from the strength tests. Thereby, the DLN outperformed the 

mathematical models and confirmed that the parameter change predictions from 

the latter are burdened with limitations, despite their good fit with the learning data. 

Furthermore, our findings appear to indicate that striving for the best fit is in itself 

insufficient to guarantee satisfactory predictive accuracy of the model. This is 

exemplified by Fig. 7, which compares the 𝑅2 values (the coefficient of deter-

mination) of the subsequent models and the coefficient of variation of the root-

mean-square deviation (CV (RMSD)), which describes the difference between the 

predicted and the observed values (with respect to the mean value). 
 

 
Fig. 7. CV(RMSD) vs R2 for +35 % forecasting 

 

A notable increase in the quality of predictions was observed in the case when 

the -30 % variant of the liquid component deficiency was considered. The com-

pressive strength values generated by the mathematical models did not exhibit  

a marked difference from the average values obtained experimentally (0.03–3.88% – 

within the margin of error), and the models can be, thus, considered as reliable 

predictors of the compressive strength of cement. As in the prior case, the DLN 

displayed good predictive capacity (a statistically insignificant difference of 1.5 % 

from the experimental value). Considering the deficiency of the liquid part, the 

strength parameter is shown to change in a more predictable way along with the 

decrease in the proportion of the liquid part. Similarly to the + 30 % variant, the 

model’s goodness of fit was strongly correlated with the increase with each degree 

of polynomial approximating the results from the empirical tests. However, this 

correlation did not translate into more accurate results (Fig. 8). 
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Fig. 8. CV(RMSD) vs R2 for -30 % forecasting 

 

 

5. CONCLUSIONS 

 

The results of this investigation have shown that, in general terms, there is no 

consistent association between increasing the model/learning datasets’ goodness 

of fit and an enhancement in the predictive accuracy of models. Furthermore, in 

spite of the improved values of coefficient of determination (with each degree of 

polynomial), the decrease in the root mean square error for the predicted values 

was negligible, or otherwise remained largely unchanged, except for rare cases of 

a slight increase. Therefore, based on our findings, there are no grounds to claim 

that even the best fit of the modelled and input data should guarantee a comparable 

level of predictive accuracy for values outside the range of the input data. 

Moreover, the learning data on the basis of which the models were generated, 

displayed a sharp change in the rising trend (considering the excess of the liquid 

component) above the +35 % level. This occurrence was found to severely hamper 

forecasting, as such a sudden drop is in principle impossible to predict when 

creating a mathematical model. This results in high uncertainty of the compressive 

strength values predicted with the use of the mathematical method. Interestingly, 

the artificial neural network exhibited a fairly high precision of compressive strength 

predictions despite the aforementioned problems. This may be indicative of an 

important capability of deep learning ANNs (DLN) to define relationships without 

the need to generalise their features. It is likely that the dropout technique (preventing 

overfitting) may have also played a significant role. From the point of view of 

their practical implementation, the choice of either of the described methods 

requires prior consideration and selection of the optimal modelling solution. What 
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needs to be considered is that although the network may provide a better fit, the 

use of DLN may incur a high computational cost. That is why, in some applications, 

a simple linear model is a sufficient tool that will provide an acceptable level of 

predictive capacity. 
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