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Abstract  

The problem of delivering goods in a distribution network is considered in 

which a fleet of Unmanned Aerial Vehicles (UAV) carries out transport 

operations. The changing weather conditions in which the transport 

operations take place and the UAVs energy capacity levels influenced by 

the weather conditions are taken into account as factors that affect the 

determination of a collision-free route. The goods must be delivered to the 

customers in a given time window. Establishing the routes are the focus of 

this study. Solutions maximizing the level of customer satisfaction are 

focused and the computational experiments presented in the study show the 

impact of weather conditions on route determination. 
 

 

1. INTRODUCTION 

 

Every day, transport companies face the challenge of keeping their outlays as 

small as possible while making sure that the customers are fully satisfied. Decision 

support in this domain often comes down to solving an appropriate Vehicle 

Routing Problem (VRP) (Adbelhafiz, Mostafa & Girard, 2010). 
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The dynamic development of unmanned aerial vehicle (UAV) technology in 

the recent decade has allowed the use of those machines, commonly referred to as 

drones, for the logistic services mainly in transportation of goods. Transportation 

companies quickly came to realize that the delivery of goods to customers by 

UAVs was associated with numerous benefits such as a short delivery time, easy 

movement (e.g. less traffic congestion), lower energy costs and reduced operational 

costs. It was also noticed that such solutions had no adverse effect on the environment 

and enables sustainable logistics operations (Chiang, Li, Shang & Urban, 2019). 

The use of UAVs for transportation tasks, however, gives rise to new chal-

lenges related to the organization of transport. Typical limitations of air transport 

systems that use UAVs include the need for periodical (frequent) battery 

replacement, a pre-determined distance range limited by battery capacity, a limited 

payload capacity, the possibility of collision between UAVs performing their 

missions, etc. (Bocewicz, Nielsen, Banaszak & Thibbotuwawa, 2019). 

Viewed in this way, the problem under consideration is an extension of the 

classical VRP that takes into account the weather-related changeable energy 

consumption (Adbelhafiz, Mostafa & Girard, 2010). In general, this type of problem 

belongs to the class of NP-hard problems (Bocewicz, Nielsen, Banaszak  

& Thibbotuwawa, 2019). The model of the VRP developed in this study, which is 

implemented in a constraint programming environment (IBM ILOG) assumes that 

energy consumption is a non-linear function that depends on weather conditions, 

carrying payload, UAVs’ "geometry" (Thibbotuwawa, Nielsen, Zbigniew  

& Bocewicz, 2018a) and the flight trajectory (route) (Guerriero, Surace, Loscrí  

& Natalizio, 2014). The goal is to find flight mission plans (routings and schedules) 

which are collision-free and allow to maximize the quantity of goods delivered  

to customers by a fleet of UAVs with energy capacity limit flying in a given 

weather condition.  

The paper is organized as follows: Section 2 discusses the state-of-the-art on 

the subject. Section 3 provides an example illustrating the UAV routing problem. 

Sections 4 and 5 present the proposed model and formulation of the problem. 

Section 6 reports experiments, which were conducted to verify the correctness of 

the model. The experiments were carried out in the IBM ILOG declarative 

programming environment. This illustrate the possibilities of practical application 

of the proposed solution. The key conclusions are formulated and the main 

directions of future research are suggested in Section 7. 

 

 

2. LITERATURE REVIEW 

 

The problem of transporting goods by UAVs is an extension of VRP. In the sim-

plest version, the VRP assumes that one type of product is delivered using one 

mode of transport. Solutions are sought to minimize the total cost of travel 

(Golden, Raghavan & Wasil, 2011). The VRP extended to include the assumption 
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that goods should be delivered to customers within specific time intervals is called 

the Vehicle Routing Problem with Time Windows (VRPTW). It is this type of 

problem that is most commonly encountered in practice. VRPTW for UAVs are 

used in both military and civilian settings (Adbelhafiz, Mostafa & Girard, 2010; 

Yakıcı, 2016; Ullah, et al., 2019).  

According to the literature (Bocewicz, Nielsen, Banaszak & Thibbotuwawa, 

2019; Chauhan, Unnikrishnan & Figliozzi, 2019; Dai, Fotedar, Radmanesh  

& Kumar, 2018), the UAV routing problem is usually modeled as a standard VRP 

with additional constraints reflecting the specific applications of this type of vehicle. 

The first studies on the UAV routing problem were focused on developing methods 

that would allow to obtain acceptable solutions within a given time interval. Apart 

from minimizing the cost of travel, other criteria that must also be considered 

include: reducing the individual UAVs operation costs (battery consumption), 

shortening the operation time, and increasing the safety of operations (Enright, 

Frazzoli, Pavone & Savla, 2014). Another aspect that distinguishes a VRP with 

UAVs from the standard version of the VRP is the environment in which routes 

are planned. For surface transport, routes are designed in 2D space (Karpenko, 

Konovalenko, Miller, Miller & Nikolaev, 2015). By contrast, routes for UAV must 

be planned in 3D space (Goerzen, Kong & Mettler, 2009). Article (Guerriero, Surace, 

Loscrí & Natalizio, 2014) presents a mathematical model of routing of UAV  

in three-dimensional space. It should be noted that the UAV routing approaches 

found in the literature fail to take into account the variability of weather conditions 

and the associated non-linearity of energy consumption (Wang, Poikonen  

& Golden, 2016). Routes established using those methods must be continuously 

adjusted as the flight progresses. The process of adjustment is very complex and 

does not protect the mission plan against potential failure due to battery depletion 

or other causes (Bocewicz, Nielsen, Banaszak & Thibbotuwawa, 2019). Certain 

studies has formulated the mission planning problem for a fleet of unmanned 

aerial vehicles (UAVs) as a mixed-integer nonlinear programming problem 

(MINLP) but approximating the problem of MINLP by a mixed-integer linear 

program (MILP), and used a solver (GUROBI) (Fügenschuh & Müllenstedt, 

2015). They have considered energy limitations of UAVs but has not considered 

the effects of weather conditions in deriving the energy consumptions and used 

linier approximations of the energy consumption of UAVs which not realistic in 

practical context. 

An alternative solution is to take into account the uncertainty/variability of 

weather conditions and the related level of energy consumption already at the 

stage of planning flight missions. This type of problem is an extension of the 

VRPTW that incorporates elements related to weather and route-dependent energy 

consumption (Guerriero, Surace, Loscrí & Natalizio, 2014). Studies (Thibbotuwawa, 

Nielsen, Zbigniew & Bocewicz, 2018a, 2018b) propose preliminary heuristics 

that allow to find such solutions. The present paper expands on these studies by 

using a declarative programming environment (IBM ILOG). 
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3. A MOTIVATION EXAMPLE 

4. 11 points break 

The problem studied can be described as follows: Given is a company that 

provides air transport services using a fleet of UAVs. In the case under consideration, 

the fleet consists of three UAVs with identical technical parameters (Tab. 1). 

 The UAVs deliver goods to six customers located in an area covering 10 km2 – 

the network of connections is shown in Fig. 1. Vertex N1 marks the location of the 

company (the base which the UAVs take off from/land at) and vertices N2–N7 

mark the locations of the individual customers. It is assumed that UAVs travel at 

a constant speed v = 20 m/s. The flight times along edge {Ni,Nj} of the graph are 

shown in Fig. 1. For example, the flight time between node N6 and node N2 is 185 

seconds. 

Known is the demand of the individual customers for the goods transported by 

the UAVs (Tab. 2). It is assumed that the UAVs must deliver the exact quantity 

of goods demanded by a given customer. 

 
 Tab. 1. Technical parameters of UAVs 

Technical parameters of UAVs Value Unit 

Payload capacity 𝑄 100 kg 

Battery capacity 𝐶𝐴𝑃 6000 kJ 

Flight speed 𝑣 20 m/s 

Drag coefficient 𝐶𝐷 0.54 – 

Front surface of UAV 𝐴 1.2 m 

UAV width 𝑏  8.7 m 
 

 
Fig.1. Map of drop-off locations 

 

   

Flight time between 𝑁2 

and 𝑁3 

Base 
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       Tab. 2. Customer demand for transported goods 
 

Node Demand for goods [kg] 

N1 0 

N2 60 

N3 70 

N4 30 

N5 40 

N6 20 

N7 30 

 
  Tab. 3. Weather conditions 

Weather conditions Value Unit 

Wind speed 𝑣𝑤 10 m/s 

Wind direction 𝛩 30 ° 

Air density 𝐷 1.225 kg/m3 

 

It is additionally assumed that goods are transported in various weather 

conditions which affect the rate of battery discharge (the speed and direction  

of wind are both taken into account – Tab. 3). It is assumed that each of the UAVs 

must travel at the given constant flight speed (v = 20 m/s) regardless of 

atmospheric conditions. This means that the adoption of fixed, time-invariable 

delivery plans (that include UAV routes and flight schedules) may result in 

varying degrees of battery utilization and, in special cases, complete battery 

depletion. Fig. 2 presents an example of UAV flight routings and schedule that 

guarantee that the requested goods are delivered to customers (100% customer 

satisfaction) in the given weather conditions (Tab. 3). As it is easy to see, in this 

set-up, the freight will be delivered in under 2000 s.  

In this set-up, UAVs move along routes Π: Π1 = (N1, N3, N1), Π2 = (N1, N6, 

N2, N5, N1), Π3 = (N1, N5, N7, N4, N3, N1). For example, UAV D1 (route marked 

by the blue line) moves from the base N1 to node N3, to which it delivers 52 kg of 

goods and then returns to the base. UAV one D2 (route marked by the red line) 

travels from the base N1 through vertices N6, N2 and N5, at which it drops off 20, 

60 and 18 kg of goods, respectively, and then flies back to the base N1. UAV D3 

(route marked by the green line) delivers goods to customers at the following 

nodes: N5 – 22 kg, N7 – 30 kg, N4 – 30 kg, N3 – 18 kg, and then returns to the base.  
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a) 
 

 
b) 

 
 

Fig. 2. Routes (a) and flight schedule (b) for a UAV fleet that guarantee delivery  

of requested goods to customers (weather conditions: wind speed = 10 m/s,  

wind direction = 30°) 

 

A flight plan like this does not lead to collisions (the UAVs do not use shared 

edges at the same time – for example, the edge that connects vertices N3 and N1) 

and guarantees that the battery is still charged at the end of the mission. The 

battery utilization level for the UAVs is 77.58%, 88.93% and 97.53% respectively. 

Unfortunately, this set-up cannot be used in all weather conditions. For example, 

when the wind direction changes from 30° to 60° and the wind speed changes from 

10 m/s to 12 m/s, the use of the flight plan from Fig. 2 will lead to the complete 

depletion of the batteries of UAVs D2 and D3 before they return to the base. This 

situation is illustrated in Fig. 3. As it is easy to notice, UAV D2 will end its flight 

while flying from vertex N5 to N1 and UAV D3 will have to land while moving 

from node N3 to N1. This means that flight plans must be tailored to given weather 

conditions.  
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Fig. 3. Simulation results for wind speed = 12 m/s and wind direction = 60° 

 

Taking into account the fact that the adopted weather conditions may affect the 

possibility of implementing the given flight plan, the problem under consideration 

boils down to seeking the answer to the following question: Is the given fleet of 

UAVs sufficient to meet customer needs (deliver the required quantity of goods) 

in the given transport network under the specific weather conditions? 

To put it differently, the problem discussed can be considered as a problem of 

routing and scheduling a fleet of UAVs subject to variable weather conditions 

(wind speed and direction). Solutions are sought that will maximize customer 

satisfaction (a function that describes the degree to which customers' needs are 

satisfied) under the specific weather conditions and given the limited battery life. 

 

 

4. DECLARATIVE MODEL 

 

The problem discussed in the present paper assumes that the structure of the 

goods distribution network (number and location of customers and customer 

demand) is known. The goods are transported by UAVs. Also known is the time 

horizon in which all flights should be completed. In this context, the following 

assumptions are taken into account: 

 The weather conditions are known (wind speed vw and wind direction θ), 

 The weather conditions are constant over the entire time horizon, 

 All UAVs are in the base before the start of the delivery mission, 

 The same type of freight is delivered to all customers, 

 During the flight, the total weight of the UAV remains constant (i.e. no 

reduction in weight due to leaving part of the load at a drop-off location is 

planned for), 
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 The UAVs travel at a constant speed v = 20 m/s, 

 The goal is to find collision-free flight plans and routes that guarantee the 

highest level of customer satisfaction. 

 

The model is defined as follows: 

Parameters 

Network: 

𝐼 – number of nodes, 

𝑡𝑖,𝑗 – flight time between nodes 𝑁𝑖 and 𝑁𝑗, 

𝑚𝑖 – demand for goods at the 𝑖-th node 𝑖 = 1. . 𝐼, 𝑚1 = 0, 

𝑤𝑖 – priority of the 𝑖-th node 𝑖 = 1. . 𝐼, 𝑤1 = 0, 

𝑇𝑁 – node occupation time (unloading time), 

𝑇𝑆 – time interval at which UAVs can start from the base, 

𝑏𝑙𝑜𝑐𝑘{𝑖,𝑗};{𝑎,𝑏} – binary variable corresponding to intersecting edges: 

    𝑏𝑙𝑜𝑐𝑘{𝑖,𝑗};{𝑎,𝑏} = {
1 𝑤ℎ𝑒𝑛 𝑒𝑑𝑔𝑒𝑠 {𝑖, 𝑗} 𝑎𝑛𝑑 {𝑎, 𝑏} 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡

 0                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
. 

 

Technical parameters of the UAV fleet: 

𝐾 – size of the UAV fleet, 

𝑄 – payload capacity of a UAV, 

𝐶𝐴𝑃 – UAV battery capacity, 

𝑒𝑖,𝑗 – energy consumed by a UAV during a flight from node 𝑁𝑖 to 

node 𝑁𝑗, 

𝐶𝐷 − drag coefficient  

𝐴 − front surface of UAV, 

𝑏 − UAV width, 

𝑊 − total weight of UAV, 

𝑣𝑎𝑖,𝑗 − motor thrust speed. 

 

Environmental parameters: 

𝐻 – planning horizon 𝐻 = [0, 𝑡𝑚𝑎𝑥], 
𝐷 − air density, 

𝑣𝑤 − wind speed, 

𝛩 − wind direction. 

 

Decision variables 

𝑥𝑖,𝑗
𝑘  – a binary variable describing whether the 𝑘-th UAV travels 

from node 𝑁𝑖 to node 𝑁𝑗, 

𝑥𝑖,𝑗
𝑘 = {

 1  𝑤ℎ𝑒𝑛 𝑘 − 𝑡ℎ 𝑑𝑟𝑜𝑛𝑒 𝑡𝑟𝑎𝑣𝑒𝑙𝑠 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑁𝑖𝑡𝑜 𝑛𝑜𝑑𝑒 𝑁𝑗

 0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   
. 

𝑠𝑘 – take-off time of the 𝑘-th UAV, 
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𝑦𝑖
𝑘 – time at which the 𝑘-th UAV arrives at node 𝑁𝑖, 

𝑐𝑖
𝑘 – weight of freight delivered to node 𝑁𝑖  by the 𝑘-th UAV, 

𝑐𝑝𝑖 – total weight of freight delivered to node 𝑁𝑖, 

𝑏𝑎𝑡𝑘 – battery level of the 𝑘-th UAV. 

 

Sets 

𝑌𝑘 − set of times 𝑦𝑖
𝑘 – schedule of the k-th UAV, 

𝑌 − family 𝑌𝑘 − schedule of the UAV fleet, 

𝐶𝑘 − set 𝑐𝑖
𝑘 − weight of freight delivered by the k-th UAV, 

𝐶 − family 𝐶𝑘, 

𝛱 − set of UAV fleet routes. 

 

Constraints 

Routing. Relationships between variables describing start times and task 

order. 

 𝑠𝑘 ≥ 0 , 𝑘 = 1 … 𝐾 (1)  

 (𝑘 ≠ 𝑞) ⇒ (|𝑠𝑘 − 𝑠𝑞| ≥ 𝑇𝑆) , 𝑘, 𝑞 = 1 … 𝐾 (2)  

 ∑ 𝑥1,𝑗
𝑘

𝐼

𝑗=1

= 1 , 𝑘 = 1 … 𝐾 (3)  

 (𝑥1,𝑗
𝑘 = 1) ⇒ 𝑦𝑗

𝑘 = 𝑠𝑘 + 𝑡1,𝑗 , 𝑗 = 1 … 𝐼, 𝑘 = 1 … 𝐾 (4)  

 
(𝑘 ≠ 𝑞 ∧ 𝑦𝑖

𝑘 ≠ 0 ∧ 𝑦𝑖
𝑞

≠ 0 ) ⇒ (|𝑦𝑖
𝑘 − 𝑦𝑖

𝑘| ≥ 𝑇𝑁) , 𝑖

= 1 … 𝐼, 𝑘, 𝑞 = 1 … 𝐾 
(5)  

 
(𝑥𝑖,𝑗

𝑘 = 1) ⇒ 𝑦𝑗
𝑘 = 𝑦𝑖

𝑘 + 𝑡𝑖,𝑗 + 𝑇𝑁,

𝑗 = 1 … 𝐼, 𝑖 = 2. . 𝐼, 𝑘 = 1 … 𝐾 
(6)  

 𝑦𝑖
𝑘 ≥ 0, 𝑖 = 1 … 𝐼, 𝑘 = 1 … 𝐾 (7)  

 ∑ 𝑥𝑖,𝑗
𝑘 =  ∑ 𝑥𝑗,𝑖

𝑘

𝐼

𝑗=1

𝐼

𝑗=1

, 𝑖 = 1 … 𝐼, 𝑘 = 1 … 𝐾 (8)  

 𝑦𝑖
𝑘 ≤ 𝐻 ∗ ∑ 𝑥𝑖,𝑗

𝑘

𝐼

𝑗=1

 ∀𝑖 ∈ 𝐼, ∀𝑘 ∈ 𝐾 (9)  

  

Collision avoidance. Intersecting edges (𝑏{𝑖,𝑗};{𝑎,𝑏} =  1) cannot be 

occupied at the same time by UAVs (𝑥𝑖,𝑗
𝑘 = 1, 𝑥𝑖,𝑗

𝑞
= 1) 

 

(𝑏𝑙𝑜𝑐𝑘{𝑖,𝑗}{𝑎,𝑏} ∧ 𝑥𝑖,𝑗
𝑘 = 1 ∧ 𝑥𝑎,𝑏

𝑞
= 1) 

⇒ (𝑦𝑏
𝑞

≤ 𝑦𝑗
𝑘 − 𝑡𝑖,𝑗) ∨ (𝑦𝑗

𝑘 ≤ 𝑦𝑏
𝑞

− 𝑡𝑎,𝑏) 

𝑖, 𝑗 = 1 … 𝐼, , 𝑘, 𝑞 = 1 … 𝐾, 𝑘 ≠ 𝑞 

(10)  
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Delivery of freight. Relationships between variables describing the amount 

of freight delivered to nodes by UAVs and the demand for goods at  

a given node. 

 

 𝑐𝑖
𝑘 ≥ 0, 𝑖 = 1 … 𝐼, 𝑘 = 1 … 𝐾 (11)  

 𝑐𝑖
𝑘 ≤ 𝑄 ∗ ∑ 𝑥𝑖,𝑗

𝑘 , 𝑖 = 1 … 𝐼, 𝑘 = 1 … 𝐾

𝐼

𝑗=1

 (12)  

 ∑ 𝑐𝑖
𝑘 ≤ 𝑄, 𝑘 = 1 … 𝐾

𝐼

𝑖=1

 (13)  

 (𝑥𝑖,𝑗
𝑘 = 1 ) ⇒ 𝑐𝑗

𝑘 ≥ 1, 𝑘 = 1 … 𝐾, 𝑖 = 1 … 𝐼, 𝑗 = 2 … 𝐼 (14)  

 𝑥𝑖,𝑖
𝑘 = 0, 𝑖 = 1 … 𝐼, 𝑘 = 1 … 𝐾 (15)  

 𝑐𝑝𝑖 ≤ 𝑚𝑖, 𝑖 = 1 … 𝐼 (16)  

 ∑ 𝑐𝑖
𝑘 = 𝑐𝑝𝑖, 𝑖 = 1 … 𝐼

𝐾

𝑘=1

 (17)  

 ∑ 𝑥1,𝑗
𝑘

𝐼

𝑗=1

= 1, 𝑘 = 1 … 𝐾 (18)  

 

Battery consumption. The amount of energy needed to complete a task 

may not exceed the maximum battery capacity of the UAV. 

 

 𝑏𝑎𝑡𝑘 ≤ 𝐶𝐴𝑃, 𝑘 = 1 … 𝐾 (19)  

 ∑ ∑ 𝑥𝑖,𝑗
𝑘 ∗ 𝑡𝑖,𝑗 ∗ 𝑒𝑖,𝑗 , 𝑘 = 1 … 𝐾 

𝐼

𝑗=0

𝐼

𝑖=0

 (20)  

 𝑒𝑖,𝑗 =
1

2
𝐶𝐷𝐴𝐷(𝑣𝑎𝑖,𝑗)

3
+

𝑊2

𝐷𝑏2𝑣𝑎𝑖,𝑗
, 𝑖, 𝑗 = 1 … 𝐼 (21)  

 
𝑣𝑎𝑖,𝑗 = √(𝑣𝑐𝑜𝑠ϑ − 𝑣w𝑐𝑜𝑠𝜃)2 + (𝑣𝑠𝑖𝑛ϑ − 𝑣𝑤𝑠𝑖𝑛𝜃)2 , 𝑖, 𝑗

= 1 … 𝐼 
(22)  

 

Objective function. Maximization of customer satisfaction. Customer 

satisfaction is expressed as the sum of the product of the variables 𝑤𝑖 and 

𝑐𝑝𝑖. Customer satisfaction should be understood as the ratio of the amount 

of goods delivered to the demand for goods at a given node expressed as 

a percentage. 

 𝐶𝑆 = max ∑ 𝑤𝑖 ∗ 𝑐𝑝𝑖

𝐼

𝑖=0

 (23)  
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5. PROBLEM FORMULATION 

 

  In the context of the proposed model, the problem under consideration can be 

formulated as follows: Given is a fleet of K UAVs moving in a transport network 

consisting of I vertices. Do there exist routes 𝛱 in that network that guarantee 

maximum customer satisfaction 𝐶𝑆 while satisfying the constraints associated 

with collision avoidance (10), delivery of the required quantity of goods (11)–(18) 

and energy consumption (19)–(22)? 

This problem can be considered as a Constraint Optimization Problem (COP) 

[12]: 

𝐶𝑂𝑃 = (𝒱, 𝒟, 𝒞, CS) (24)  

 

where:  𝒱 = {Π, 𝑌, 𝐶} – a set of decision variables: Π – variables describing UAV 

routes, 𝑌 – variables describing the schedule of UAV fleet tasks,  

𝐶 – variables describing the quantity of goods delivered by UAVs, 

𝒟 − a finite set of descriptions of decision variables, 

𝒞 − a set of constraints describing the relationship between routes, the flight 

schedule and the transported loads (1)–(22), 

𝐶𝑆 − an objective function representing the level of customer satisfaction. 

 

To solve the COP, one has to determine the values of the decision variables 

for which all constraints are satisfied and for which the objective function reaches 

a maximum. By implementing the COP in a constraint programming environment, 

such as IBM ILOG, one can build a computational engine for use in decision 

support systems (DSS). 

 

 

6.  COMPUTATIONAL EXPERIMENTS 
 

In Section 3, it was noted that in the considered delivery network, the route 

from Fig. 2, cannot be used under weather conditions vw = 12 m/s ; Θ = 60°, as it 

leads to battery depletion in UAVs 𝐷2 and 𝐷3 before the completion of their 

missions. The model developed in this study can be used to determine a flight 

mission that would guarantee the return of all UAVs to the base under the given 

weather conditions, while maximizing the level of customer satisfaction. To put it 

differently, what is sought is the answer to the following question: Given a fleet 

of 3-UAVs moving in the transport network from Fig. 1, do there exist routes 𝛱 

that can ensure the maximum level of customer satisfaction in the given weather 

conditions (𝑣𝑤 = 12
𝑚

𝑠
; 𝛩 = 60°)? 

To answer this question one must solve problem (23). This problem was imple-

mented and solved in the declarative programming environment IBM ILOG (Intel 

Core i7-M4800MQ 2.7 GHz, 32 GB RAM). The solution was obtained in 5.14 s.  
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Fig. 4 shows the computed routes and flight schedule. A set-up like this guarantees 

that the demanded quantity of goods are delivered to customers in the given 

weather conditions. Customer satisfaction at all nodes is 100%. Battery consumption 

for the UAVs traveling along these routes under the given weather conditions  

is 94.86%, 98.12%, 30%, and 99.5%, respectively. 

 

a) 

 
 

b) 

 
 

Fig. 4. UAV routes (a) and a flight schedule (b) that guarantee delivery of the requested 

quantity of goods to customers (weather conditions: wind speed = 12 m/s,  

wind direction = 60°) 

 

The model we developed was used in a series of experiments performed to 

assess the effect of weather on the solutions obtained and the scale of problems 

that could be effectively solved online at a calculation time < 300s.  



17 

In the first case, missions were determined for the given network (Fig. 1) and 

a fixed fleet of 3 UAVs (Tab. 1) for variable weather conditions, i.e. vw = 5–15 

m/s; Θ = 30°–360°. The results are shown in Tab. 4 and 5.  

 
     Tab.4. Simulation results for a constant wind speed = 10 m/s and variable wind direction 

 

Wind direction [°] Customer satisfaction [%] Simulation time [s] 

30 100 6.03 

60 100 5.33 

90 100 6.39 

120 100 6.27 

150 100 6.52 

180 100 6.82 

210 100 5.47 

240 100 5.31 

270 100 6.32 

300 100 5.29 

330 100 5.3 

360 100 6.33 

 
 Tab.5. Simulation results for a variable wind speed and a constant wind direction = 30°  

 

Wind speed [m/s] Customer satisfaction [%] Simulation time [s] 

5 100 5.91 

6 100 6.25 

7 100 26.83 

8 100 6.42 

9 100 6.11 

11 100 7.62 

12 100 5.02 

13 83.3 21.73 

14 66.6 23.59 

15 66.6 12.03 

 

Tab. 4 clearly shows that at wind speed vw = 10 m/s and a wind direction in the 

range 30°–360°, it is possible to designate routes that guarantee 100% customer 

satisfaction. When the wind direction is constant and the value of wind speed 

changes as indicated in Tab. 5. then, at wind speeds greater than 13 m/s it is no 
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longer possible to find a solution that guarantees 100% customer satisfaction.  

In other words, the given UAV fleet allows to meet all customer needs only when 

the wind speed does not exceed 12 m/s . 

In the next stage of our research, we assessed the effectiveness of the proposed 

approach. During the experiments, it was assumed that a UAV's payload capacity 

𝑄 was balanced against the total weight of goods to be delivered to all nodes. The 

results are shown in Tab. 6. As it is easy to see, getting an answer to the question 

posed, in under 300 s is only possible for networks in which the number of UAVs 

is lower than or equal to 4 and the number of customers is lower than or equal 

to 8. 

 
Tab.6. Results of the search for maximum network complexity, for wind speed = 10 m/s  

     and wind direction = 30° 
 

No. 
No.  

customers 

No. 

 UAVs 

Customer satisfaction  

= 100% 

Calculation time 

[s] 

1 6 2 Yes 7.46 

2 6 3 Yes 6.03 

3 6 4 Yes 10.18 

4 6 5 Yes 113.93 

5 6 6 No solution 300 

6 7 2 Yes 5.6 

7 7 3 Yes 11.05 

8 7 4 Yes 187.57 

9 7 5 No  300 

10 7 6 No 300 

11 8 2 Yes 15.82 

12 8 3 No  28.81 

13 8 4 Yes 253.22 

14 8 5 No solution 300 

15 8 6 No 300 

16 9 2 No 300 

17 9 3 No solution 300 

18 9 4 No 300 

19 9 5 No solution 300 

20 9 6 No solution 300 
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7.  CONCLUSION 

 

The proposed declarative model (implemented in the IBM ILOG environment) 

allows to design UAV flight routes that guarantee the maximum level of customer 

satisfaction for various weather conditions. As the results of the experiments 

show, the admissible size of the network for which this type of solution is possible 

is 8 nodes for a fleet of 4 UAVs. This means that the proposed approach can be used 

with methods in which a network is partitioned into many small clusters. From 

this perspective, the approach developed in this study can be used as an element 

of the heuristics presented in (Thibbotuwawa, Nielsen, Zbigniew, & Bocewicz, 

2018a) and (Thibbotuwawa, Nielsen, Zbigniew, & Bocewicz, 2018b). 

In our future research, we plan to extend the model so that it can take into 

account the variable weight of a UAV and allow to search for routes that are robust 

to given weather conditions. 
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 Abstract  

This article aims at studying the behavior of different types of crossover operators 

in the performance of Genetic Algorithm. We have also studied the effects of the 

parameters and variables (crossover probability (Pc), mutation probability 

(Pm), population size (popsize) and number of generation (NG) for controlling 

the algorithm. This research accumulated most of the types of crossover operators 

these types are implemented on evolving weights of Neural Network problem.  

The article investigates the role of crossover in GAs with respect to this problem, by 

using a comparative study between the iteration results obtained from changing 

the parameters values (crossover probability, mutation rate, population size and 

number of generation). From the experimental results, the best parameters  

values for the Evolving Weights of XOR-NN problem are NG = 1000, popsize = 50,  

Pm = 0.001, Pc = 0.5 and the best operator is Line Recombination crossover. 
 

 

1.  INTRODUCTION 
 

      Genetic algorithms are a type of optimization algorithm, meaning they are 

used to find the optimal solution(s) to a given computational problem that maximizes 

or minimizes a particular function. Genetic algorithms represent one branch of the 

field of study called evolutionary computation (Koza, 1992), in that they imitate 

the biological processes of reproduction and natural selection to solve for the 

‘fittest’ solutions (Mitchell, 1998). Like in evolution, many of a genetic algorithm’s 

processes are random, however this optimization technique allows one to set the level 

of randomization and the level of control (Mitchell, 1998). These algorithms are 

far more powerful and efficient than random search and exhaustive search 

algorithms (Koza, 1992; Hameed, 2016; Hameed & Kanbar, 2017), yet require  

no extra information about the given problem. This feature allows them to find 
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solutions to problems that other optimization methods cannot handle due to a lack 

of continuity, derivatives, linearity, or other features. Genetic algorithm and neural 

networks are both inspired by computation in biological genetically. Neural 

networks and genetic algorithms are two techniques for optimization and learning, 

each having its own strengths and weaknesses. The two have generally evolved 

along separate paths. (Montana & Davis, 1989; Arjona, 1991; Whitley, 1995),  

The article  investigates the role of crossover in GAs with respect to this problem, 

by using a comparative study between the iteration results obtained from changing 

the parameters values (crossover probability, mutation rate, population size and 

number of generation) system. A good deal of biological neural architecture is 

determined. 
 

 

 2.  PROBLEM DEFINITION 
 

Neural Networks (NN) are biologically motivated approaches to machine 

learning, inspired by ideas from neuroscience. Recently, some efforts have been 

made to use genetic algorithms to evolve aspects of NN. (Wright, 1991). A NN 

consists of layers of processing units called nodes joined by directional links: one 

input layer, one output layer, zero or more hidden layers in between, and finally, 

the NN uses bias nodes (in some problems, NN needs no bias nodes) (see Fig. 1).  

 

 

Fig. 1. A schematic diagram of a simple feed forward NN 

 

(Montana & Davis, 1989) took the first approach of evolving the weights in  

a fixed network. They were using the GA instead of Back-Propagation algorithm 

and it is desirable to find alternative weight training scheme (Michalewicz, 1996). 

The simplest Boolean function that is not linearly separable, therefore, this problem 

cannot be solved by a neural net without the hidden neurons. Table 1 shows the 

desired relationships between input and output units for this function. 

input layer       hidden layer  output layer 



23 

              Tab. 1. Training pattern for Exclusive-OR (XOR) 

Input Desired 

Output x1 x2 

0 0 0 

0 1 1 

1 0 1 

1 1 0 

 

 

3.  PROBLEM REPRESENTATION 
 

Each chromosome was a list or vector of 14 weights. Fig. 2 shows how the 

encoding was done: the weights were read off the network in a fixed order (from 

left to right and from top to bottom) and placed in a list. Notice that each “gene” 

in the chromosome is a real number rather than a bit. 
 

 
 

 

Fig. 2. 2-party XOR (2 – 3 – 1) NN 

 

 

 

3.1. Initial Population 

 

The genetic algorithm must create the initial population, which is comprised 

of multiple chromosome or solutions. An initial population of 13 weight vectors 

was chosen randomly, with each value based on the proper way to choose the 

weight Wij in the range of [−1,1] or [−
3

√𝑘𝑖
,
3

√𝑘𝑖
], where ki is the number of connec-

tion of j to that feed forward to i (the number of input links to i) (Whitley, 

Starkweather & Fuquay, 1989). 

input layer       hidden layer  output layer 
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3.2. Evaluation Function 

To calculate the fitness of a given chromosome, the weights in the chromosome 

were assigned to the links in the corresponding network, the network was run on 

the training set, and the sum of the squares of the errors (collected over all the 

training cycles) was returned. Here, an “error” was the activation value. The error 

here is the Mean Squared Error (MSE) which represents the square of the 

difference between the desired output (di) activation and actual output (ai), where 

1 i  n, n is the number of all possible output values. 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑑𝑖 − 𝑎𝑖)

2

𝑛

𝑖=1

, 

 

(1)  

For the particular problem, n = 4. 

  Low MSE meant a high fitness. In another word, we can obtain the maximum 

fitness as follows: 

 

𝐹𝑖𝑡. = 1 −𝑀𝑆𝐸                        (2) 

 

 

4.  GENETIC OPERATORS 

 

During the alteration phase of the algorithm, we will use the operators described 

below (Hameed, 2016; Hameed & Kanbar, 2017; Goldberg, 1989). 

 

4.1. Selection Operator 

The selection of individuals for crossover and mutation is based toward good 

individuals. In the classical fitness based roulette-wheel, the chance of an individual. 

The selected is based on its relative fitness in the population. 

 

4.2. Crossover Operator 
 

Crossover is the operator that creates new candidate solution, in this problem; 

we can say the One-Point crossover was used. A position is randomly chosen on 

the string and the two parents are crossed over at this point crossover is mapped, 

where this occurs at two points along the string. 
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4.3. Mutation Operator 
 

The mutation operator used in this problem selects n-non input units and for 

each incoming link to those units, adds a random value between (–1.0) and (+1.0) 

to the weight on the link. 
 

 

4. GENETIC PARAMETERS  

 

For this particular problem, (Weisman & Pollack, 2002; Al-Inazy, 2005) used 

the following parameters: population size popsize = 20, probability of crossover 

Pc = 0.7, probability of mutation Pm = 0.001. 
 

 

6. EXPERIMENTAL RESULTS 
 

  In table 2 we provide the generation number for which we noted improvement 

in the evaluation function, together with the value of the function. The best chro-

mosome after 1000 generations was: 

vmax = 2.1433; –2.6102; –0.2982; 4.4594; 4.5946; –0.1168; –4.0; –4.7712;  

–0.3300; 2.5095; –5.7542; 6.1160; 0.2693. Which is slightly less than 0.0111. 
 

       Tab. 2. Results of 1000 generations for evolving weights in NN 

Generation 

number 

Evolution 

function 
Fitness 

0 

34 

177 

289 

402 

498 

576 

622 

695 

734 

867 

0.2610 

0.2457 

0.2195 

0.1883 

0.1325 

0.0861 

0.0364 

0.0262 

0.0159 

0.0121 

0.0111 

0.7390 

0.7543 

0.7895 

0.8117 

0.8675 

0.9139 

0.9636 

0.9738 

0.9841 

0.9879 

0.9889 

 

For this problem, a simulation has been constructed in order to apply the GA, 

using the crossover parameters mentioned above, the vmin value has many different 

sets of weights give MSE = 0.010, then the fit. value is 0.99. 
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7.  THE EFFECT OF DIFFERENT TYPES OF CROSSOVER  

ON EVOLVING WEIGHTS OF XOR-NN PROBLEM 

 

In this part, we will try to study the effect of applying different types of crossover 

on the reported algorithms, on their performance, speed, and ability to find the 

solution. 

To see the effect of using different types of crossover operators on this problem, 

Weisman (Weisman & Pollack, 2002; Al-Inazy, 2005) used the Guaranteed Average 

crossover depending on the following parameters: Pc = 0.7, Pm = 0.001,  

popsize = 20, NG = 1500. Table 3 describes the comparison study of the iterations 

results between the above crossover and the other kinds which are implemented 

on this problem. In addition, the table shows the average of iterations results for 

10 runs. 

 
Tab. 3. Comparison study of Guaranteed  

Average crossover and other kinds 

Crossover NG Fitness 

GUA 748 0.9900 

ARITH 851 0.9881 

DR 870 0.0868 

HU 838 0.9900 

EX 845 0.9882 

IR 762 0.9900 

LR 793 0.9900 

 

From table 3, the average iterations results shows that the Guaranteed Average 

(followed by Intermediate Recombination and Line Recombination) is the best 

because when a = 0.5 this will makes approximate balance between the vectors x1 

and x2. The Discrete Recombination is the worst because it generates corners of 

the hyper cube defined by the parents this may effect on the fitness value. 
 

 

8. THE EFFECT OF DIFFERENT PARAMETERS ON CROSSOVER 

 
The crossover is an extremely important component of a genetic algorithm. 

Many GA practitioners believe that if we delete the crossover operators from  

a GA the result is no longer a GA. In fact; many GA practitioners believe that  

the use of a crossover operator distinguishes GA from all other optimization 

algorithms. In this section we will try to study the effect of different genetic 

parameters on the performance of the proposed algorithms. 
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9.  STUDYING THE EFFECT OF THE PROBABILITY  

OF CROSSOVER ON EVOLVING WEIGHTS OF XOR-NN 

PROBLEM 

 

This operator owns a major role in GA, so specifying the probability of crossover, 

that should not be done randomly, but it must depend on many runs of the simu-

lation to this problem, in order to tune this operator to obtain the fine probability 

of crossover. We will apply this operator with different values and so other operators. 

This problem, table 4 shows that the population size, the number of generation 

and the mutation rate are all fixed, while the crossover probability takes the values 

0.0, 0.3, 0.5 and 0.8. 

 
Tab. 4. Crossover probability effect when NG = 1000, popsize = 50, Pm = 0.001. 

Crossover Pc Iteration Max. Fit. Min. Error 

GUA 

0.0 967 0.99 0.0 

0.5 800 0.99 0.0 

0.8 820 0.99 0.0 

ARITH 

0.0 980 0.99 0.0 

0.5 725 0.99 0.0 

0.8 646 0.99 0.0 

DR 

0.0 947 0.99 0.0 

0.5 836 0.99 0.0 

0.8 814 0.99 0.0 

HU 

0.0 988 0.99 0.0 

0.5 728 0.99 0.0 

0.8 706 0.99 0.0 

EX 

0.0 904 0.99 0.0 

0.5 911 0.99 0.0 

0.8 837 0.99 0.0 

LR 

0.0 955 0.99 0.0 

0.5 696 0.99 0.0 

0.8 835 0.99 0.0 

IR 

0.0 923 0.99 0.0 

0.5 887 0.99 0.0 

0.8 821 0.99 0.0 
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From table 4 we note the following analytic aspects: 

1. The worst iteration results (high iteration levels) are be obtained when the 

effect of the crossover probability is eliminated (when Pc = 0.0). 

2. In the most kinds of the used crossovers, including the Guaranteed Average 

crossover, the iteration results is be improved when using Pc = 0.5. 

3. the results which appeared shows that the Guaranteed Average crossover, 

which is used previously, is better than the other operators, which are used 

to solve this problem. 
 

 

10. STUDYING THE MUTATION RATE EFFECT ON CROSSOVER 

FOR EVOLVING WEIGHTS OF XOR-NN PROBLEM 
 

This operator plays a dual role in genetic algorithm, it provides and maintains 

diversity in a population, so that other operators can continue to work and it can 

work as a search operator in its own right. We will apply this operator with 

different numbers of mutation rate and so other operators. In this problem, table 5 

shows that the population size, the number of generation and the crossover 

probability are all fixed, while the mutation rate takes the values 0.0, 0.001 and 0.003. 

 
    Tab. 5. Mutation rate effect when NG = 1000, popsize = 50, Pc = 0.8. 

 

Crossover Pm Iteration Max. Fit. Min. Error 

GUA 

0.0 888 0.99 0.0 

0.001 820 0.99 0.0 

0.003 1000 0.789 0.25 

ARITH 

0.0 798 0.99 0.0 

0.001 646 0.99 0.0 

0.003 1000 0.739 0.75 

DR 

0.0 815 0.99 0.0 

0.001 814 0.99 0.0 

0.003 1000 0.745 0.5 

HU 

0.0 824 0.99 0.0 

0.001 806 0.99 0.0 

0.003 1000 0.99 0.0 

EX 

0.0 807 0.99 0.0 

0.001 737 0.99 0.0 

0.003 1000 0.831 0.25 

LR 

0.0 745 0.99 0.0 

0.001 535 0.99 0.0 

0.003 1000 0.745 5.0 

IR 

0.0 878 0.99 0.0 

0.001 821 0.99 0.0 

0.003 1000 0.728 1.0 

0.003 1000 0.728 1.0 
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From table 5 we note the following analytic aspects: 

1. When increasing the value of Pm, no positive results are gotten. 

2.  When using Pm = 0.001, the Line Recombination and Extended crossovers   

will give good results. 

 

11. STUDYING THE EFFECT POPULATION SIZE ON CROSSOVER 

FOR EVOLVING WEIGHTS OF XOR-NN PROBLEM: 
 

The operation which determines the population size is depending on the nature 

of the problem, that we require solving it. When increasing the complexity of search 

space, then it needs to a large population. In general, we cannot estimate the real 

size, but we can give the domain of it. In this operator we use different populations 

with other operators 

In this problem, table 6 shows that the number of generation, the mutation rate 

and the crossover probability are all fixed, while the population size takes the 

values 20, 50 and 100. 
 

    Tab. 6. Population size effect when NG = 1000, Pm = 0.001, Pc = 0.8. 
 

Crossover popsize Iteration Max. Fit. Min. Error 

GUA 

20 738 0.99 0.0 

50 520 0.99 0.0 

100 793 0.99 0.0 

ARITH 

20 877 0.99 0.0 

50 646 0.99 0.0 

100 1000 0.759 0.25 

DR 

20 810 0.99 0.0 

50 814 0.99 0.0 

100 1000 0.896 0.0 

HU 

20 881 0.99 0.0 

50 706 0.99 0.0 

100 851 0.738 0.75 

EX 

20 909 0.99 0.0 

50 737 0.99 0.0 

100 957 0.99 0.0 

LR 

20 772 0.99 0.0 

50 635 0.99 0.0 

100 850 0.944 0.0 

IR 

20 846 0.99 0.0 

50 821 0.99 0.0 

100 1000 0.897 0.0 
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From table 6 we note the following analytic aspects: 

1. For most kinds of the used crossovers, the best results obtained when popsize 

parameter equals 50. 

2. The best two crossover operators from all kinds of the used crossovers are 

the Guaranteed Average and Line Recombination crossovers. 

 

 

12. STUDUING THE EFFECT OF NUMBER OF GENERATION ON 

CROSSOVER FOR EVOLVING WEIGHTS OF XOR-NN PROBLEM 

 

In this problem, table 7 shows that the population size, the mutation rate and 

the crossover probability are all fixed, while the number of generation takes the 

values 500, 1000 and 1500. 

 
    Tab. 8. Number of generation effect when popsize = 50, Pm = 0.001, Pc = 0.8. 

Crossover NG Iteration Max. Fit. Min. Error 

GUA 

500 500 0.90 0.0 

1000 820 0.99 0.0 

1500 752 0.99 0.0 

ARITH 

500 500 0. 738 0.75 

1000 646 0.99 0.0 

1500 776 0.99 0.0 

DR 

500 500 0.739 0.75 

1000 814 0.99 0.0 

1500 756 0.99 0.0 

HU 

500 500 0.824 0.25 

1000 806 0.99 0.0 

1500 824 0.99 0.0 

EX 

500 500 0.743 0.5 

1000 737 0.99 0.0 

1500 764 0.99 0.0 

LR 

500 500 0.879 0.0 

1000 535 0.99 0,0 

1500 699 0.99 0.0 

IR 

500 500 0.803 0.25 

1000 821 0.99 0.0 

1500 803 0.99 0.0 
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From tables 6, 7 and 8 we note the following analytic aspects: 

1. It is important to mention that, there is a relation between the execution time 

and the control parameters (number of generation and population size). 

2. In XOR Problem by NN, there is no solution to be obtained, when the low  

           levels of generation (NG = 500) are to be chosen. 

 
 
13.  PARAMETRIC STUDY FOR ALL CROSSOVER OPERATORS 

 

From our experiences and experimental results, the best parameters values for all 

crossover kinds are chosen to make a comparative study for each kind of crossover, 

for Evolving Weights of Xor-Nn problem and for several runs. The minimum 

iteration results are shown in tables with statistical diagram to illustrate these results. 

For this problem, the best values are: when NG = 1000, popsize = 50,  

Pm = 0.001 and Pc = 0.5. Table 9 shows the comparison between iterations results 

for 10 runs and Fig. 3 Illustrates the statistical diagram of the comparison study results. 

 
Tab. 9.  Comparison study of crossover iterations results for  

    evolving weights of XOR-NN problem 

Crossover NG Fitness 

GUA 816 0.9900 

ARITH 871 0.9868 

DR 882 0.0881 

HU 850 0.9900 

EX 872 0.9880 

IR 879 0.9882 

LR 775 0.9900 

  

 

Fig. 3. Statistical diagram of the comparison study results  

for evolving weights of XOR-NN problem 
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In this particular problem, from table 9 and Fig. 3, we notes that the operator 

is the Line Recombination because its selects only one value of  the alpha that is 

generates any point on the line define by the parents and keep the values of 

chromosome closed to each other. 
 

 

14. CONCLUSIONS 
 

This research concludes the following points. For evolving weights of XOR-NN 

problem, the Line Recombination was the best to be applied. For the parametric 

study, the research concludes: The worst iteration results (high iteration levels) 

are obtained when the effect of the crossover probability is eliminated (when  

Pc = 0.0), since the search in this state is closed to the random search. For the pop-

ulation size parameters, the result reveals that due to the founder effect, the GA’s 

cannot always locate the peaks of the fitness landscape, even with higher 

crossover rate. Although, the mutation rate parameter preferred to be chosen as 

minimum as possible (Pm ≤ 0.01), but it is still related to the problem which is 

discussed. It’s natural that, there is a relation between the number of generation 

and population size. This parameter specification is related to the problem which 

is discussed. 
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Abstract 

The paper presents results of preliminary research of vibroarthrography 

signals recorded from one healthy volunteer. The tests were carried out for 

the open and closed kinematic chain in the range of motion 90° – 0° – 90°. 

Analysis included initial signal filtration using the EMD algorithm. The aim 

was to investigate the occurrence of differences in the values of selected 

energy and statistical parameters for the cases studied.   
  

  

1.  INTRODUCTION  
  

Anterior knee pain can be caused by multiple factors and is one of the most 

common complaints of the patients (Powers, Bolgla, Callaghan, Collins & Sheehan, 

2012). However, etiology of the condition is still controversial (Sanchis-Alfonso, 

2014). Chondromacia of articular cartilage in patellofemoral joint as well as in-

creased forces in the joint are the most common causes of the pain (Sanchis-

Alfonso & Dye, 2017). Up to this date there is no simple, fast, accessible and repro-

ducible diagnostic modality to detect chondral lesions in patellofemoral joint. 

Vibroarthrography in future might bring a solution to this problem, however up 

to this date there is no standardized protocol of examination especially regarding 

patellofemoral joint. 
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Open and closed kinetic chain in exercises is the terms introduced by Steindler  

in 1955 (Charnley, 1955). From that time, attention was brought to the stress 

distribution in knee joint during certain exercises. In closed kinetic chain distal 

segment of the limb is opposed by “considerable resistance” whereas in open 

kinetic chain the distal part of the limb is free to move without additional 

resistance. Closed kinetic chain exercises such as squats or leg presses imitate 

physiological movement patterns and involve cooperation between various 

muscle groups. In open kinetic chain it is possible to isolate one muscle group 

which needs strengthening. Therefore open and closed kinetic chain generates 

different loading patterns on patella-femoral and tibio-femoral joints (Adouni  

& Shirazi-Adl, 2009; Barcellona & Morrissey, 2016). Great attention was put 

into this phenomenon in relation to rehabilitation after ligamentous reconstructions, 

or anterior knee pain due to its stress distributions (Cohen et al., 2001; Luque-

Seron & Medina-Porqueres, 2016; Witvrouw, Danneels, van Tiggelen, Willems, 

& Cambier, 2004). Stress distribution differs in patellofemoral joint during open 

and closed kinetic chain exercises depending on flexion angle of the joint 

(Cohen et al., 2001). In clinical setting open kinetic chain is easier to perform on 

standard examination, however up to this date, there is insufficient information 

about the differences in vibroacoustic signals emitted by patellofemoral joint  

in open and closed kinetic chain. Moreover, it is not known whether open or closed 

kinetic chain provides more accurate evaluation of anterior compartment of the 

knee joint (Karpiński, Machrowska, & Maciejewski, 2019).  

The aim of the work was to determine statistical and energy indicators 

characterizing vibroartrographic signals for an open and closed kinematic chain. 

  

 

2.  EMPIRICAL MODE DECOMPOSITION  

  

Vibroarthrography (VAG) signals are inherently nonlinear and non- 

stationary. Failure in proper method and approach selection will invariably result 

in improper results and conclusion, which is further amplified due to complex 

and sensitive character of medical data as a whole (Maciejewski, 2015; 

Maciejewski, Surtel, & Dzida, 2015). Therefore, modern methods should be used 

for the analysis, allowing for proper interpretation of the results. A characteristic 

feature of the recorded VAG signals is the clear presence of low- frequency 

artifacts, which are the source of muscle tension, obtained during the tests 

(Luque-Seron & Medina-Porqueres, 2016). The methodology of knee joint state 

tests forces the limbs to flex and straighten, so it is not possible to exclude co- 

occurrence of muscle origin signals. For more accurate analysis of nonlinear and 

non- stationary VAG signals, the Empirical Mode Decomposition (EMD) algorithm 

was used. It allows the analysis of individual filtered signal components. 
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EMD is a popular signal processing method for the extraction of oscillation 

modes (Machrowska & Jonak, 2018). An unquestionable advantage of the 

algorithm is the possibility of using nonlinear and non- stationary input signals. 

The discussed tool has found a number of applications (Alickovic, Kevric & Subasi, 

2018; Jonak, Machrowska, Podgórski & Bęc, 2016; Kolotkov, Anfinogentov  

& Nakariakov, 2016; Yaslan & Bican, 2017). As a part of the EMD procedure, the 

input signal is decomposed to a finite number of internal IMF (Intrinsick Mode 

Functions) components and a residual signal. The algorithm obtaining algorithm 

is based on the filtration process (sifting). In the input signal x1(t) local extremes 

are identified, then the signal envelope is constructed using interpolation with 

third order split functions (cubic spline). At each signal point, the average m1(t) 

and the difference between the input data x(t) are determined (Huang et al., 

1998): 
 

ℎ1(𝑡) = 𝑥(𝑡) − 𝑚1(𝑡).          (1)  
 

The h1(t) function is called intrinsic function (IMF) when it meets two conditions: 

(1) In the selected set of data, the number of extremes and the number of zero 

crossings of the function are equal to or differ at most by one, 

(2) At each point, the envelope’s mean value defined by local maxima and 

minima is zero.  

Sifting procedure is repeated k times, where hk(t) is given as an updated input signal: 
 

ℎ𝑘(𝑡) = ℎ𝑘−1(𝑡) − 𝑚𝑘(𝑡).        (2) 
 

The filtration process is stopped when the condition of equality of zero crossings 

and local extremes is met. A residual signal rn(t) is then determined: 
 

𝑟𝑛(𝑡) = 𝑥(𝑡) −∑𝑐𝑖

𝑛

𝑖=1

(𝑡), (3)  

 

where ci(t) is the ith internal function of IMF, while n is the highest possible 

number of modal oscillations. The residual signal rn(t) is then treated as an input 

signal for subsequent iterations. The sifting process is continued until the stoppage 

criterion is met. The basic condition for stopping is limitation of the standard 

deviation, determined for two successive results of the screening process. It is 

obtained on the basis of the equation (Huang et al., 1998): 

 

𝑆𝐷 =
∑ |ℎ𝑖,𝑘−1(𝑡) − ℎ𝑖,𝑘(𝑡)|𝑡

2

∑ ℎ𝑖,𝑘−1
2 (𝑡)𝑡

. (4) 

 

The sifting process ends when the SD value is less the pre-established initial one.  
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  3. MATHERIALS AND METHODS 

  

 The test were performed on a 23 years old white Caucasian male without knee 

joint disorders. The vibroartrographic signal was recorded using a three-axis, 

miniature accelerometer sensor with Analog Devices ADXL325 analog output 

from the measuring range ± 5g per axis. The signal was sampled at 1000 Hz 

using an Texas Instruments analog measuring card connected to a PC. The sensor 

was attached to the skin using a double-sided adhesive tape about 1 cm above 

the top of the patella. The examination was carried out in a sitting position.  

The examined person had the task of extending and bending the raised limb  

in the range of 90° – 0° – 90° (OKC). The study of motion in a closed kinetic chain 

(CKC) included alternating standing up and sitting on a chair (movement in the 

range of 90° – 0° – 90°). The diagram showing the directions of distribution  

of individual axes is shown in Figure 1. 

 

 
Fig. 1. Distribution of individual axes accelerometer sensor 

 

 

4. RESULTS 

 

Signal from the X axis resembles a sinusoidal waveform, for closed kinematic 

chain (CKC), the rise and fall times of the pulse slopes (movement in the concentric 

phase- muscle shortening and eccentric- muscle straightening) are definitely 

longer than for open kinematic chain (OKC). Above relationship is related to the 

longer motion range of the squatting with the CKC. The motion phases are also 

visible for the signal recorded in the Z axis. In the case of CKC, there are 

noticeable oscillations on the pulse crest, characteristic for knee locking after the 

concentric squat phase (Fig. 2 and Fig. 3). On the issue of OKC oscillations on 
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the pulse top are not so regular due to the fact of a short- term isometric contraction 

in the in the final movement phase (full extension of the limb). Mentioned 

vibrations are reflected in 3rd and 4th IMFs. High frequency IMFs 1st and the 2nd, 

on the other hand, shows filtered vibrations of the knee joints, crossed by 

unconsolidated peaks associated with the friction phenomenon, analogous to the 

slide bearings surfaces. The lower frequency IMFs do not have such a significant 

physical meaning. 

 

 
Fig. 2. Z axis – CKC 
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Fig. 3. Z axis – OKC 

 

Signal energy is one of the most import ant factors to describe the signal. 

Values of signals energy for X axis is shown on figure 4. At higher frequencies, 

the energy values differ only slightly between OKC and CKC. In the lower 

frequency ranges (from IMF 6 up to 25 Hz) a closer differentiation of the signal 

energy value is visible. For the OKC energy values in the range of 10–25 Hz 

(IMF 6 and 7) are higher than for the CKC. The inverse relationship occurs at 

very low frequencies (from IMF 8).  
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Fig. 4. X axis – signal energy for OKC and CKC 

 
In the case of Y axis (Fig. 5), the highest signal energy values are observed  

in IMFs 5, 6 and 7 (15–30 Hz). In case of CKC, visible is tendency to taking higher 

values for higher frequency ranges in comparison to OKC. Thus the relationship 

between the transmission of joint structures vibration and type of kinematic 

chain is visible.  

For Z axis (Fig. 6) higher values of the selected indicator are observed at low 

frequencies (IMF 7, 8 and 9), while the dependence of the occurrence of higher 

values for OKC is no longer as pronounced as for axes X and Y. There are no clear 

dominance of energy values for CKC in higher frequencies due to the sensor 

location. 

 

 
Fig. 5. Y axis – signal energy for OKC and CKC 
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Fig. 6. Z axis – signal energy for OKC and CKC 

 

Standard deviation parameter shows the scale of results scattering around the 

mean. Data from X axis (Fig. 7) are clearly more diverse for lower frequencies 

(IMF 6–10). For Y axis (Fig. 8) at higher frequencies (IMF 1–4), higher standard 

deviation values occur for CKC. The inverse relationship (higher standard 

deviation values for CKC) is visible in the lower frequency ranges (IMF 5–10). 

Above dependencies are not so clear the Z axis (Fig. 9) – higher indicator values 

can be only seen for higher frequencies (IMF 1–3), while for low frequencies the 

inverse relationship cannot be confirmed. 

 

 
Fig. 7. X axis – standard deviation parameter for OKC and CKC 

 



42 

 
Fig. 8. Y axis – standard deviation parameter for OKC and CKC 

 

 
Fig. 9. Z axis – standard deviation parameter for OKC and CKC 

 

 

5.  CONCLUSIONS 

 

 The analysis of selected indicators of energy and statistical parameters allows 

to show the differences between the open and closed kinematic chain. An important 

factor is the correct positioning of the vibration sensor with the selection of the 

proper orientation of the sensor axis relative to the anatomical location (mini-

mizing the attenuation of soft tissue and maximum use of bone conduction.) 

 The higher the signal energy at low frequencies in the Z axis for waveforms 

recorded in a closed kinematic chain due to the greater impact of vibration standard 

deviation takes higher values for signals recorded in the open kinetic chain. 
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 The results obtained show that analysis in both the open and closed kinetic 

chains is important. Signal analysis for the open chain provides information related 

to the work of the unloaded limb, which allows a more accurate analysis of the 

functioning of cartilage structures due to the lower effect of muscle tension at 

high frequencies. In contrast, signal analysis for a closed kinetic chain provides 

us with information about the work of an anatomically loaded limb in real operating 

conditions. 

 Demonstrating the differences between the closed and open kinematic chains 

allows in the future a more accurate analysis and distinction of structures generating 

a vibroacoustic signal, which will allow analysis targeted at specific joint structures. 

Thanks to this analysis, it will be possible to assess the knee joint movement 

during walking, where signals generated by the open and closed kinematic 

chains overlap during walking. 
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Abstract  

The article attempts to assess the manufacturability design taking into account 

the assessment due to the processing, assembly process and organization  

of production. The evaluation was conducted by the fuzzy inference methods. 

An assessment was presented for machining based on the proposed fuzzy 

inference database. 
 

 

1. INTRODUCTION TO APPLICATION METHODS FOR FUZZY SETS 
 

Knowledge representation in the fuzzy rule-based system is enhanced by the use 

of linguistic variables and the language of their values, which are defined by con-

text-dependent fuzzy sets, which determine the importance of a gradual member-

ship function (Zadeh, 1965). On the other hand, fuzzy set inference methods, such 

as generalized Modus Ponens, generalized Modus Tollens, etc., form the basis for 

approximate inference (Zadeh, 1975). Therefore, fuzzy logic provides a unique 

framework for inference computational systems based on rules. This idea suggests 

the presence of two clearly different concepts in the inference methods of fuzzy 

sets: knowledge and reasoning. This clear separation of knowledge and reasoning 

(knowledge base) and processing structure is a key aspect of knowledge-based 

systems, so from this point of view fuzzy set inference methods can be considered 

a kind of knowledge-based system. The methods of inference of fuzzy sets in which 

two input variables (x1 and x2) and a single output variable (s) are involved,  

for example, sets of terms are related as follows: {small, medium, large}, {short, 

medium, long} and {bad, medium, good}.  
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The following base rule consists of five linguistic rules:  

 R1W IF X1 is small and X2 is short, THEN Y is bad, 

 R2W IF X1 is small and X2 is medium, then Y is bad, 

 R3W IF X1 is medium and X2 is short, THEN Y is medium, 

 R4W IF X1 is large and X2 is medium, THEN Y is medium, 

 R5W IF X1 is large and X2 is long and Y is good. 

 

The above method of inference can be represented by the decision table shown in 

Table 1. 

 
Tab.1. Example table decision 

 

  x1 

x2 small medium large 

short bad medium  

medium bad  medium 

long   good 

 

The Mamdani method (Fernández & Herrera, 2012) processing structure of fuzzy 

set inference consists of the following five elements – Fig. 1: 

 

Fig. 1. Structure of the basic fuzzy model 
 

 Input scaling that transforms parameter values – enter variables from its 

domain to the one in which the input fuzzy partitions are defined, 

 A fuzzy interface that transforms explicit input into fuzzy values that serve 

as input to the fuzzy inference process, 

 An inference engine that extracts data from blurry input data into several 

resulting fuzzy sets according to the information stored in the knowledge 

base, 

 

 

 

 

 

 

 

 

 

 

 

Fuzzy Rule 1 

 

Fuzzy Rule 2 

 

Database Rules 

 
 

Fuzzy Rules Editor 

Crisp Result 1 

 

Crisp Result  2 

 

Input Output 

Fuzzyfication Defuzzyfication Fuzzyfication Defuzzyfication 

Database Rules 

Fuzzy Rules Editor 

Crisp Result 1 

Crisp Result 2 

Fuzzy Rule 1 

Fuzzy Rule 2 

Input Output 
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 Defuzzification interface that converts fuzzy sets received from the inference 

process into a clear value, 

 Output scaling that converts defragmented value from the output domain of 

fuzzy areas to output variables, creating a global result of the fuzzy set 

inference method. 

 

Defuzzification (sharpening) is an action to provide the predicted value of a pa-

rameter. The center of gravity method consists in determining the value of 𝑦∗, 
which is the center of gravity of the area under the curve 𝜇𝑤𝑦𝑛(𝑦). 
 

𝑦∗ =
∫𝑦 ∙ 𝜇𝑤𝑦𝑛(𝑦)𝑑𝑦

∫𝜇𝑤𝑦𝑛(𝑦)𝑑𝑦
 (1)  

 

The project reference model is of the type: multiple entries – multiple outputs 

(multiple input-multiple output MIMO). 
 

 

2. FUZZY ASSESSMENT OF MANUFACTURABILITY 
 

2.1. General description of the variables 
 

A set of linguistic variables Vi = {V1, ..., Vn}, and ∊ N – {0} is given, defining 

input and output criteria of technology.The linguistic variable Vi is described by 

the quadrangle [Li, Ti(L), Ωi, Mi] where: 

 Li = {L1, ..., Ln}, and ∊ N – {0} is a set of linguistic variable names, 

 Ti(Li) = {T1(L1), ..., Tn(Ln)}, and ∊ N – {0} is a set of countable determinations 

of linguistic variables, 

 tij = {t11, t12, ..., tnm}, i, j ∊ N – {0}, tij ∊ Ti(Li) is set of linguistic values of 

linguistic variables, 

 Ωi = {Ω1, ..., Ωn}, i ∊ N – {0} is a set of linguistic ranges of Vi variables, 

 Mi = {Mi, ..., Mn}, i ∊ N – {0} is a set of semantic rules, 

 mij = {m11, m12, ..., mmn}, i, j ∊ N – {0}, mij ∊ Mi  is a range of variation  

of the linguistic value tij with an assessment of belonging from 0 to 1. 

 

2.2. Procedure – list of variables 
 

The fuzzy method course of action results from project management schemes 

adopted according to PMI – according to AIAG (Kuo, Huang & Zhang, 2001). 

Assessment of machining processability and subsequent assembly process assess-

ment, correspond to the prototyping phase during product design and development 

(Lalaoui & El Afia, 2018), and the assessment of the production organization 

technology corresponds to the pilot series and preserver phase during validation 

and then serial production (Favi, Germani & Mandolini, 2016). 
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In terms of manufacturability processing variables being indicators evaluating 

product design for the future feasibility of the machining technology (Deka & Behdad, 

2019) and compliance with selected requirements – Fig. 2: 

 V1 – Technological Capabilities of the Machine Park/Accuracy, 

 V2 – CAD/CAM Software Capability, 

 V3 – Machining Capabilities of Available Tools, 

 V4 – Material meeting the project requirements, 

 V5 – Energy Consumption, 

 V6 – Waste Environmental Aspects. 
 

 

Fig. 2. Procedure – list of variables 

 

In terms of manufacturability assembly (Matuszek & Seneta, 2017) variables 

being indicators evaluating product design for the feasibility of installation in 

accordance with the principles assemblability and shortest installation time : 

 V1 – Access, 

 V2 – Maneuverability, 

 V3 – Orientation, 

 V4 – Maneuverability, 

 V5 – Assemblability, 

 V6 – Processes. 

 

In terms of manufacturability organization of production variables being 

indicators evaluating product design in terms of organizational and technical 

capabilities, quality and maintenance (Matuszek, Seneta & Moczała, 2018): 

 V1 – Disassembly, 

 V2 – Reuse, 

 V3 – Standardization of components, 

 V4 – Target cost, 

 V5 – Mounting quality, 

 V6 – Number of special elements in maintenance. 

 

Sets of Vi variables can be modified and changed depending on the nature  

of the target process for which we design the product. This gives the fuzzy method 

a significant advantage in terms of flexibility. In the example presented, the set of 

variables Vi was prepared for medium-sized plant and small-lot production. 
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3. EVALUATION OF MACHINING MANUFACTURABILITY 

 

3.1. The manufacturability evaluation processing procedure 

 

An example of the assessment of machinability of processing consists of three 

sub-stages of analysis for which linguistic variables are described in Table 2: 

 

  Tab. 2. Sub-stages of machining efficiency evaluation - linguistic variables Sub-step 1 

Vi Li Ti(Li) tij Ωi Mi 

V1 

Technological 

Capabilities of the 

Machine 

Park/Accuracy 

T1(L1) 

t11 – unfulfilled 

t12 – deviates significantly 

t13 – deviates slightly 

t14 – fully meets 

[0–4] 

 
M1 

V2 
CAD/CAM Software 

Capability 
T2(L2) 

t21 – unfulfilled 

t22 – deviates significantly 

t23 – deviates slightly 

t24 – fully meets 

[0–4] 

 
M2 

 

  Substage 2 

Vi Li Ti(Li) tij Ωi Mi 

V3 

Machining 

Capabilities of 

Available Tools 

T3(L3) 

t31 – unfulfilled 

t32 – deviates significantly 

t33 – deviates slightly 

t34 – fully meets 

[0–4] 

 
M3 

V4 
Material meeting the 

project requirements 
T4(L4) 

t41 – unfulfilled 

t42 – deviates significantly 

t43 – deviates slightly 

t44 – fully meets 

[0–4] 

 
M4 

 

  Substage 3 

Vi Li Ti(Li) tij Ωi Mi 

V5 Energy consumption T5(L5) 

t51 – unfulfilled 

t52 – deviates significantly 

t53 – deviates slightly 

t54 – fully meets 

[0–10] 

 
M5 

V6 
Waste Environmental 

Aspects 
T6(L6) 

t61– unfulfilled 

t62 – deviates significantly 

t63 – deviates slightly 

t64 – fully meets 

[0–10] M6 
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3.2. Machining Manyfacturability Assessment – sub-step 1 

 

The processability of the workpiece (sample housing) is determined, assuming 

that it depends on two factors, which are: 

–  Technological Capabilities of the Machine Park/Accuracy, 

–  CAD/CAM Software Capability. 
 
Tab. 3. Fuzzification of input variables 
 

Technological Possibilities Of The Machine Park/Accuracy Rating 

Fully fall within the capabilities of machines/accuracy 100 

It deviates slightly from the machine's capabilities/accuracy 60 

It deviates from the machine capabilities/accuracy significantly 30 

Machine capabilities/accuracy not met completely 0 

CAD/CAM SOFTWARE CAPABILITY Rating 

CAD/CAM capabilities not met  0 

It deviates significantly from the CAD/CAM  30 

It deviates slightly from the CAD/CAM  60 

Fully fits CAD/CAM capabilities 100 

 
  Tab. 4. Fuzzy relations for the variable TECHNOLOGICAL POSSIBILITIES 
 

TECHNOLOGICAL POSSIBILITIES 

 Unfulfilled 
It deviates 

significantly 

It deviates 

slightly 
Fully meets 

0 1 0 0 0 

30 0 1 0 0 

60 0 0 1 0 

100 0 0 0 1 

 

 

Fig. 3. Membership function graph for TECHNOLOGICAL POSSIBILITIES 
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The membership function for Technological Capabilities is described by the 

formulas: 

𝜇UNFULFILLED(𝑥) = {

30 − 𝑥

30 − 0
 𝑓𝑜𝑟 0 < 𝑥 < 30

0 𝑓𝑜𝑟 30 ≤ 𝑥 ≤ 100    
 

𝜇DEVTES SIGNIFICANTLY(𝑥) =

{
 
 

 
 

𝑥

30 − 0
 𝑓𝑜𝑟 0 < 𝑥 < 30     

60 − 𝑥

60 − 30
 𝑓𝑜𝑟 30 < 𝑥 < 60

0 𝑓𝑜𝑟 60 ≤ 𝑥 ≤ 100         

 

𝜇 DEVIATES SLIGHTLY(𝑥) =

{
 
 

 
 
0 𝑑𝑙𝑎 𝑥 ≤ 30                            
𝑥 − 30

60 − 30
 𝑑𝑙𝑎 30 < 𝑥 < 60     

100 − 𝑥

100 − 60
 𝑑𝑙𝑎 60 < 𝑥 < 100

 

𝜇FULLY MEETS(𝑥) = {
0 𝑑𝑙𝑎 𝑥 ≤ 60                            
𝑥 − 60

100 − 60
 𝑑𝑙𝑎 60 < 𝑥 < 100

 

  

Tab. 5. Fuzzy relations for the variable SOFTWARE CAPABILITY 
 

SOFTWARE CAPABILITY 

 Unfulfilled 
It deviates 

significantly 

It deviates 

slightly 
Fully meets 

0 1 0 0 0 

30 0 1 0 0 

60 0 0 1 0 

100 0 0 0 1 

 

 

 

Fig. 4. Membership function graph for SOFTWARE CAPABILITY 

 

 

0

1

0 30 60 100
Unfillfilled It deviates significantly

It deviates slightly Fully meets
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The membership function for Software Capability is described by the 

formulas: 

 

𝜇UNFULFILLED(𝑥) = {

30 − 𝑥

30 − 0
 𝑓𝑜𝑟 0 < 𝑥 < 30

0 𝑓𝑜𝑟 30 ≤ 𝑥 ≤ 100
 

𝜇DEVIATES SIGNIFICANTLY(𝑥) =

{
 
 

 
 

𝑥

30 − 0
 𝑓𝑜𝑟 0 < 𝑥 < 30

60 − 𝑥

60 − 30
 𝑓𝑜𝑟 30 < 𝑥 < 60

0 𝑓𝑜𝑟 60 ≤ 𝑥 ≤ 100

 

𝜇 DEVIATES SLIGHTLY(𝑥) =

{
 
 

 
 

0 𝑓𝑜𝑟 𝑥 ≤ 30
𝑥 − 30

60 − 30
 𝑓𝑜𝑟 30 < 𝑥 < 60

100 − 𝑥

100 − 60
 𝑓𝑜𝑟 60 < 𝑥 < 100

 

𝜇FULLY MEETS(𝑥) = {

0 𝑓𝑜𝑟 𝑥 ≤ 60
𝑥 − 60

100 − 60
 𝑓𝑜𝑟 60 < 𝑥 < 100

 

 

The course of fuzzification with the Mamdani rule, the basis of inference rules   

(tab. 6) was carried out for the selected workpiece according to expert assessments: 

 Technological capabilities = 20, 

 Software capability = 55, 

 Rule 10 Technological capabilities – Deviates significantly and Software 

capability – Deviates significantly in min (0.67, 0.17) = 0.17, 

 Rule 11 Technological possibilities – Deviates significantly and Software 

capability – Deviates slightly to a degree of min (0.67, 0.83) = 0.67, 

 Rule 14 Technological possibilities Unfulfilled and also Software 

capability – Deviates significantly to a degree of min (0.33, 0.17) = 0.17, 

 Rule 15 Technological possibilities Unfulfilled and Software capability – 

Deviates slightly to a degree of min (0.33, 0.83) = 0.33, 

 Inference processing for manufacturability – substep 1. 
 

From rules 10, 11, 14 and 15 – MAX, so we activate the rules: 11. Technology 

1 takes the value for Technology Capabilities 20 and Software Capability 55: 
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Tab. 6. Base rules of inference manufacturability evaluation processing – Substage 1 
 

1 IF TECHNOLOGICAL 

POSSIBILITIES 

FULLY MEETS 

AND SOFTWARE 

CAPABILITY 

UNFULFILLED 

THAN MANFACTURABILITY 

1 MEDIUM 

2 IF TECHNOLOGICAL 

POSSIBILITIES 

FULLY MEETS 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SIGNIFICANTLY 

THAN MANFACTURABILITY 

1 MEDIUM HIGH 

3 IF TECHNOLOGICAL 

POSSIBILITIES 

FULLY MEETS 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SLIGHTLY 

THAN MANFACTURABILITY 

1 MEDIUM HIGH 

4 IF TECHNOLOGICAL 

POSSIBILITIES 

FULLY MEETS 

AND SOFTWARE 

CAPABILITY FULLY 

MEETS 

THAN MANFACTURABILITY 

1 HIGH 

5 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SLIGHTLY 

AND SOFTWARE 

CAPABILITY 

UNFULFILLED 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

6 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SLIGHTLY 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SIGNIFICANTLY 

THAN MANFACTURABILITY 

1 MEDIUM 

7 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SLIGHTLY 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SLIGHTLY 

THAN MANFACTURABILITY 

1 MEDIUM HIGH 

8 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SLIGHTLY 

AND SOFTWARE 

CAPABILITY FULLY 

MEETS 

THAN MANFACTURABILITY 

1 MEDIUM HIGH 

9 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SIGNIFICANTLY 

AND SOFTWARE 

CAPABILITY 

UNFULFILLED 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

10 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SIGNIFICANTLY 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SIGNIFICANTLY 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

11 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SIGNIFICANTLY 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SLIGHTLY 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

12 IF TECHNOLOGICAL 

POSSIBILITIES 

DEVIATES 

SIGNIFICANTLY 

AND SOFTWARE 

CAPABILITY FULLY 

MEETS 

THAN MANFACTURABILITY 

1 MEDIUM 

13 IF TECHNOLOGICAL 

POSSIBILITIES 

UNFULFILLED 

AND SOFTWARE 

CAPABILITY 

UNFULFILLED 

THAN MANFACTURABILITY 

1 LOW 

14 IF TECHNOLOGICAL 

POSSIBILITIES 

UNFULFILLED 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SIGNIFICANTLY 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

15 IF TECHNOLOGICAL 

POSSIBILITIES 

UNFULFILLED 

AND SOFTWARE 

CAPABILITY 

DEVIATES 

SLIGHTLY 

THAN MANFACTURABILITY 

1 MEDIUM LOW 

16 IF TECHNOLOGICAL 

POSSIBILITIES 

UNFULFILLED 

AND SOFTWARE 

CAPABILITY FULLY 

MEETS 

THAN MANFACTURABILITY 

1 MEDIUM 
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Fig. 5. Membership function graph Machining efficiency – sub-step 1 

 

For technology – the low average (range <0; 60>) takes the value of min (0.67; 

technology – medium) – the value lower 0.67 or the value of the function 

technology – medium – low (Fig. 5).  

 

Therefore, after the defuzzification process, the assessment is: 

{
𝑦 =

𝑥

20

𝑦 = 0.67
  0.67 =  

𝑥

20
  𝑥 = 20 ∗ 0.67 = 13.4  

 

{
𝑦 =

60−𝑥

60−40

𝑦 = 0.67
   0.67 =  

60−𝑥

20
  60 − 𝑥 = 20 ∗ 0.67   60 − 𝑥 = 13.4  𝑥 = 46.6 

 

𝑟 =
∫ 𝑦 ∙ µ𝐵′(𝑦)𝑑𝑦
80

0

∫ µ𝐵′(𝑦)𝑑𝑦
80

0

 

 

𝑟 =
∫ 𝑦 ∙

𝑦2

20  𝑑𝑦 +
13,4

0 ∫ 𝑦 ∙ 0.67 𝑑𝑦 + ∫ 𝑦 ∙
60 − 𝑦
20  𝑑𝑦

60

46,6

46,6

13,4

∫ µ𝐵′(𝑦)𝑑𝑦
60

0

 

 

∫ µ𝐵′(𝑦)𝑑𝑦
60

0
= 𝑃1  𝑃1 =

(60+33.2)∙0.67

2
= 31.2 

 

𝑟 =
𝑦3

60
+
𝑦2

3
+

1

20
∙ (30𝑦2 −

𝑦2

3
)= 40.1 + 664 + 229.24 = 933.34 

 

𝑟 =
933.34

31.2
= 29.91 

 

The value of the sample assessment of Machining Manufacturability Sub-step 1 

is 29.9. 
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3.  CONCLUSIONS 

 

Attempt to assess manufacturability assessment takes into account the struc-

ture due to the machining, assembly process and organization of production.  

The assessment was carried out according to the fuzzy set inference methods.  

The manufacturability evaluation procedure is proposed in the steps, which start 

their ratings linguistic variables divided into sub-steps. An example of the evalua-

tion due to machining on the basis of the proposed base of fuzzy inference can be 

extended for the assembly process steps and organization of production. 
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AUTHENTICATION IN DISTANCE EDUCATION 
 

 

Abstract 

 Currently the distance education has obtained a wider ever acceptance. One 

of the main tasks of distance education is the process of checking student’s 

knowledge by online examination. To conduct a fair examination and prevent 

unauthorized users to appear in the examination, different biometric technolo-

gies are used; we in this paper implement a fingerprint biometric system for 

distance education students and found by survey that the students are com-

fortable with fingerprint biometric system. 
  

 

1.  INTRODUCTION 
 

The invention of computer technology has changed our lives and found new 

directions. The ways of communication and getting information through Web is 

another change for people. Distance education through web technology or online 

education is the new way of getting education emerged from World Wide Web 

(Alavi & Leidner, 2016; Takahashi, Abiko & Negishi, 2006). These technologies are 

very attracting and interesting but also face various threats, especially when tests are 

conducted online. (King, Guyette & Piotrowski, 2009) studied and come to the 

conclusion that 73.6% of the students think that cheating is easy in the online exam 

as compared to conventional exam. These were the students selected for the sample. 
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Distance learning is a modern form of education and is the interaction of the 

teacher and students with each other at a distance or on internet (King, Guyette  

& Piotrowski, 2009). It provides the learning process different from the conventional 

form of education. The problems of distance learning can be divided into two 

groups: pedagogical problems and technical problems. In this paper, we considered 

only technical problems, in particular, the problem of identifying the true user 

during Examination.  

The place of the student and the teacher is different in online examination, 

because communication is done through the Internet. As the distances increases 

between teacher and student, the chances of committing negligence increases, and 

revealing the wrong actions of the students is quite difficult. To avoid such unfair 

means, the actions of the students must be continuously supervised during the 

examination. In supervising the first move may be the use of an authentication 

method, that is, the identification of the student, which is the right person who is eligible 

for the exam occasionally a student who has been registered in the exam is different 

from the student who wrote the exam. Therefore, authentication plays a role in 

determining the correct user. 

A new method to authenticate people based on their biometrics has become 

known for many years (Green & Romney, 2005; Frischholz & Dieckmann, 2005). 

William (2002), for example, explains that biometric data are unique physical 

characteristics of a person, such as fingerprints, iris, face, fingerprints, etc. Biometric 

fingerprint systems are very common and are known for their accuracy, ease and 

proven record (Aggarwaltt, Rathat, Jeat & Bollet, 2008; Ali, Ali, Shahzad & Malik, 

2006; Ratha, Connell & Bolle, 2001).  

However, like any other biometric system, fingerprints also represent several 

threats and risks to the authentication process (Maltoni, Maio, Jain & Prabhakar, 

2003). Education should not be thought as distance or conventional, unless it is 

associated with assessments and exams. Student assessment is an important part of 

the education and training system. First, it is important to know that how much 

knowledge is required for a student and secondly the students themselves need to 

know about their knowledge. The most tried assessment procedure due to its clarity 

is the use of MCQs type exam.  

The interactions of students with online materials and the collection of all infor-

mation for examination from such material are very helpful. It is also handy to 

support the examiner in his work. 
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2. RELATED WORK 

 

Althaff et al. (2009) offers a unimodal approach that ensures the security of online 

exams by using facial recognition techniques. They use the methods of discrete 

casino transformation (DCT) and Karhunen-Loeve transformation (KLT) to capture 

the facial image functions, and then compare these results with facial recognition. 

This method can be further extended by comparing faces with a protected image.  

Agulla et al. (2008) provides uniform protection technologies using biometric 

authenticity of the Internet. This method uses biochecker software, which is handy 

for verification of images on user side. Visualize user images and handy for user 

behavior monitoring. The drawback of this method is that you need powerful servers 

to run this software. 

Hsieh & Leu (2011) provides unimodal technique for implementing a unique 

authentication method based on passwords. This method supply independent 

passwords based on location and time of a mobile user. By using this password only, 

the application on mobile device can be accessed, such as Internet banking. This 

helps in reduction the risk of intrusion. This method can be used during the student 

authentication process. 

Taiwo Ayodele et al. (2011) offered an automatic learning method that prevents 

theft, impersonation of exams online. This method shows the student's behavior 

during the exam, thus avoiding negligence. 

Apampa et al. (2010) Proposes a multiple-step approach to the model, presenting 

authentication methods to initiate a student session and follow-up student 

monitoring while the examination is in progress. To authenticate, the student has 

three options, i.e by face recognition, by passwords or by tokens. After authentica-

tion the student is continuously check through the webcam. If some unfair means or 

risks are identified, the student will be asked to authenticate again.  

Nasser Modiri et al. (2011) offered a multimode technique, in which the system 

is designed to conduct distance examinations in secure domain. To do this, the student 

provides user-id and passwords at the time of registration and then the student su-

pervision is done through the webcam.  It assists to monitor students' behavior 

during the examination. 

 

 

3. METHODOLOGY OF FINGERPRINT AUTHENTICATION 

 

The working diagram of scanner that was used in fingerprint Authentication 

(Maltoni, Maio, Jain & Prabhakar, 2003) is shown in figure 1. 
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Fig. 1. Fingerprint authentication system 
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The fingerprint consists of the following two types of features: 

1. The Global Features: They are core and delta. The core is the inner most point 

and delta is the location where three ridges meet.  

2. The Local Features: The lines on fingerprint are called Ridges and the spaces 

between them are called valleys. These ridges form different patterns and are 

called minutiae points. The most common minutiae points are ridge bifurcation 

and ridge ending. 

 

With the help of local and global features of fingerprint, we can differentiate 

users. The global and local features of finger prints are shown in figure 2. 

 

                                           

Fig. 2. Local and Global features of fingerprints 

 

Students will be able to appear in exam online. Each student will be given access 

to a computer in the classroom, connected to the server. The internet connection will 

not be available during exam. The student will authenticated first through biometric 

system by matching his fingerprints. Once the student is recognized by the system, 

the system allows him to complete the exam. The test of the student is send for 

checking to the teacher electronically and the system also send the copy of test to the 

printer for student. 

Once the student is recognized by the system, his identity will be known and now 

the student can be punished, if found using unfair means in the examination. There 

are many advantages and disadvantages of conducting exam online. The ability to 

track the actions of a student identified by system, allows us to constantly evaluate 

him and giving student the best experience. Any online activity can be vulnerable, 

so a reliable security policy will be required. Fingerprint Biometrics appears again 

as a way of reducing the likelihood of threats.  
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4. RESULT AND DISCUSSION 
 

During the examination, 100 students were verified on fingerprint biometric system. 

The detail of these student were presented in figures 3,4 and 5. Most of them are in 

the range from 17 to 30 years old, Students of Computer Science at Comwave College 

Islamabad, a Distance Learning Centre of SUIT. Students in Computer science 

Department mostly come after completing twelve years of schooling. Almost all 

(91.3%) are men. All of them were enrolled in the different subjects. 

The purpose of the experiment was to analyze the attitude of students towards  

a new tool for controlling access to e-learning. 80% of students think that fingerprint 

registration is a very easy or easy way to use online courses. Those who welcome 

the use of fingerprint biometric system said they look more secure, it’s simple and 

faster than other access tools. Those who oppose fingerprint biometric system 

consider that the password is sufficient. The data in Table 1 clearly supports the 

choice of a fingerprint biometric technology. 

 
      Tab. 1. The choice of best Biometric System 

Biometric Choice Frequency %age Cum.% 

Fingerprint 80 80.0 80.0 

Face 5 5.0 85.0 

Iris 13 13.0 97.0 

Voice 2 2.0 100.0 

Total 100 100.0  

 

 

Fig. 3. The Age of Students 
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To find about the ease of use of a new fingerprint interface, students find it very 

easy or easy to use (80.0%) (see Table 2).  
 

Tab. 2. The opinion poll of students 

Opinion Frequency %age Cum.% 

Very Easy 45 45.0 45.0 

Easy 35 35.0 80.0 

Difficult 17 17.0 97.0 

Useless 3 3.0 100.0 

Total 100 100  

 

 

Fig. 4. The Level of Education 

 

 

Fig. 5. Total enrollment of Students in Each Subject 
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Students were analyzed for their level of knowledge about biometric system and to 

what extent they have used it. Many students were new to these methods and hardly 

have used biometric systems (see Table 3). 

The main challenge of survey was whether the students think the fingerprint 

biometric system verification appropriate for accessing online courses. The students 

were divided into two groups. The group one contains those who accept the 

fingerprint verification and the group two includes those who did not accept it. Two-

dimensional analysis of tree segmentation to assess which category is supported by 

many students is applied. 

 
              Tab. 3. Knowledge of Students about Biometric System 

Knowledge Frequency %age Cum.% 

Expert Level 1 1.0 1.0 

Intermediate Level 11 11.0 11.0 

Elementary Level 15 15.0 26.0 

no Knowledge 74 74.00 100.00 

(Total) 100 100.00  

  
Two questions were asked from the students. Question no. 1 was: “What do you 

think about the verification via fingerprint to access online courses?”. 77% students 

think that verification via fingerprint is very easy while 23% students think that 

verification by such method is very difficult. Question no. 2 was: “Which one of the 

biometric technologies would you select?”. The total students in favor of biometric 

technology were seventy seven (77). Seventy (70) students selected Fingerprint Bio-

metric technology while the other seven (7) students selected the other technology.  

 

 

5. CONCLUSION  

 

 A fingerprint matching technique based on local features of fingerprints was 

used for verification and registration. The technique performed well when tested for 

online examination. The students were keen to use the biometric system for online 

learning. The students think that it is a faster and easy way to verify and register for 

online courses. Most of the students have never used the biometric system and have 

very little knowledge about biometric systems. Eventually the fingerprint biometric 

system was implemented in the distance education online examination and introduce 

a new way of conducting examination in distance.  
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Abstract  

Orthopaedic trauma surgery is a complex surgical speciality in which anatomy, 

physiology and physics are mixed. Proper diagnosing and based on that 

planning and performing surgery is of crucial matter. This article presents 

usefulness of 3D reconstruction in diagnostics and surgical planning.  

It focuses on utility of computed tomography reconstruction in trauma 

surgery. Moreover, two cases in which this technique was used is described. 

Complex 3D reconstruction proved its usefulness and in future it may become 

a modality of choice for planning complex trauma procedures in which 

standard implants and approaches are insufficient.  

 

 

1.  INTRODUCTION 
 

Trauma to the lower extremity can be a devastating incident for every individual. 

Among various injuries affecting lower extremity, tibial fractures are one of the most 

common.  The incidence of all tibia fractures is estimated 13 in 100000 persons per 

year (Decruz, Antony Rex & Khan, 2019). These fractures can be divided into 
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proximal, shaft and distal tibia fractures differing in optimal treatment method, 

surgical approach and anticipated treatment result. Every fracture treatment can 

be perceived as a mix of anatomy, physiology and physics. Fractures affecting 

joints such as knee or ankle if treated improperly lead to malunion, joint range of 

motion loss and persistent pain. Even though fractures affecting proximal and 

distal end of tibia are less common than affecting diaphyseal region(Court-Brown 

& Caesar, 2006), the impact of these fractures on daily living is much greater  

if treated incorrectly. Therefore, planning of surgical treatment is of vital importance 

in order to create best possible outcome for the patient. Complex joint fractures 

require meticulous planning. Up to this date the gold standard in fracture diagnosis 

is conventional X ray Introduced in 1895 by Wilhelm Conrad Röntgen (On a New 

Kind of Rays, 1896). Before that, orthopaedic diagnostic was limited to simple 

observation of limb alignment or pathological movement on fracture site. The in-

vention was introduced to everyday practice. Up to this day, plain X-rays are  

the work horse for trauma surgeons (American College of Surgeons, 2012; Bégué, 

2014). It is cheap, widely used and available in almost any trauma setting.  

The sensitivity of radiography  In orthopaedic diagnostics usually 2 views are required 

in 90 degree rotation of the films. However, in some cases such as scaphoid 

fractures, around 25% of fractures can be overlooked on initial X-rays (Jenkins, 

Slade, Huntley & Robinson, 2008). Similarly in paediatric orthopaedics, fractures 

often are occult and not visible on first presentation on plain X-rays due to unique 

characteristics of the paediatric skeleton which can cause troubles with diagnosing 

the fracture (Segal & Shrader, 2013). In 1961 Oldendorf (1961) published his 

work which was a mile stone for creating commercially available computed 

tomography (CT) scanners which was introduced in 1972 (Richmond, 2004). 

Computed tomography can bring a great insight into the fracture lines, however 

plain CT in transversal cuts can be misleading in clinical setting. Therefore, 

complex 3D reconstruction of the fractures is necessary for proper planning.  

CT is routinely used in articular fractures, where up to 31% of articular surface depres-

sion cannot be visible on plain radiograph (Dale, Ha & Chew, 2013). Apart from 

obvious misdiagnosed fractures  In this article we are presenting a case studies  

of two patients treated in Orhtopaedic Department of Leczna Hospital with complex 

articular fractures, where surgical planning was performed on high resolution 3D 

reconstructions in order to facilitate the surgery. 
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2.  CASE PRESENTATIONS 

A 50 year old female suffered a complex fracture of distal tibia and fibula after 

being hit by a car. At the time of admission through physical examination was 

performed. The physical evaluation revealed distal tibia deformation, tenderness 

and swelling. The initial X-rays showed complex, articular distal tibia fracture. 

Until planned surgery the patient was immobilised in a cast. The CT scans were 

obtained and 3D reconstructions were rendered. The planning of surgery was per-

formed on 3D reconstructions of the fracture sites. The 3D reconstructions enabled 

detailed surgical planning. And significantly aided during procedure, while all 

necessary implants were prepared in advance with the knowledge of exact screw 

length which were to be used. During the surgery itself, knowledge of implants 

length was a great help during the procedure while it was a simple and fast method 

of confirmation of implant placement. And if there was a mismatch between 

planned and measured implant the surgeon had a feedback that probably the 

placement or angle of the implant is false. This enabled the operating surgeon for 

anatomical reduction of the fracture and adequate placement of implants. 

Postsurgery X-rays show excellent reduction and fixation on Figures 1–2. 

 

 

Fig. 1. AP postoperative X-ray 

 

Fig. 2. Lateral postoperative X-ray 
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A 30 year old female was admitted to the hospital due to lateral tibial condyle 

fracture sustained during a standing height fall. The patient had a prior history  

of juvenile osteoporosis and multiple bone deformations were encountered including 

proximal tibia deformation. Moreover the length of the bones was shortened 

which is typical for metabolic bone diseases (Skowrońska-Jóźwiak & Lorenc, 

2006). The fracture was diagnosed as Schatzker type I fracture. In normal setting 

this type of fracture is rather straightforward in treatment, however in this case 

due to bony ends deformations and abnormal limb length 3D reconstruction was 

a great assistance in surgical planning. It was seen that typical proximal tibial 

implants would not fit to the deformed bone, therefore on basis of 3D recon-

struction a trial implants were introduced in order to select the best fitting 

implants. Based on 3D reconstructions a straight plate, which was bended to fit 

the bone was introduced. Additional fixation was achieved by inserting additional 

screws apart from plate. Proper implant placement regardless of congenital 

deformity of proximal tibia is shown on Figures 3–4.  

  

Fig. 3. AP postoperative X-ray 

 

Fig. 4. Lateral postoperative X-ray 
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3.  DEVELOPING OF THE VIRTUAL MODELS  

3D models of the analyzed cases were based on a series of 2D images perpen-

dicular to the axis of long bones obtained by computed tomography. The images 

were exported to a file in the DICOM (Digital Imaging and Communications  

in Medicine) format. This format allows the exchange and interpretation of medical 

data related to diagnostic images in medicine. It is mainly used in the processing 

of computed tomography (CT) images, magnetic resonance imaging (RM). Data 

in the DICOM format usually has a large volume, but it allows you to maintain 

high image quality. In the next step, the image series were implemented in Materialise 

Mimics 17.0, where, based on the source files, the program calculates cross-

sections in two parallel planes arranged perpendicular to the long axis of the bone. 

Then, using the conversion function from two-dimensional data in the form  

of pixels to three-dimensional pixels called voxels. Creating a virtual model using 

the tresholding function is based on thresholding radiological density values 

expressed in the Hounsfield Scale.  

 

 

Fig. 5. Calculation of 3D model for proximal tibia fracture 

 

The range of this scale is from –1000 HU for air, to about 3100 HU for 

bone tissue. It is represented by 12-bit images, where the areas closer to white 

correspond to structures that absorb more radiation, while the areas closer to black 

correspond to structures that absorb less radiation. Specific ranges of variation HU 

units correspond to the anatomical structures. The radiological density range for 

bone tissue is from +300 to +400 HU for spongy bone and from +1800 to +1900 HU 

for cortical bone. In the case of the analyzed set of images, structures with radio-

logical density from 226 to 1852 HU were isolated. When the tissue mask  
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with the desired radiological density is ready, it begins to calculate the 3D model 

based on highlighted tissues on layers in three perpendicular planes of the 3D 

coordinate system. This process for both analyzed cases is presented in Fig. 5 and 

Fig. 6. 
 

 

Fig. 6. Calculation of 3D model for distal tibia fracture 

For better model quality, voids inside the bone were filled using the “Fill cavities 

from polylines” tool, which fills the empty strokes (polylines) created on the basis of 

cross-section sketches of the initial 3D model on each layer of the image. The results 

are shown in Figures 7 and 8. 

 

Fig. 7. Final 3D model of proximal tibia fracture 



 

71 

 

Fig. 8. Final 3D model of distal tibia fracture 

The models obtained in this way provide the operator with much more infor-

mation about fracture, especially in terms of the size and distribution of bone 

fragments. It is also possible to estimate the volume of cavities, which allows you 

to prepare the right amount of material to fill them. The use of Rapid Prototyping 

technology in the broadly understood planning of orthopedic procedures allows 

for the appropriate selection of surgical instruments, which can reduce the time of 

the procedure and reduce its costs in comparison with procedures performed 

without using this technology. Moreover, thanks to additive manufacturing 

processes in form of 3D printing, physicians are able to practise each procedure 

on life-size models, derived from digital models (e.g. in STL file format) and 3D 

printed using affordable plastic materials. 

4. CONCLUSIONS 

Trauma surgery requires complex and often multidisciplinary approach. 

Radiological assessment of the fracture sites and adjacent soft tissues is crucial 

for proper surgery planning. Several imaging modalities  may be incorporated in 

diagnostic and planning protocol including conventional radiography, CT or MRI. 

Nevertheless, each trauma case can differ significantly from previous cases and 

may require individual approach. In simple fractures, the surgery is rather straight-

forward. However, intraarticular fractures, especially in deformed limbs can be  

a challenging and restoring individual anatomy may not be possible without high 

resolution 3D reconstructions with trial implant templates placement can be  

a great help in surgical planning. It gives insight into the fracture which cannot be 

obtained otherwise.  
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Abstract 

This review paper presents a shortcoming associated to data mining algo-

rithm(s) classification, clustering, association and regression which are 

highly used as a tool in different research communities. Data mining 

researches has successfully handling large amounts of dataset to solve the 

problems. An increase in data sizes was brought a bottleneck on algorithms 

to retrieve hidden knowledge from a large volume of datasets. On the other 

hand, data mining algorithm(s) has been unable to analysis the same rate 

of growth. Data mining algorithm(s) must be efficient and visual architec-

ture in order to effectively extract information from huge amounts of data 

in many data repositories or in dynamic data streams. Data visualization 

researchers believe in the importance of giving users an overview and insight 

into the data distributions. The combination of the graphical interface is 

permit to navigate through the complexity of statistical and data mining 

techniques to create powerful models. Therefore, there is an increasing 

need to understand the bottlenecks associated with the data mining 

algorithms in modern architectures and research community. This review 

paper basically to guide and help the researchers specifically to identify  

the shortcoming of data mining techniques with domain area in solving  

a certain problems they will explore. It also shows the research areas 

particularly a multimedia (where data can be sequential, audio signal, 

video signal, spatio-temporal, temporal, time series etc) in which data 

mining algorithms not yet used. 
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1.  INTRODUCTION 

 

Data mining is a process of exploring huge data, typically business related data 

which is called big data (Rehman, 2017). This process is performed to find hidden 

patterns and relationship present in the data. The overall objective of the data 

mining process is to extract knowledge from a large dataset and transform it into 

a comprehensible structure for further use (Bavisi, Mehta & Lopes, 2014). Data 

mining is the process of automatically finding implicit, previously unknown, and 

potentially useful information from large volumes of data (Yadav, Wang & Kumar, 

2013). Therefore, the role of data mining algorithms has become vital to research-

ers in science, medicine, business, and security domains. Recent advances in data 

extraction techniques have resulted in tremendous increase in the input data size 

of data mining applications (Kalyani, Bharathi & Rao, 2016). Data mining 

algorithm is the tool that involves retrospective analysis to extract diamonds of 

knowledge from historical data and predict outcome of the future (Talia, Trunfio 

& Marozzo, 2016). Data mining can automate the process of finding patterns and 

relationships in raw data and the results can be utilized for decision support.  

That is why data mining is used, especially in science, business, health, security, 

and informatics areas (Massaro et al., 2017). Data mining is a technology that uses 

various techniques to discover hidden knowledge from heterogeneous and distrib-

uted historical data stored in large databases, warehouses and other massive 

information repositories (Kotu & Deshpande, 2015). 

In researches, data mining algorithm is the tool used for retrieving hidden 

knowledge from noisy data. Hence, the volume of data enhanced from time-to-

time it is difficult to retrieve knowledge. So, the role of data mining was help to 

retrieving using different algorithms. There are a lot of data mining algorithms 

that were used to conduct researches. Many researchers and students were used 

the existing algorithms. Some algorithms need data to be feed into it to get certain 

knowledge (Kotu & Deshpande, 2015). Sometimes the quality of data has impact 

on the performance of the algorithms; hence the algorithms were measured by its 

performance and evaluations metrics on imported dataset (Massaro, Maritati  

& Galiano, 2018).  

Therefore, data mining algorithm is the heart of the data-mining process. These 

algorithms determine how cases are processed and hence provide the decision-

making capabilities needed to classify, segment, associate, and analyze data for 

processing. 

 

1.1. Shortcoming of Data Mining Algorithms 

 

On the other hand, data mining algorithms have been unable to maintain the 

same rate of growth. Consequently, there is an increasing need to understand the bot-

tlenecks associated with the execution of these algorithms in modern architectures. 

According to Ozisikyilmaz B. (2009) to analysis of the data mining applications, 
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there is an architecture problem. The architecture variation in user expectations 

and satisfaction relative to the actual hardware performance to develop more 

efficient architectures that are customized to end-users. 

Additionally, data mining algorithms were need preprocessing stages to retrieve 

hidden knowledge (Massaro, Barbuzzi, Vitti, Galiano, Aruci & Pirlo, 2016). This 

pre-processing stage is time and budget consuming, because commonly the input 

dataset owns features (noisy, null values, missed values, duplicate values, incomplete 

values), which require a transformation and cleaning step, in order to match the 

input format and assumptions of the data mining algorithms being considered 

(Wimmer & Powell, 2015). On the other hand, the data mining stage involves 

typically the use of one or more inductive learning algorithms, requiring that the 

user iterates over several steps, especially when the results are not good enough, 

either in terms of performance (accuracy) or understanding of the rules generated 

for the model (Al-Khoder & Harmouch, 2015). The other bottleneck of data 

mining algorithms is dynamic nature of data which refers to high voluminous and 

continuously changing information which is not stored earlier for analyzing and 

processing like static data. It is difficult to maintain dynamic data as it changes 

with time (Gulli & Pal, 2017). Many algorithms are used to analyze the data of 

interest. These data can be sequential, audio signal, video signal, spatio-temporal, 

temporal, time series etc (Nguyen, Woon, & Ng, 2015). 

 

1.2. Recent Researches Towards Data Mining Algorithms  

 

The finding of the research paper by Massaro et al. (2018) to improve the best 

performing predictive model k-Nearest Neighbor (k-NN) exhibited the best per-

formance. The performance comparison has been performed between Support 

Vector Machine (SVM), k-Nearest Neighbor (k-NN), gradient boosted trees, 

decision trees, and deep learning algorithms. The gradient boosted trees approach 

represents an alternative approach having the second best performance.  

The other finding of the study conducted by S.R. Joseph et al. (2016) on data 

mining algorithms presents overview of various algorithms necessary for handling 

large datasets and the strengths and limitations of data mining algorithms. This 

work argued that data mining algorithms classification, regression, and clustering 

have limitations as a large of volume of dataset. These algorithms have a bottleneck 

to handle a large volume data, to identify associations, to identify patterns and to 

analyze a large size of datasets. The study clearly showed that choosing the 

appropriate algorithm for specific purpose is a big challenge. While different 

algorithms used to perform the same business task, each algorithm come up with 

a different result, and some algorithms yield more than one type of results. 

Therefore, data mining algorithms has a jam to identify pattern from a huge dataset 

and they produce different results.  
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Clustering is one of a data mining algorithm which is used to partition mean-

ingful data into useful clusters which can be understandable and has analytical 

value. In the paper after giving a brief viewpoint of data mining and clustering 

techniques, a comparative study of various partitioning algorithms was done.  

The paper analyses four important partitioning algorithms known as K-means,  

K-Medoids, CLARA and CLARANS. The study presents a comparative table to 

understand merits and demerits of each of the algorithms. The analysis shows that 

CLARA and CLARANS are comparatively more efficient and scalable than other 

algorithms. However algorithms such as K-Means and K-Medoid can be further 

modified to make them equally efficient and scalable. The paper shows that not 

all partitions algorithms are efficient to handle large datasets. The exploration  

of partitioning algorithms opens new vistas for further development and research 

(Swarndeep Saket & Pandya, 2016). However, further research is required to 

study efficiency parameters of each of the partitioning algorithms.  

Clustering is the basic composition of data mining analysis, plays a significant 

role in different modern science research. On one hand, many tools for cluster 

analysis have been created, along with the information increase and subject 

intersection. On the other hand, each clustering data mining algorithm has its own 

strengths and weaknesses, due to the complexity of information (Xu & Tian, 

2015). The main purpose of the paper is to introduce the basic and core idea of 

each commonly used clustering algorithm, specify the source of each one, and 

analyze the advantages and disadvantages of each one. It is hard to present  

a complete list of all the clustering algorithms due to the diversity of information, 

the intersection of research fields and the development of modern computer 

technology. So 19 categories of the commonly used clustering algorithms, with 

high practical value and well-studied, are selected and one or several typical 

algorithm(s) of each category is(are) discussed in detail so as to give readers  

a systematical and clear view of the important data analysis method, clustering 

(Xu & Tian, 2015).  

 

1.3. Types of Data Mining Algorithms 

 

Data mining involves primarily the following four classes of tasks presented 

below. 

 

1.3.1. Classification  

 

a. Decision Tree 

 

Decision trees arrange information in a tree-like structure, classifying the 

information along various branches. Each branch represents an alternative route, 

a question. This structure can be used to help you predict likely values of data 

attributes. 
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b. CART 
 

Another type of algorithm is CART which is educated from trained dataset. 

Decision tree has a leaf node where non-leaf node represents a feature and each 

leaf represent a value that can take the feature. Decision tree instances are 

classified by path starts from the root and ends at a leaf node branches based on 

instance feature values (Zafarani, Abbasi & Liu, 2014). Construction of decision 

trees is based on heuristics. 
 

c. J48 
 

J48 is a Java implementation of C4.5 in Weka package is referred to as J48. 

This algorithm is used to handle both nominal and numeric values as well as 

handle missing values. 
 

d. C4.5 
 

C4.5 is used to continue data and avoids over fitting of data. Over fitting is  

a big problem at the time of displaying result of decision tree. C4.5 improves 

computational efficiency and handles training data with missing and numeric value.  

 

1.3.2. Clustering 
 

Clustering algorithms are data mining algorithms that work related data 

grouped together. Therefore, it groups like data together in various groups. There 

is no prearranged arrangement for grouping these data; alike data are assimilated, 

and the analysis of the significance of such groupings is left to the user. Clustering 

is useful to see patterns in data, such as trying to identify geographic regions that 

are likely to respond well to a certain sales campaign. 
 

a. K-means Algorithm  
 

K-means algorithm is the most largely used algorithm in many researches. This 

algorithm is a commonly used for grouping technique. The nature of k-means is 

starts with a collection of data and attempts to group them into ‘k’ number of 

groups based on certain specific distance measurements. K-means clustering 

algorithm generates a specific number of disjoint, flat (non-hierarchical) clusters. 

 

b. DBSCAN 
 

DBSCAN is also another algorithm works based on the density. This clustering 

algorithm has played a great role in finding the density of the non-linear shapes of 

the structure. DBSCAN uses the concept of density reach ability and density 

connectivity. 
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c. K-Nearest Neighbor 

 

K-nearest neighbor (KNN) is an algorithm works based on the similarity 

measure. It stores available cases and classifies new cases based on a similarity 

measure, for instance distance functions. A case is categorized by a majority vote 

of its neighbors, with the case being assigned to the most common amongst its  

k nearest neighbors measured by a distance function. If k = 1, then the case is 

assigned to the class of its nearest neighbor. This algorithm is used in statistical 

estimation and pattern recognition as a nonparametric technique. 

 

d. Expectation-Maximization 

 

Expectation-Maximization (EM): EM-based algorithm is a soft clustering 

technique; it is robust to noise and able to handle missing data. In the initial step, 

the EM-based algorithm guesses the parameters of the model, such as the 

maximum number of clusters and their centers. Then, it iteratively performs two 

alternating steps, the Expectation (E) and the Maximization (M). In the 

Expectation step, for each data object, current parameters of the model used to 

calculate its membership for each cluster. In the Maximization step, re-estimate 

the model parameters; for instance, re-calculate the new centers to maximize the 

likelihood between the model and the assumed model (Xu & Tian, 2015). 

 

e. Support Vector Machine 

 

One of the initial shortcomings of the SVMs is its costly computational complexity 

in the training phase, which leads to inapplicable algorithms in the large datasets. 

However, this problem is being solved with great success. One approach is to 

break a large optimization problem into a series of smaller problems, where each 

problem only involves a couple of carefully chosen variables so that the 

optimization can be done efficiently. The process iterates until all the decomposed 

optimization problems are solved successfully. 

A more recent approach is to consider the problem of learning SVMs as that 

of finding an approximate minimum enclosing ball of a set of instances (Štulec, 

Petljak & Kukor, 2016). These instances, when mapped to an N-dimensional 

space, represent a core set that can be used to construct an approximation to the 

minimum enclosing ball. Solving the SVMs learning problems on these core sets 

can produce good approximation solutions in very fast speed. For example, the 

core vector machine and the further ball vector machine (Otha & Higuci, 2013) 

can learn SVMs for millions of data in seconds. 
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f. PageRank 

 

PageRank produces a static ranking of Web pages in the sense that a PageRank 

value is computed for each page off-line and it does not depend on search queries. 

The algorithm relies on the democratic nature of the Web by using its vast link 

structure as an indicator of an individual page’s quality. In essence, PageRank 

interprets a hyperlink from page x to page y as a vote, by page x, for page y. 

However, PageRank looks at more than just the sheer number of votes, or links 

that a page receives. It also analyzes the page that casts the vote. Votes casted by 

pages that are themselves “important” weigh more heavily and help to make other 

pages more “important”. This is exactly the idea of rank prestige in social 

networks (Xu & Tian, 2015).  

 

1.3.3. Regression 

 

On the other hand, regression and association were algorithms largely used for 

a research purpose.  

 

a. Linear Regression 
 

This method is works based on statistics for predicting the value of a dependent 

and independent variables where the relationship between the variables can be 

described with a linear model. 

 

b. Logistic Regression 
 

This algorithm is based on the classification analog of regression. Logistic 

regression is preferable when trees in the same situations and effects are small and 

predictors contribute additively (when there are no interactions). 

 

1.3.4. Association 

 

a. Apriori approach 

 

The bottlenecks of the apriori approach is reduces the size of candidate frequent 

itemsets by using apriori property. However, it still requires two nontrivial 

computationally expensive processes. It requires as many database scans as the 

size of the largest frequent itemsets. In order to find frequent k-itemsets, the 

apriori algorithm needs to scan database k times. Breadth-first (i.e., level-wise) 

search a candidate generation and test the frequency of true appearance of the 

itemsets. It may generate a huge number of candidate sets that will be discarded 

later in the test stage. 
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One of the most popular data mining approaches is to find frequent itemsets 

from a transaction dataset and derive association rules. Given a set of transactions,  

the problem of mining association rules is to generate all association rules that 

have support and confidence no less than the user-specified minimum support 

(called minsup) and minimum confidence (called minconf), respectively. Finding 

frequent itemsets (itemsets with support no less than minsup) is not trivial because 

of the computational complexity due to combinatorial explosion. Once frequent 

itemsets are obtained, it is straightforward to generate association rules with 

confidence no less than minconf. Apriori and AprioriTid, proposed by R. Agrawal 

& R. Srikant (2015), are seminal algorithms that are designed to work for a large 

transaction dataset. 

 

b. FP-Growth Algorithm 

 

To break the two drawbacks of Apriori algorithm, FP-growth algorithm is used. 

FP-growth requires constructing FP-tree. For that, it requires two passes. 

FPgrowth uses divide and conquer strategy. It requires two scans on the database. 

It first computes a list of frequent items sorted by frequency in descending order 

(F-List) and during its first database scan. In the second scan, the database is 

compressed into a FP-tree. This algorithm performs mining on FP-tree recursively. 

There is a problem of finding frequent itemsets which is converted to searching 

and constructing trees recursively. The frequent itemsets are generated with only 

two passes over the database and without any candidate generation process. There 

are two sub processes of frequent patterns generation process which includes: 

construction of the FP-tree, and generation of the frequent patterns from the FP-

tree (Kumbhare & Chobe, 2014). 

 

1.5. Data Mining Architecture  

 

Data visualization techniques are becoming very useful methods to discover 

patterns in datasets, because they impact directly the human visual system, 

currently the most powerful pattern recognizer and discoverer (Shneiderman, 

2003). There is a wide variety of techniques, which may be used in the several 

stages of the KDD process: in the pre-processing stage, to get a rough feeling of 

the features of the dataset; in the data mining stage, to discover patterns, such as 

clusters of items, correlations or dependencies among attributes, or to visualize 

the model produced by the data mining algorithm, in order to have a better 

understanding how the responses are generated by the model. Among the most 

common visualization techniques to mine knowledge from data are 2D, 3D 

scatter-plots, and scatter-plot matrix.  
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1.6. Limitations of Data Mining Algorithms  

 

As this review paper shows that the bottleneck of data mining algorithms 

especially in researches are inefficiency of the algorithms on a large size of datasets 

and multimedia data. Data mining algorithms were not handling a large volume, 

heterogeneous data including multimedia data and spatial data (Wu et al., 2007). 

The performance of data mining algorithms are low on multimedia data (video 

signal, audio signal, sequential data, spatio-temporal, temporal, time series) and 

spatial data. Additionally, the presentation of data mining results to easily view 

and understand the output of the data mining algorithms there is a need to use 

knowledge representation (decision tree, rules, equations, semantic networks) and 

visualization techniques (such as graphs, bar charts, etc. (Huang & Hou, 2017).  

However, many data mining algorithms work with static datasets. This requires 

that the algorithm be completely rerun any time the database changes. Since data 

mining problems are often not precisely stated, interfaces may be needed with 

both domain and technical experts. Although some techniques may work well, 

they may not be accepted by users if they are difficult to use or understand. 

Determining the intended use for the information obtained from the data mining 

tool is a challenge. Indeed, how business executives can effectively use the output 

is sometimes considered the most difficult part. Because the result are type that 

have not previously been known. Business practices may have to be modified  

to determine how to effectively use the information uncovered (Massaro, Maritati 

& Galiano 2018).  

Some data mining algorithms, like k-NN, are easy to build but quite slow in 

predicting the target variables. Algorithms such as the decision tree take time  

to build but can be reduced to simple rules that can be coded into almost any 

application. The trade-offs between production responsiveness and build time 

need to be considered and if needed, the modeling phase needs to be revisited if 

the response time is not acceptable by business application. The quality of predic-

tion, accessibility of input data and the response time of the prediction remain the 

most important quality factors in the business application. Therefore, this review 

work presents an inefficiency of data mining algorithms specifically in research 

work. The role of this review is also to give a clue idea for researchers and to what 

extent the efficiency of data mining algorithms helpful on the quality of retrieve 

hidden pattern from datasets. The summary of these algorithms has been shown 

as a table 1 below. 
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Tab. 1. Summary on Inefficiency of Data Mining Algorithms 
 

No. Algorithm The study Explored Bottleneck of the Algorithm 

1.  Apriori S. R. Joseph et al., 

(2016) Data mining 

Algorithms:  

an overview,  

& G. Negandhi 

(2007) Apriori 

Algorithm Review 

for Finals 

 It is reduces the size of candidate 
frequent itemsets by using Apriori 
property. 

 It requires many database scans as the 
size of the largest frequent itemsets. 

 It needs more search space and the 
input-output cost increases. 

 It increases the number of database 
scan hence it increases in 
computational cost. 

 It discovers a huge quantity of rules, 
when some being irrelevant. 

2.  C4.5  N. Rehman (2017) 

Data Mining 

Techniques 

Methods 

Algorithms and 

Tools 

 It requires target attribute that will 
have only discrete values. 

 Small change in data can cause 
different decision trees to be built. 

 In small training set, the C4.5 
algorithm does not work very well 
(less accurate and/or efficient). 

3.  CART R. Zafarani,  

M. Abbasi and  

H. Liu (2014) 

 It has unstable decision tree. 
 It splits variable only by one.  

4.  Decision 

tree 

R. Zafarani,  

M. Abbasi  

and H. Liu (2014), 

Social Media 

Mining, 

Cambridge 

University Press 

 It cannot predict the value of a 
continuous attribute. 

 It provides error prone results on too 
many classes. 

 Irrelevant attribute affect construction 
of decision tree in a bad manner. 

 Small change in data can change the 
decision tree completely. 

 Performs poorly with many class and 
small data. 

 It does not function well with 
categorical variables having multiple 
levels. 

 It brought Over fitting problem. 

5.  EM N. Rehman (2017) 

Data Mining 

Techniques 

Methods 

Algorithms and 

Tools 

 It is slow convergence. 

 Inability to provide estimation to the 
asymptotic variance-covariance 
matrix of the maximum likelihood 
estimator. 

 The EM algorithm does not require 
the gradient. 

 It can be used in cases where some 
data values are missing, although this 
is less relevant in the 1d case. 
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Tab. 1. Summary on Inefficiency… – cont. 

6.  K-Means J. Swarndeep 

Saket ,  

& S. Pandya 

(2016)  

An Overview  

of Partitioning 

Algorithms  

in Clustering 

Techniques 

 Every time starting with a random set  
of initial clusters and repeat a number  
of times to obtain an optimal. 

 It is difficult in comparing quality of the 
clusters produced. 

 It is difficult to predict what K should be 
when fixed number of clusters can make. 

 It doesn’t work well with non-globular 
cluster. 

7.  K-Mediod  

“ 

 Due to its time complexity k-mediods  
is more costly than k-means algorithm. 

 It doesn’t scale well for a large datasets. 
 The results produced and total run time 

depends upon initial partitions. 

8.  KNN S. Bavisi, et al., 

(2014) A 

Comparative 

Study of 

Different Data 

Mining 

Algorithms 

 It has poor run time performance. 
 It requires high calculation complexity 
 It considers no weight difference 

between samples. 
 It is sensitive to irrelevant and redundant 

feature. 
 Sensitiveness to noisy or irrelevant 

attributes. 
 It is a weak as a classifier for an IDS  

is its large storage requirements. 
 It is highly susceptible to the curse of 

dimensionality and slow in classifying 
test tuples. 

9.  Naive 

Bayes 

 

“ 

 It provides less accuracy. 
 The precision of algorithm decreases if 

the amount of data is less. 
 It will consider the probability of 

attribute to be zero (zero problem). 
 Independence assumption is often 

violated in the real world. 

10.  Neural 

Networks 

H.-C Huang,  

&, C.-I. Hou 

(2017)  

 It has poor interpretability. 
 It takes time for long training. 
 Inability to interpret the learned model. 
 It has high complexity. 

11.  PageRank D. Xu & Y. 

Tian (2015) A 

Comprehensive 

Survey of 

Clustering 

Algorithms 

 It is computed value for each page off-
line and it does not depend on search 
queries. 

 Older pages may have higher rank – so 
even if a new page has some very good 
contents but it may not have many links 
in the early state. 

 PageRank can be easily increased. 
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Tab. 1. Summary on Inefficiency… – cont.  

12.  SVM S. R. Joseph et 

al., (2016)  

Data Mining 

Algorithms: An 

Overview 

 

 It is hard to interpret and memory 
intensive. 

 It is a classifier high algorithmic 
complexity and extensive memory 
requirements. 

 Depend on the choice of the kernel. 
 High complexity. 
 Difficult to design multi-class 

classifiers. 

13.  DBSCAN  D. Xu, & Y. 

Tian (2015) A 

Comprehensive 

Survey of 

Clustering 

Algorithms 

 It has trouble when the clusters have 
widely varying densities. 

 It also has trouble with high-dimensional 
data. 

 It is expensive when the computation of 
nearest neighbors requires computing all 
pairwise proximities. 

 To set an input parameters it is high 
sensitivity. 

 It is poor cluster descriptors. 

14.  Linear 

regression 

S. R. Joseph et 

al., (2016) Data 

Mining 

Algorithms: An 

Overview 

 It is limited to predicting numeric 
output. 

 It has a lack of explanation about what 
has been learned can be a problem. 

 It doesn’t work well for data with 
continuous or binary outcomes. 

15.  Logistic 

Regressio

n 

 

“ 

 It is a classic problem on text 
classification. 

 It is not stable when one predictor 
explain the response variable. 

 It requires more assumptions and 
sensitive to outliers. 

16.  Density 

Based 
 

“ 

 It fails in various density clusters. 
 It fails in neck type of dataset. 

 

 

3. CONCLUSION 

 

This review article attempts to answer which data mining algorithm(s) is 

efficient in the research work, the bottleneck associated with the algorithms and 

research area in data mining. Data mining algorithms are a tool used to retrieve 

hidden knowledge from datasets. It is a KDD process to identify the pattern and 

its relationship in huge dataset. Recent advances in data extraction techniques 

have resulted in tremendous increase in the input data size of data mining 

applications. Different algorithms provide different perspectives on the complete 

nature of the pattern. However, the size of dataset was increased from time-to-

time in different fields for research purposes. This review paper basically to show 
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a directions and used as a guide and help the researchers specifically to identify 

the shortcoming of data mining techniques with domain area in solving a certain 

problems they will explore. It also shows the research areas not yet started 

particularly in multimedia where data can be sequential, audio, video, spatio-

temporal and time series. Therefore, the reviewed paper shows that it becomes 

difficult to handle a large datasets in order to identify associations and patterns. 

And it indicates an overview of architecture and algorithms used in large datasets. 
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Abstract 

This paper presents a new method of identification of inertia moment of 

reduced masses on a shaft of an induction motor drive being a part of an 

electromechanical system. The study shows the results of simulations 

performed on the tested model of a complex electromechanical system 

during some changes of a backlash zone width. An analysis of wavelet 

scalograms of the examined signals carried out using a clustering tech-

nique was applied in the diagnostic algorithm. The correctness of the 

earliest fault detection has been verified during monitoring and identification 

of mass inertia moment for state variables describing physical quantities 

of a tested complex of the electromechanical system.  

1. INTRODUCTION 

Detection of undesirable changes of states of electromechanical processes 

takes the form of a sequence of intentional operations executed in assumed time 

using a set of machines and devices at a determined number of available resources. 

Faults and other destructive events can be the reasons for these changes of states 

(Korbicz, Kościelny & Kowalczuk, 2002). 
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In electromechanical systems, such detection is easier due to the possibility 

of examining the signals simultaneously in the time and frequency, which facili-

tates the selection of information and, subsequently, correct interpretation of the 

features that assign the caught signals to different undesirable states of the system 

indicating the appearance of the fault (Duda, 2007; Zając, 2009).  

Recognition of images consists in detection, interpretation, and identification 

of the correct features in a certain set of the examined object. The process of 

ascribing the object to a single class is named identification, whereas the ascribing 

of objects to the respective classes is named classification (Looney, 1997). 

There are several scientific studies on the new techniques of detection of 

faults in dynamic systems using time-frequency methods as well as image analysis. 

Among these papers, some are very recent (they were published in the last three 

years) and some are older. The following ones are worth mentioning:  

 using the theory of waves in the identification of dynamic systems 

(Hasiewicz & Śliwiński, 2005; Wysocki, 2006), 

 a comparative analysis of time-frequency methods in diagnostics of electric 

drives (Sajjad, Zaidi, Zanardelli, Aviyente & Strangas, 2007), 

 analysis of the possibility of application of discrete wavelet transformation  

to the envelope of stator’s current to the early detection of coil short circuits 

in induction motor indicating a fault (Wolkiewicz & Kowalski, 2015), 

 sing of discrete packet wavelet analysis of signal of stator’s current in the 

detection of faults in windings of stator’s induction motor (Mathew, 2017), 

 detection of rotor’s cracks in induction motor using the algorithm of recog-

nition of binary image created as a result of the transformation of the tested 

vector of the stator’s current (Divdel, Moghaddam & Alipour, 2016), 

 presentation of diagnostics of faults in three-phase induction motor using 

the method of extraction of features from the thermograms registered for 

the assumed states of working (Głowacz & Głowacz, 2017). 

 

 

2. PRESENTATION OF MODEL OF THE INDUCTION MOTOR DRIVE 

USED IN SIMULATION TESTS OF FAULT IDENTIFICATION 

The diagnostic tests have been conducted by means of a working machine in 

the form of a dynamic mass-absorbing-elastic element being a load to the induction 

motor. The nominal operating conditions of the induction motor were set,  

and the model has been placed in a stationary coordinate system related to the 

stator (model α, β, 0). The gradually increasing backlash zone occurs on the rod 

as a result of the line’s slip on the surface of the drive wheel of the working 

machine. 

Fig.1 shows a simplified form of a diagram of the tested complex electro-

mechanical system.  
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Fig. 1. Diagram of the tested complex electromechanical system – the induction motor drive 

is connected with the dynamic mass-absorbing-elastic element with the clutch 

The following parameters of the induction motor were selected for the exami-

nation (parameters of its equivalent circuit are expressed in relative units): 

circuit stator relative resistance rs = 0.059 [Ω], circuit rotor relative resistance  

rw = 0.048 [Ω], relative reactance of the dispersion circuit stator xs = 1.92 [Ω], 

relative reactance of the dispersion circuit rotor xw= 1.92 [Ω], relative reactance 

of the dispersed circuit xm= 1.82 [Ω], w = xs · xw – xm · xm = 0.374, mechanical 

time constant Tm = 0.86 [s]. All simulation tests have been conducted using 

MATLAB/Simulink environment. 

 

 

3. DESCRIPTION OF EXECUTION OF IDENTIFICATION TESTS  

OF THE MASS INERTIA MOMENT IN THE ELECTROMECHANICAL 

SYSTEM CONTAINING FRICTION DESCRIBED BY MEANS 

POWER EQUATION OF OSTWALD AND DE WAELE 

The tests have been carried out in four test groups, with the following four di-

fferent values of apparent viscosity coefficient ƞk: 0.0125 [Pa·s 1
n ], 0.025 [Pa·s 1

n ], 

0.0375 [Pa·s 1
n ], and 0.05 [Pa·s 1

n ]. Each test group contained seven cases to study 

with different inertia moment values. The results of simulations for all the physical 

quantities and for every case of change of inertia moment of reduced masses and 

connected stiffly with the induction motor drive rotor J1 have been written in the 

matrix N1[7,2048]. The elements of the matrix N1 have been written for each con-

sistency index ƞk. Value of an inertia moment J1 have been determined as the per-

centage in relation to its nominal value J1, down at value A% and up at value C%. 

Formal changes of inertia moment J1 have been written in matrix K1 in the 

following order: K1 = [nominal value of the inertia moment (J1 = 1.16 [kg·m2]),  
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A = 2.5% (J1 = 1.131 [kg·m2]), A = 5% (J1 = 1.102 [kg·m2]), A = 7.5%  

(J1 = 1.073 [kg·m2]), A = 17.5% (J1 = 0.957 [kg·m2]), C = 2.5 % (J1 = 1.189 

[kg·m2]), C=5% (J1 = 1.218 [kg·m2])].  

In each of the seven cases of changes of inertia moment J1, simulation tests 

have been conducted for six backlash zone widths. The backlash zone width 

values have been taken in sequence from the matrix K2, in the following order: 

[0.0025, 0.00375, 0.005, 0.0075, 0.009, 0.01]. All tests have been executed for 

the creep index n1 value equal 0.93. 

The wavelet type and its order have been selected in such a way that the shape of 

the basic wavelet approximately would be adequate to the character of the transient 

course of the tested physical quantity obtained as a result of a simulation for the 

case of the smallest backlash zone width. Based on the performed tests, the fol-

lowing selections of wavelets have been made for individual physical variables, 

with decomposition level 10: 

a)  linear acceleration of the induction motor drive a1 – sym5,  

b)  electromagnetic moment of the induction motor drive mel – db6,  

c)  angular speed of the induction motor drive rotor 1 – sym5,  

d)  linear acceleration of a mass a2 – db6,  

e)  linear speed of a mass v2 – sym5. 

  

In all the conducted simulations it was assumed that the test of dynamics of 

the electromechanical system in backlash zone starts precisely when the expression 

specified in the left part of the following inequality (1) is smaller than its right 

part:  

   2..61
2

21
,=i;

r

K
αα

(i)
  (1) 

 

where: r  – radius of the drive wheel of a working machine [m], 

K2(i) – value that has been taken sequentially from the K2 matrix   

 and corresponding to the given backlash value in mechanical    

 connection, 

i – an index number within the K2 matrix. 

 

The location change of the angle 1 for rotating masses of the induction 

motor drive [rad] has been calculated using the formula: α1 = ʃω1·dt, and the 

location change of the angle 2 of the drive wheel of the working machine [rad], 

has been calculated using the formula: α2 = ʃω2·dt, where ω1 and ω2 stand for 

angular speeds. The former refers to the angular speed of rotating masses of the 

induction motor drive [rad/s], and the latter to the speed of the drive wheel of the 

working machine [rad/s]. 
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After satisfying the condition determined by inequality described by the 

formula (1) the load moment of the induction motor drive is set to zero in the 

tested electromechanical system. 

In all the conducted simulation tests it was assumed that the tested matrix N1 

would contain 2000 samples of a signal, chosen in sequence from the moment of 

appearance of backlash zone in the tested model of the electromechanical 

system; additionally, 48 samples preceding this moment would be included. 

Therefore, the total number of samples will amount to the value of 211 = 2048, 

which enables effectively to carry out a multiresolution analysis. 

 

Fig. 2. Wavelet scalogram registered for test in which connection between  

the induction motor drive and the mechanical system loading him  

has been cut off until moment of backlash’s taking. 

Fig. 2 presents the wavelet scalogram depicting the linear acceleration of the 

induction motor drive a1 with the inertia moment amounting to the value of true 

mass inertia moment J1 decreased by about 7.5%. This simulation test has been 

conducted with backlash zone width = 0.005 at the consistency’s coefficient  

ƞk = 0.025 and the melt flow index n1 = 0.93.  
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4.  DESCRIPTION OF THE DIAGNOSTIC ALGORITHM USED  

IN PROCESSING OF THE WAVELET SCALOGRAMS BY MEANS 

OF IMAGE ANALYIS METHOD WITH USING OF A CLUSTERING 

TECHNIQUE 

According to the presented diagnostic procedure, the values of inertia 

moment J1 with the assumed backlash zone width values of matrix X3 are 

determined using normalization of values of matrix’s elements X2. 

For all the tested physical quantities, values of elements of matrix X3 have 

been calculated as the transformation of the values X2 to the range [k3, 2·k3–h3] 

according to the formula: 

 
   

  ;
333

22

2,2

),(3
khk

hk

hX
X

bae

bae













     (2) 

 6,1;436...2,1;343...2,1 eba       

where: X2 – values of matrix’s elements calculated in the test, 

h2 – the minimal value of elements of matrix X2 determined in the test, 

k2 – the maximal value of elements of matrix X2 determined in the test,  

h3 – the initial value of the range containing normalized values X2 in the test, 

k3 – the final value of the range containing normalised values X2 in the test. 

Therefore, the values of variables h2 and k have been calculated according to 

the following formulas: 

 

 h2 = min(X2(e)(a,b)); a = 1,2...343; b = 1,2...436; e ∈ <1,6>  (3) 

 

 k2 = max(X2(e)(a,b)); a = 1,2...343; b = 1,2...436; e ∈ <1,6> (4) 

 

For all the tested physical quantities, values of elements of matrix X2 have 

been calculated as the transformation of pixel colour intensities comprised in 

matrix X1 to the range [k3, 2·k3–h3]. 

 Normalization of values of the elements of the matrix X1 used in simulation 

tests conducted at consistency coefficient ƞk = 0.025 with the assumed backlash 

zone width can be described according to the formula: 

 
   
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hk
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X
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  (5) 

where: X1 – values of the elements of the matrix recorded in the test conducted 

with the nominal value of inertia moment J1 (in the case of the undamaged 

drive with the induction motor), 
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h1 – the minimal value of the elements of the matrix X1 determined in the 

test, 

k1 – the maximal value of the elements of the matrix X1 determined in the 

test, 

h3 – the initial value of the range containing normalized values X1 

determined in the test in which one assumed consistency coefficient    

ƞk = 0.025 and nominal value of inertia moment J1, 

k3 – the end value of the range containing normalised values X1 

determined in the test in which one assumed consistency coefficient    

ƞk = 0.025 and nominal value of inertia moment J1. 

 

Calculations of values of variables h1 and k1 have been performed using the 

following formulas:  

 

 h1 = min(X1(e)(a,b)); a = 1,2...343; b = 1,2...436; e ∈ <1,6> (6) 

 

 k1 = max(X1(e)(a,b)); a = 1,2...343; b = 1,2...436; e ∈ <1,6> (7) 

Values of variables h3 and k3, which represent the beginning and end of the 

range to which the values of the elements of matrix X2 have been transformed. 

For all the tested physical quantities, they have been determined using the 

minimal and maximal value, respectively, according to the formulas:  

h3 = min(h4, k4)     (8) 

k3 = max(h4, k4)     (9) 

where:  h4, k4 – values of variables obtained as a result of calculations conducted 

using variables calculated for parts of samples recorded in the test.  

 

On the basis of results obtained in the series of tests, it was decided to divide 

of calculation of values of variables h4 and k4 into two cases for every simulation 

test conducted with the assumed backlash zone width:  

–  the first case concerns linear acceleration on the circuit of the drive wheel 

of the rotor a1 and linear speed of the mass v2, 

–  the second case concerns the electromagnetic moment of the induction motor 

mel, angular speed of the rotor 1 and linear acceleration of the mass a2. 

 

In the first case, values of variables h4 and k4 have been calculated according 

to the following formulas: 

h4 = min(X1(e)(j)) – max(X1(e)(j)); e ∈ <1,6>; j = 1,2...2048;      (10) 
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 k4 = min(X1(e)(j)) + max(X1(e)(j)); e ∈ <1,6>; j = 1,2...2048;  (11) 

In the second case, calculations of differences between the minimal and 

maximal values of arithmetic means of appropriate parts of the samples chosen 

from the matrix N1 have been applied. However, values of variables h4 and k4 

have been calculated, respectively, according to the formulas: 

h4 = (me2 – md2) + (me2 – md2) + (me3 – md3)          (12) 

kd4 = (me1 – md1) – (me2 – md2) – (me3 – md3) – (me4 – md4)  (13)  

 

 The minimal values me1, me2, me3, and me4 used to determine the values of 

variables h4 and k4 have been calculated by means of the following formulas: 

 me1 = min(N1(e)(j)); e ∈ <1,6>; j = 1,2...768;   (14) 

 me2 = min(N1(e)(j)); e ∈ <1,6>; j = 1,2...1024;   (15) 

me3 = min(N1(e)(j)); e ∈ <1,6>; j = 1,2...1280;        (16) 

 me4 = min(N1(e)(j)); e ∈ <1,6>; j = 1,2...1536;  (17) 

The values of arithmetic means md1, md2, md3 and md4 have been calculated  

in the following way: 
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Values of elements of matrix N1 have been determined according to the 

following order: 



95 

 
(22)

 
 

where: M – values of the elements of matrix M recorded in the test. 

 

In the presented diagnostic method, determining of values of pattern matrices 

used in the identification of inertia moment J1 was essential. Calculations in the 

algorithm were conducted according to the clustering method using k-harmonic 

means technique (Frąckiewicz, 2011).  

An important element of the diagnostic method was conducting the most 

profitable initialisation of preliminary values of centres of clusters, membership 

function and weight function. 

The initial values of centres of clusters used in simulations have been 

calculated by means of the value of variable k3 obtained as a result of simula-

tions conducted with consistency coefficient ƞk = 0,025 [Pa·s 1
n ] during which 

the inertia moment J1 was changed at the assumed backlash zone width.  

In simulations conducted by means of the described method, values of inertia 

moments J1 have been used and chosen in sequence and according to the order 

assumed in matrix K1.  

Calculations of the initial values of centres of clusters S conducted according 

to the following formula: 

   7...2,1;6,1;1
3)(

 iekS
ie

            (23) 

where: k3 – the value of the variable determined according to the formula (8) by 

means of values of the matrix elements X1 in simulations conducted for 

all the assumed changes of inertia moment J1.  

 

Values of membership function have been written in matrix M, whereas the 

values of weight function have been written in matrix W. The initial values in 

both matrices were set equal to 1 and determined in the following way:  

   7...2,1;436...2,1;343...2,1;1
),(

 ibaM
bai

 (24) 

 436...2,1;343...2,1;1
),(

 baW
ba

 (25) 

In the next step of the algorithm, the above-described initial values of 

membership function M and weight function W have been changed using the 

following formulas (Frąckiewicz, 2011): 
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a = 1,2...343; b = 1,2...436; e ∈ <1,6>; p >= 2 
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a = 1,2...343; b = 1,2...436; e ∈ <1,6>; i = 1,2...7; p >= 2 

where: p – additional optimisation parameter. 

 

In the applied diagnostic method, the “soft” values of the membership function 

M have been calculated and met the following conditions (Frąckiewicz, 2011): 

0 <= M(i)(a,b) <= 1; a = 1,2...343; b = 1,2...436; e ∈ <1,6>; i = 1,2...7; p >= 2  (28) 
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Changes in the values of the membership function and the weight function 

have a significant impact on the values of the centres of clusters. It is then followed 

by determining a degree of membership of every value of the element of matrix 

X3 to the particular clusters. 

After updating of the values of the membership function M and weight 

function W, new values of centres of clusters S have been determined by means 

of the following formula (Frąckiewicz, 2011): 
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In the conducted simulation tests, creation of pattern matrices as well as 

tested matrices have been conducted at the same assumed backlash zone width 

for all the tested physical quantities. 

Values of all the elements of each pattern matrix have been calculated in the 

series of simulation tests in which the assumed consistency coefficient ƞk = 0.025. 
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These values have been written to 7x7 matrix N2. The tested values have been 

written into the 1x7 matrix N3.  

Values of the matrix’s elements S have been written to the matrix containing 

pattern values N2 and to the tested matrix N3. Therefore, matrices N2 and N3 have 

been determined according to the following formulas: 

 N2(e)(f,i) = S(e)(f,i)); e ∈ <1,6>; f = 1,2...7; i = 1,2...7          (31) 

 

 N3(e)(i) = S(e)(i); e ∈ <1,6>; i = 1,2...7          (32) 

Determination of the values of the elements of matrix H enables one for 

correct identification of the value of inertia moment for the calculated wavelet 

scalogram of the physical quantity at the particular consistency coefficient ƞk.  

Values of matrix H can be expressed by means of the formula: 

 
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i
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ifNNhH  (33) 

where: h5 – the value of the variable used to improve the identification results. 

 

Using of variable’s value h5 in calculations of matrix H clearly improves the 

results of the fault identification. The value of this variable causes the increase in 

the value obtained as a result of the summation of absolute values of differences 

between the values of the matrix containing pattern values N2 and values of the 

tested matrix N3.  

The most profitable for identification simulations variable’s value h5 calcu-

lated for tests conducted with all set changes of value of inertia moment J1 for 

assumed backlash zone width and in the group of analysis with the adopted 

consistency coefficient ƞk = 0.025. 

To calculate the variable’s value h5 the following formula is used: 
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Calculations of values of matrix’s elements S1 were conducted employing the 

same methodology as for calculations of values of matrix S. It can be described 

by the formula: 
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die
 (35) 
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where: h3 – the value of a variable determined according to the formula (8) by

 means of values of elements of matrix X1 for simulation tests conducted 

for all the assumed changes of values of inertia moment J1. 

 

Index nr (for nr ∈ <1, 7>) in matrix H determines the column number in the 

matrix K1, which contains the correct inertia moment of reduced masses on the 

shaft of induction motor drive. The value of index nr (nr ∈ <1, 7>) for i = 1,2...7 

in matrix H has been determined using the following minimum function:  

H(nr) = min(H(i)). Therefore, the number i of a column in the matrix K1 refers to 

the corresponding to it index nr (i = nr ). 

5.  RESULTS OF SIMULATIONS OF THE DIAGNOSTIC ALGORITHM 

APPLIED FOR IDENTIFICATION OF INERTIA MOMENT  

OF REDUCED MASSES ON SHAFT OF INDUCTION MOTOR 

DRIVE IN ELECTROMECHANICAL SYSTEM 

In the tables presented below, in the column named Test Parameters, 

backlash zone widths have been placed assumed in the process of identification 

of the value of inertia moment of reduced masses connected stiffly with the 

motor’s rotor J1. Besides, in the following tables, one bolded the correct results 

that were obtained finally in the process of identification of fault and that are the 

final results of calculations of matrix H. 

For all tested physical quantities, pattern matrices N1 have been created in  

a series of tests in which the assumed value of consistency coefficient ƞk was equal 

to 0.025 [Pa·s 1
n ]. Pattern matrices N1 have been created for analyses in which an 

additional optimisation parameter p has been adopted corresponding to the assumed 

value of this variable. This value has been placed in the tables presented below. 
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Tab. 1. Exemplified results of tests in matrix H for linear acceleration of the induction motor 

drive a1 

Test parameters Results Test parameters Results 

inertia moment 

J1 = 0.957, 

backlash zone = 0.00375, 

ƞk = 0.0375, 

optimisation parameter 

p = 2 

9.5409 

8.4485 

7.3105 

6.0374 

0.0671 
10.5406 

11.4658 

inertia moment 

J1 = 0.957, 

backlash zone = 0.00375, 

ƞk = 0.0375, 

optimisation parameter 

p = 3 

9.4615 

8.3730 

7.2421 

5.9764 

0.0675 
10.4579 

11.3810 

inertia moment 

J1 = 1.131, 

backlash zone = 0.01, 

ƞk = 0.0375, 

optimisation parameter 

p = 3 

0.0115 

0.0001 

0.0128 

0.0276 

0.1080 

0.0212 

0.0297 

inertia moment 

J1 = 1.131, 

backlash zone = 0.01, 

ƞk = 0.0375, 

optimisation parameter 

p = 9 

0.0150 

0.0002 

0.0166 

0.0357 

0.1333 

0.0276 

0.0380 

 

 

Tab. 2. Exemplified results of tests in matrix H for electromagnetic moment of the induction 

motor drive mel 

Test parameters Results Test parameters Results 

inertia moment 

J1 = 1.102, 

backlash zone = 0.0075, 

ƞk = 0.0125, 

optimisation parameter 

p = 2 

0.7347 

0.3730 

0.0012 
0.4137 

2.4923 

1.0490 

1.3497 

inertia moment 

J1 = 1.102, 

backlash zone = 0.0075, 

ƞk = 0.0125, 

optimisation parameter 

p = 3 

1.0650 

0.5381 

0.0023 

0.5904 

3.4786 

1.5264 

1.9718 

 
inertia moment 

J1 = 1.189, 

backlash zone = 0.01, 

ƞk = 0.05, 

optimisation parameter 

p = 3 

0.4008 

0.8187 

1.3102 

1.7962 

4.2535 

0.0050 

0.3993 

inertia moment 

J1 = 1.189, 

backlash zone = 0.01, 

ƞk = 0.05, 

optimisation parameter 

p = 9 

0.3424 

0.7000 

1.1203 

1.5364 

3.6411 

0.0046 

0.3415 
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Tab. 3. Exemplified results of tests in matrix H for angular speed of the rotor of the  

             induction motor drive 1  

Test parameters Results Test parameters Results 

inertia moment 

J1 = 1.218, 

backlash zone = 0.005, 

ƞk = 0.0125, 

optimisation parameter 

p = 2 

0.8648 

1.3365 

1.8056 

2.3249 

4.8432 

0.4357 

0.0604 

inertia moment 

J1 = 1.218, 

backlash zone = 0.005, 

ƞk = 0.0125, 

optimisation parameter 

p = 3 

0.8659 

1.3383 

1.8080 

2.3280 

4.8496 

0.4363 

0.0604 

inertia moment 

J1 = 1.218, 

backlash zone = 0.0025, 

ƞk = 0.05, 

optimisation parameter 

p = 3 

0.9500 

1.6000 

2.2706 

2.9889 

6.4174 

0.3959 

0.1762 

inertia moment 

J1 = 1.218, 

backlash zone = 0.0025, 

ƞk = 0.05, 

optimisation parameter 

p = 6 

0.9391 

1.5815 

2.2445 

2.9548 

6.3460 

0.3913 

0.1741 

 

According to the results of presented simulation tests, obtaining of correct 

results of identification of fault for all the tested physical quantities is possible if 

optimisation parameter p is equal or bigger than 2.  

Tab. 4. Exemplified results of tests in matrix H for linear speed of the mass v2 

Test parameters Results Test parameters Results 

inertia moment  

J1 = 1.218,  

backlash zone = 0.01,  

ƞk = 0.0125, 

optimisation parameter 

p = 2 

1.7737 

2.7766 

3.8581 

5.0250 

10.7233 

0.8414 

0.0263 

inertia moment  

J1 = 1.218,  

backlash zone = 0.01,  

ƞk = 0.0125, 

optimisation parameter 

p = 3 

1.8340 

2.8699 

3.9862 

5.1898 

11.0535 

0.8704 

0.0272 

inertia moment  

J1 = 1.073,  

backlash zone = 0.009,  

ƞk = 0.0375, 

optimisation parameter 

p = 3 

3.3018 

2.2717 

1.1624 

0.0330 

5.8461 

4.2600 

5.1521 

inertia moment  

J1 = 1.073,  

backlash zone = 0.009,  

ƞk = 0.0375, 

optimisation parameter 

p = 6 

1.8634 

1.2977 

0.6724 

0.0195 

3.6275 

2.3761 

2.8415 
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One should pay attention to the fact that if the value of additional optimisa-

tion parameter p exceeds 3, it triggers noticeable differences in results of fault’s 

identification. Such conclusions can be drawn from the minimal values of matrix 

H obtained for the calculated wavelet scalograms. It can be noticed in all the 

presented tables.  

6. CONCLUSIONS 

The presented system of damage detection – based on image analysis 

enabling for the determination of centres of clusters by means of using the changes 

of value of membership function and weight function – found its application in 

the identification of the value of the inertia moment of rotating masses connected 

stiffly with the induction motor’s rotor. The identification process has been con-

ducted in the assumed time ranges. 

The use of image analysis greatly increases the efficiency of analysis of non-

stationary signals. This method, used in a diagnostic system, can effectively reduce 

the consequences of appearing of faults because it can be successfully applied 

already in the initial phase of the development of a fault. The conducted simulation 

confirmed the functioning of the proposed methodology of fault detection. 

On the basis of the conducted research, it can be stated that the efficiency of 

detection process and fault identification can be greatly enhanced through 

ensuring appropriate ranges of changes of parameters and through the transfor-

mation the colour intensity of pixels recorded at wavelet scalogram in a system 

containing non-zero backlash zone to adequate ranges. 
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