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## Introduction

The natural development of limit theorems in probability theory has brought the wealth of generalizations of classical results. Diversity ideas and results don't allow to study all that problems within the framework of a single monograph. We will focus on a "territory" of limit theorems, if the indexes of the random variables are taken from a more general space than $\mathbb{N}$ or $\mathbb{R}$. Thus we study limit theorems for random variables with indices include numerous discrete or continuous coordinates. The set of multiple indexes we deal with is denoted by $\mathbb{N}^{d}$ or $\mathbb{R}^{d}$, where $d$ is the given natural number. Any family of random variables indexed by such spaces is called a random field.

In the introduction to the fundamental monograph [117], John B. Walsh wrote that random field research in itself is very interesting. However, one can point out many reasons, not only purely mathematical ones, that justify the need to study laws regarding random variables with a multi-parameter index. The nature of natural phenomena that we want to describe is usually multidimensional. Random fields appear in the analysis of biological and medical data, in physics and statistical mechanics and in geophysics, in particular in seismography and astrophysics. Examples of such research can be found in the publications [2], [19], [20], [18], [116], [122], [123] and [124], to name only the works showing especially interesting applications in the field of imaging the surface of the brain and its functioning.

Examples from other areas, however, are much more numerous. In statistics, the convergence of random variables with a multidimensional index is the basis for the construction of a number of non-parametric tests, for example the Mann-WhitneyWilcoxon test, the Wald-Wolfowitz series test and non-parametric analysis
of variance - the Kruskal-Wallis test. The almost sure or complete convergence of random fields that I examined is applicable in the almost certain convergence of multisample U-statistics, in non-parametric regression models and in EV-type (Errors-inVariables) linear models in which the errors are mutually dependent (cf. [43], [127]).

Let's go to brief discussion of the presented results. In this monograph we deal with theorems of the probability theory on limiting behavior of random fields with the following structures:

- independence (of random variables and random elements),
- negative association (NA),
- negative dependence (ND),
- asymptotic pairwise negative dependence (APND),
- martingale.
as well as theorems on limiting behavior of random fields with random multindex and sums of random elements taking values in Banach spaces. Most results refer to the latter structure; all were obtained for convergence in the max mode, while maintaining such moment assumptions as for convergence of random fields in the min mode. Let us now go to a more detailed presentation of the results.

In the second chapter we present Burkholder and Rosenthal inequalities for a martingale and negative associated random fields. The application of these inequalities made it possible to obtain Baum-Katz theorems for random fields of negative association and martingale structure, characterizing the rate of convergence in the Marcinkiewicz type laws of large numbers of the form

$$
\frac{S_{\mathbf{n}}}{\left(n_{1} \cdot n_{2} \cdot \ldots \cdot n_{d}\right)^{\alpha}}=\frac{S_{\mathbf{n}}}{|\mathbf{n}|^{\alpha}} \rightarrow 0 \text { a.s., as } \max \mathbf{n} \rightarrow \infty
$$

where $|\mathbf{n}|:=n_{1} \cdot n_{2} \cdot \ldots \cdot n_{d}$.

In the third chapter we present the methods of proving the complete convergence based on Kahane-Hoffmann-Jørgensen inequality. This inequality has no equivalent for sequences of dependent random variables, much less for random fields with a dependence structure. The weaker inequality of Kahane-Hoffmann-Jørgensen, established by us for some random fields with a dependence structure, is still useful for the study of complete convergence. The result that allows us to realize this idea are the Fuk-Nagaev inequalities; we prove them for negatively dependent random fields and martingales. Thanks to these results, we obtain Kahane-Hoffmann-Jørgensen inequalities for random fields with the dependence structures listed above. This in turn allowed us to obtain Baum-Katz theorems characterizing the rate of convergence in Marcinkiewicz laws of large numbers of the form

$$
\frac{S_{n}}{n_{1}^{\alpha_{1}} \cdot n_{2}^{\alpha_{2}} \cdot \ldots \cdot n_{d}^{\alpha_{d}}} \rightarrow 0 \text { a.s., as } \max \mathbf{n} \rightarrow \infty
$$

In this section, we propose a general method of proof of the Baum-Katz theorems, for random fields with any dependence structure.

To locate the results of the second and third section, compare them to the existing literature in this respect. Robert Smythe, Galen Shorack, Alan Gut and Oleg Klesov are the authors of most of the results regarding almost sure convergence of random fields; but nearly all of them are achieved on the assumption of the same distribution and independence of random variables, the methods of proof not transferable into random fields with a structure of dependence and composed of random variables with different distributions. Baum-Katz theorems were basically exclusively developed by Gut and Klesov and their associates, Peligrad and Stadtmüller. The most general results were the statements contained in the works: [53], [104] and [68]. We extend the quoted results to random fields with different dependencies and not necessarily the same distribution. In this way, we contribute to the creation of a consistent and definitely more complete family of Baum-Katz theorems for random fields. The fourth chapter is substantively quite close to previous section. What are the differences between the results of chapter 3 and of this one? The Fuk-Nagaev inequality presented in the fourth section is valid for martingale and as well as for reversed martingale for
conditional moments $r \geq 2$ while the tail probabilities are determined by the real field $\left\{y_{\mathbf{k}}>0, \mathbf{1} \preceq \mathbf{k} \preceq \mathbf{n}\right\}$.

In the fifth chapter, based on the results of [81], we generalize very interesting weighted strong law of large numbers, obtained by Jajte in [59]. Due to the large freedom of selection of weighting and normalizing functions, the result can be seen as almost sure convergence of $(h, g)$ transforms of random field or the (h,g) method of their summability. Included there are such methods of summability as: Cesàro $(C, 1)$ mean, logarithmic means, transforms of Marcinkiewicz strong law of large numbers types, etc.

In the next part of this chapter, we prove Kolmogorov SLLN for random fields with a dependence structure in pairs, defined on the basis of the concept of copulas. The structure thus defined contains random fields (sequences of random variables) negatively dependent in pairs (quadrant-wise, in particular pairwise independent) as well as structures defined by Farlie-Gumbel-Morgerstern and Ali-Mikhail-Haq copulas as well as the Plackett copulas family. The random fields considered are related to fields of asymptotically quadrant independent and asymptotically quadrant sub-independent random variables. In this chapter, we also provide the missing version, proven in [81], of the second Borel-Cantelli lemma, for events dependent in pairs, with the structure of dependence the same as the above considered random field; a result necessary in the proof of the strong laws of large numbers mentioned. All the results of this chapter were obtained for convergence in the max mode and parallel for sectoral convergence.

In the sixth and seventh chapter we discuss methods of proving the strong of large numbers for random fields taking value in Banach spaces. Thus, the sixthth chapter is devoted mainly to the presentation of some evidence techniques in the absence of Doob inequality for martingale random fields. A partial solution of the problem is achieved by generalizing the quasi-inequalities of Hajek-Réni-Chow, demonstrated by Serfling and Christofides in [23] (cf. Theorem 2.1, p. 633). Maintaining the assumptions of the previously quoted theorem of Serfling and Christofides (SC theorem), we modified the event whose probability we estimated, which gave us the tool to study almost sure convergence of random fields in the max mode (theorem SC only allows for convergence
in the min mode). The extension of the Serfling-Christofides inequality to random fields with sub-martingale structure allowed to apply it to almost sure convergence of random fields with values in the Banach space. In the second part of this chapter we present Marcinkiewicz inequality for fields of random elements. This result allowed to receive the Brunk-Prokhorov type of SLLN for random elements taking values in Ba nach space. In the next chapter we show that in order to obtain the Feller's strong law of large numbers it is enough that the sum of random elements indexed with certain subsets of $\mathbb{N}^{d}$ satisfies the asymptotic condition (this is also a necessary condition). We don't assume any codnition about the geometry of Banach space $(\mathbb{B},\| \|)$.

In the eighth chapter we deal with the weak convergence of fields of random elements in the metric space. More precisely, in the first section we give the sufficient conditions, and in most cases also necessary, for the random field $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ weakly convergent to the certain measure $\mu$, to ensure the weak convergence of $\left\{Y_{N_{\mathbf{n}}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ to the same measure, without imposing any conditions on the probabilistic relations between random fields and field of random indices.

In the last chapter we provide the results giving the rate of convergence in the weak law of large numbers for fields of independent random variables and martingales, for their partial sums indexed randomly.

This monograph is based on my unpublished selfreview scientific achievements, prepared as the habilitation thesis in mathematical sciences, successfully achieved in 2020. Additionally we give some proofs of most important theorems.

## Chapter 1

## Random field convergence problems

### 1.1. Historical outline

It appears that the first person studying the problem of convergences of families of random variables with multidimensional indices was Norbert Wiener who, in 1939, in his work „The ergodic theorem" [119] examined the convergence of the sum of $d$ parameter dependent measurable functions. More specifically, he considered the measurable mapping of $T$ in space with measure $(\Omega, \mathfrak{F}, \mu)$ preserving measure $\mu$ and studied limit properties of sums of type:

$$
S_{m}[f]=\sum_{k_{1}=1}^{m} \sum_{k_{2}=1}^{m} \ldots \sum_{k_{d}=1}^{m} f \circ T^{k_{1}+k_{2}+\cdots+k_{d}}
$$

He proved that for $d \geq 1$ and $f \in L^{1}(\Omega, \mathfrak{F}, \mu)$ the limit

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{S_{m}[f]}{m^{d}} \tag{1}
\end{equation*}
$$

exists for almost all $\omega \in \Omega$ with respect to $\mu$. Because of the fact that the partial sums considered by Wiener had such a property that each of them contained all previous
ones, conditions for convergence turned out to be the same as in the case of the classic ergodic theory. Several years later, independently of each other, Dunford in [35] and Zygmund in [130] endowed this problem with a truly multidimensional sense, assuming

$$
\begin{equation*}
S_{\mathbf{n}}[f]=\sum_{\mathbf{k} \preceq \mathbf{n}} f \circ T^{k_{1}+k_{2}+\cdots+k_{d}} \quad \text { dla } \quad \mathbf{n}=\left(n_{1}, \cdots, n_{d}\right) \in \mathbb{N}^{d} \tag{2}
\end{equation*}
$$

where $\mathbf{k} \preceq \mathbf{n}$ means that $k_{i} \leq n_{i}$ for each $i$ from the set $\{1,2, \ldots, d\}$; these sums no longer have the properties referenced above, and the problem of their convergence cannot be brought down to the convergence of "ordinary" sums. Dunford and Zygmund proved that the limit

$$
\begin{equation*}
\lim _{\min \mathbf{n} \rightarrow \infty} \frac{S_{\mathbf{n}}[f]}{n_{1} \cdot n_{2} \cdot \ldots \cdot n_{d}} \tag{3}
\end{equation*}
$$

( $\min \mathbf{n}$ is the smallest of the coordinates of vectors $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right)$ ) exists almost everywhere with respect to measure $\mu$, as long as the function $f$ satisfies the condition

$$
\begin{equation*}
\int_{\Omega}|f(\omega)|\left(\log ^{+}|f(\omega)|\right)^{d-1} d \mu<\infty \tag{4}
\end{equation*}
$$

where $\log ^{+} x=\max (0, \log x)$. In a special case where $\mu$ is a probabilistic measure, and the function $f$ is a random variable $X$, for which there is a moment

$$
\begin{equation*}
\mathbb{E}|X|\left(\log ^{+}|X|\right)^{d-1}<\infty \tag{5}
\end{equation*}
$$

from the result of Wiener, Dunford and Zygmund we obtain the Strong Law of Large Numbers (SLLN) for weakly stationary random field $X_{\mathbf{k}}=T^{k_{1}+k_{2}+, \ldots,+k_{d}} \circ X$, which refers to the existence of an almost sure limit

$$
\begin{equation*}
\lim _{\min \mathbf{n} \rightarrow \infty} \frac{\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}}{|\mathbf{n}|}=\mathbb{E} X . \tag{6}
\end{equation*}
$$

As Smythe showed in [111], in the case of fields of independent random variables with the same distribution, condition (5) is also necessary for the strong law of large numbers (6). Another important step was made by Klaus Krickeberg, when in the mid

1950s he began to examine the convergence of countably additive collection functions, which in essence are martingales indexed by directed sets.To be precise, it should be added that chronologically, Krieckeberg was overtaken by Bochner, who in [11] introduced the notion of such a martingale.

Significant progress in the study of the convergence of independent random variables and martingales indexed by partially ordered sets was noted in the 1970s, that is 30 years after the above-mentioned work of Wiener. At the beginning of the 1980s, research on other types of dependencies of random variables with multidimensional indexes and their limiting properties began. The authors of the most important works include Wichura [118], Cairoli [16], Walsh [117], Chaterji [21] and [22], Smythe, Shorack [111] and [110], Millet, Sucheston [97] and [98], Wong and Zakai, [120], [126], [121], Merzbach [92], [93] and [94], Gut [48], [50] i [49], Klesov [63], [64], [65] and [66]. Research continues.

### 1.2. Specificity of random field studies

## Modes of multiindex divergence

Limit theorems concerning random fields, i.e. families of random variables indexed with elements $\mathbb{N}^{d}$, usually designated

$$
\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}
$$

can be distinguished depending on the mode in which the index $\mathbf{n}$ tends to infinity and the rule for selecting the "vertex of the rectangle" determining partial sums $S_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}$. For example, all the "vertices" $\mathbf{n}$, in the sums that Wiener considered, were on the "diagonal" (on which all index coordinates are the same); such a special selection of sums meant that the theorems he obtained could be proved by the methods used for random variable sequences. The convergence mode that Dunford and Zygmund considered was already demanding new tools; recall (see (3)) that in their works the indices $\mathbf{n}$, of partial sums $S_{\mathbf{n}}$, were arbitrary and tended to infinity in
the sense that $\min \mathbf{n}$ tends to infinity; this is the most common mode in the literature to this day. Such convergence will be called mode of $\min$ convergence.

The second most commonly used convergence mode is convergence when max $\mathbf{n}$ (the largest of the coordinates of the vector $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right)$ ) tends to infinity; we will call it convergence in the max mode. This mode of convergence appears in all the results presented in this outline; it is obviously stronger than convergence in the min mode. In some works convergence in the max mode is called strong convergence, in contrast to the most commonly used convergence in the min mode, considered as a standard and designated $\mathbf{n} \rightarrow \infty$ (rather historically, but sometimes also called "convergence in Pringsheim's sense", cf. [99] ). We accept the convention introduced by Klesov in his monograph [68] and will use the terms max mode and min mode of convergence. There are of course other definitions of the convergence mode, but they are practically not considered at all.

We also deal with a very important type of convergence that does not have the characteristics of any convergence mode. Namely, we study the limiting behavior of partial sums $S_{\mathbf{n}}$, whose indices $\mathbf{n}$ belong to the infinite set $A \subset \mathbb{N}^{d}$. We will call this type of convergence a sectoral convergence. It has the interesting feature that the classical assumptions, as in a one-dimensional case, are sufficient for the strong laws of large numbers. This type of convergence will be discussed in detail in chapter five.

## Types of convergence

As is known, certain types of convergence of random variables, including weak convergence and convergence in probability, can be metrizable, and others, such as almost sure and complete convergence - cannot. In the theory of random fields, claims about this second class of convergence are definitely more challenging, since we can not apply the following well-known lemma, which provides a sufficient condition for the convergence of generalized sequences.

Lemma 1.2.1 ([102], Lemma V-1-1). In order that family $\left\{x_{t}, t \in T\right\}$, indexed by directed set $T$, converge to $x$ in the complete metric space $S$, it suffices $\left\{x_{t_{n}}, n \in \mathbb{N}\right\}$ be convergent to $x$ for all increasing sequences $\left\{\mathbf{t}_{n}, n \in \mathbb{N}\right\}$ in $T$.

If we limit ourselves to the case which is the subject of our considerations, i.e. when $T=\mathbb{N}^{d}$; then, for both the max and min mode of convergence we can specify the necessary and sufficient conditions for the convergence of elements of any metric space (see [83], Lemma 2.2 or [68], Corollary A. 1 and A.2). Thanks to this, some issues concerning the convergence of random fields for metrizable convergence can be reduced to the study of the convergence of subfields or sequences, and then use standard tools.

However, this path cannot be followed in the case of proofs of almost certain or complete convergence; this case requires new tools, new methods and - due to the fact that random fields are more complex than sequences - additional assumptions. In this outline we will only deal with non-matrizable convergences: almost sure and complete ones. However, it should be emphasized that some problems are common to both types of convergence; this results for example from the fact that convergences in the max and min mode are not equivalent; fields being norming families or weights for different types of convergence are generally not a simple generalization of sequences.

## Problems of convergence of martingale random fields

The modern theory of stochastic processes is based on the theory of martingales, which in the last decades has been developed to such an extent that it has become an extremely important research tool. Let us start with the definition. Assume that the $\sigma$-field $\left\{\mathfrak{F}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is a filtration on the probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, that is, the following condition is fulfilled
(F1) if $\mathbf{k} \preceq \mathbf{n}$ then $\mathfrak{F}_{\mathbf{k}} \subset \mathfrak{F}_{\mathbf{n}} \subset \mathfrak{F}$.
(In literature, this condition is historically marked (F1), as above, similarly (F2) and (F4), cf. [17], p. 113; we will stick to this convention). The integrable family of ran-
dom variables $\left\{Z_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ adapted to the filtration $\left\{\mathfrak{F}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is called a martingale random field (or just a martingale) if

$$
\bigwedge_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left(Z_{\mathbf{n}} \mid \mathfrak{F}_{\mathbf{k}}\right)=Z_{\mathbf{k}} \quad \text { a.s. }
$$

By analogy, we define the concepts of super- and submartingale.
Unfortunately, it turns out that so defined martingales with multidimensional indices differ significantly from the classical ones. From the technical point of view, attempts to demonstrate their properties are often thwarted by the lack of a tool, which is Markov's moments, and in particular the moments of entry into a given set for the first time - due to the fact that the set of indices $\mathbb{N}^{d}$ is not linearly ordered, "time of first entry" it is not well-defined. But this lack is the result of something more fundamental: martingale random fields are much less regular than their classic counterparts (natural numbers indexed martingales). This is evidenced, by the example constructed by Cairoli (see [16]), that the analogue of Doob's classic inequality

$$
\mathbb{P}\left(\max _{k \leq n}\left|M_{k}\right| \geq \lambda\right) \leq \lambda \mathbb{E}\left|M_{n}\right|
$$

where $\left\{M_{n}, n \in \mathbb{N}\right\}$ is a martingale with natural filtration - it is not true for martingale random fields.

Dubins and Pitman in 1980 (see [34]) found also a counter-example that for martinagles, as defined above, there is no equivalent to the statement, that

$$
\sup _{n \geq 1} \mathbb{E}\left|M_{n}\right|<\infty
$$

entails the existence of an almost sure limit of $\left(M_{n}\right)_{n \geq 1}$. Previously, an analogous example for a martingale indexed by directed set was given by J. Dieudonné in [32]. K. Krickeberg showed (see [70]) that for each bounded martingale indexed by directed set to be convergent (but only in the sense of essential convergence), it is necessary for the considered filtration to meet the so-called Vitali topological condition.

Very interesting results regarding the characterization of essential convergence of martingales were obtained by A. Millet, L. Sucheston [97], [98] and K. Astbury [6],
who gave necessary and sufficient conditions for essential convergence, in the language of classic stopping time and multi-valued stopping time. These theorems correspond with the theory of Burkholder [15] and Chaterji [21], [22], combining almost sure convergence with almost sure maximal inequalities for martingales with discrete time. A summary of these results can be found in the monographs of Edgar and Sucheston [36].

In the case of martingales indexed by elements of space $\mathbb{N}^{d}$, a satisfying theory can be built with the assumption of conditional independence of filtration (CI condition), which can be defined as follows (see [62], p. 35):
(F4) $\quad \mathbb{E}\left(\mathbb{E}\left(\cdot \mid \mathfrak{F}_{\mathbf{m}}\right) \mid \mathfrak{F}_{\mathbf{n}}\right)=\mathbb{E}\left(\cdot \mid \mathfrak{F}_{\mathbf{m} \wedge \mathbf{n}}\right) \quad$ a.s.

Let us add that partial sums of independent random variables with a multidimensional indices form a martingale random field with respect to natural filtration, which in this case fulfills condition (F4).

## Chapter 2

## Maximal inequalities for moments and Baum-Katz type theorems

This section is devoted to Rosenthal and Burkholder inequalities, proven in [84], for random fields with different dependencies, and with their help, the Baum-Katz type theorems were obtained, which give information about the rate of convergence in Marcinkiewicz-Zygmund laws of large numbers, as well as about complete convergence in these laws.

### 2.1. Results for negatively associated random fields

Let us begin with a reminder of the basic definition and auxiliary notations. Let $(\mathbf{n}):=\left\{\mathbf{k} \in \mathbb{N}^{d}: \mathbf{k} \preceq \mathbf{n}\right\}$.

Definition 2.1.1. A finite family of random variables $\left\{X_{\mathbf{k}}, \mathbf{k} \preceq \mathbf{n}\right\}$ is said to be negatively associated if for every pair of disjoint subset $S, T$ of ( $\mathbf{n}$ ) and any pair of coordinate-wise nondecreasing functions

$$
f: \mathbb{R}^{|S|} \rightarrow \mathbb{R}, \quad g: \mathbb{R}^{|T|} \rightarrow \mathbb{R}
$$

it follows that

$$
\operatorname{cov}\left(f\left(X_{\mathbf{j}}, \mathbf{j} \in S\right), g\left(X_{\mathbf{k}}, \mathbf{k} \in T\right)\right) \leq 0
$$

provided the covariance exists.

We say that random field $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is negatively associated, if for each $\mathbf{n} \in \mathbb{N}^{d}$ subfamily $\left\{X_{\mathbf{k}}, \mathbf{k} \preceq \mathbf{n}\right\}$ is negatively associated.

Random variables with negatively associated structure naturally appear, for example, as results of drawing from a finite population without replacement. Many known multidimensional distributions, including multidimensional hyper-geometric distribution, negatively correlated normal distribution, polynomial distribution and multivariate Dirichlet distribution, describe fields or sequences of negatively associated random variables (see Joag-Dev and Proschan [61]).

One of the basic tools that allows to prove the Baum-Katz limit theorems is Rosenthal inequality. The following Lemma is a version of Zhang and Wen result (see [128], lemma A.2) transformed into a form with the attributes of the above-mentioned inequality.

Lemma 2.1.2. ([84], Lemma 2.1) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a negatively associated random field with

$$
\mathbb{E} X_{\mathbf{n}}=0 \quad \text { and } \quad \mathbb{E}\left|X_{\mathbf{n}}\right|^{q}<\infty, \quad \mathbf{n} \in \mathbb{N}^{d}
$$

Then for $q \geq 2$, there exists a positive constant $C=C(q)$ such that

$$
\mathbb{E} \max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|^{q} \leq C\left\{\left(\log _{2}|\mathbf{n}|\right)^{q d}\left(\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E} X_{\mathbf{k}}^{2}\right)^{q / 2}+\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left|X_{\mathbf{k}}\right|^{q}\right\}, \quad \mathbf{n} \in \mathbb{N}^{d} .
$$

As we will see in a moment, this lemma allows to supplement the theorem proven in the work of Peligrad and Gut [104], dedicated to the case of random fields with the same distribution and structure of $\rho^{*}$-mixing. We weaken the assumption of a identical distributions and examine random fields with the structure of negative association. The following theorem speaks about this.

Theorem 2.1.3. ([84], Theorem 2.1) Let $\left\{X_{n}, n \in \mathbb{N}^{d}\right\}$ be a negatively associated random field. Let $\alpha p>1, \alpha>\frac{1}{2}$ and for some $q \geq 2$

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha p-2} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left[\left|X_{\mathbf{k}}\right|>|\mathbf{n}|^{\alpha}\right]<\infty, \tag{i}
\end{equation*}
$$

(ii)

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha(p-q)-2} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left(\left|X_{\mathbf{k}}\right|^{q} \mathbb{I}\left[\left|X_{\mathbf{k}}\right| \leq|\mathbf{n}|^{\alpha}\right]\right)<\infty
$$

(iii)

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha(p-q)-2}\left(\log _{2}|\mathbf{n}|\right)^{q r}\left(\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left(X_{\mathbf{k}}^{2} \mathbb{I}\left[\left|X_{k}\right| \leq|\mathbf{n}|^{\alpha}\right]\right)\right)^{q / 2}<\infty
$$

(iv)

$$
\max _{\mathbf{k} \preceq \mathbf{n}}\left|\sum_{i \preceq \mathbf{k}} \mathbb{E}\left(X_{i} \mathbb{I}\left[\left|X_{i}\right| \leq|\mathbf{n}|^{\alpha}\right]\right)\right|=o\left(|\mathbf{n}|^{\alpha}\right) .
$$

Then we have

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha p-2} \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{k}\right|>\varepsilon|\mathbf{n}|^{\alpha}\right)<\infty \text { for all } \varepsilon>0 \tag{7}
\end{equation*}
$$

The results of this type are known in the literature as Baum-Katz theorems, sometimes also referred to as the Hsu-Robbins-Erdős-Spitzer-Baum-Katz theorem. The power with the $\alpha p-2$ exponent visible in the series appearing in the assertion, in relation to the information about its convergence, allows to estimate the order of magnitude of probabilities $\mathbb{P}\left(\max _{j \preceq \mathbf{n}}\left|S_{j}\right|>\varepsilon|\mathbf{n}|^{\alpha}\right)$ for "large" $|\mathbf{n}|$.

The assumptions of the previous theorem are quite complicated. To illustrate them, in the work [84], following the notion of weak mean dominance, known in the literature, we introduced a class of weak mean bounded fields. As it turns out, in this class a much simpler necessary and sufficient condition for the convergence, such as (7), can be deduced from the Theorem 2.1.3. Let us start with the definition mentioned above.

Definition 2.1.4. ([84], Def. 1.4) Random field $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is weakly mean bounded (WMB) by random variable $\xi$ (possibly defined on different probability space) if there exist some constants $\kappa_{1}, \kappa_{2}>0$, such that for all $x>0$ and $\mathbf{n} \in \mathbb{N}^{d}$

$$
\kappa_{2} \mathbb{P}(|\xi|>x) \leq \frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left(\left|X_{\mathbf{k}}\right|>x\right) \leq \kappa_{1} \mathbb{P}(|\xi|>x)
$$

If only the right hand side of the inequality is fulfilled we say that the random field $\left\{X_{n}, n \in \mathbb{N}^{d}\right\}$ satisfies weak mean dominated condition (WMD condition). Let us note that every random field composed of variables with identical distributions is weakly mean bounded (in this case inequalities by definition turn into equations with constants $\kappa_{1}=\kappa_{2}=1$ ).

The class of WMB random fields also includes a much larger class, random variables meeting the condition of regular cover, introduced by Pruss in [106] or its less restrictive version, for example used in [73], Theorem 2.1. Since independent variables are negatively associated, the following theorem is an important generalization of the result of Gut (see [49], Theorem 3.1), which dealt with the case of independent random variables with the same distribution.

Theorem 2.1.5. ([84], Theorem 2.2) Let $\alpha$ and $p$ be constants such that $\alpha p>1$ and $\alpha>\frac{1}{2},\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a negatively associated random field, weakly bounded by random variable $\xi$. If $p \geq 1$, we additionally assume that, $\mathbb{E} X_{\mathbf{n}}=0$, for all $\mathbf{n} \in \mathbb{N}^{d}$. Then the following condition are equivalent:
(A) $\mathbb{E}|\xi|^{p}\left(\log ^{+}|\xi|\right)^{d-1}<\infty$;
(B) $\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha p-2} \mathbb{P}\left(\max _{k \preceq \mathbf{n}}\left|S_{k}\right|>\varepsilon|\mathbf{n}|^{\alpha}\right)<\infty$.

Let us add that in [84], for $\rho^{*}$-mixing random fields, we get the results in the form of the above-formulated statements 2.1.3 and 2.1.5, generalizing Theorems 2 and 5 from the work of Peligrad and Gut [103] in the case of $\rho^{*}$-mixing random fields with nonidentical distributions.

### 2.2. Results for martingale random fields

In this subsection, we would like to show that a (7) type assertion can also be obtained for martingale random fields. We will start with the lemma, which is a kind of Burkholder inequality. It is one of the few maximal inequalities that have their equivalents for the martingale random fields. The other inequalities are those of Doob
(for moments of $p>1$ ) and Hajek-Renyi. Due to the fact that its formulation contains the concept of the field of increments, let us recall (see [84], p. 580) that for any field $\left\{Z_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ there is a field $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, determined almost surely, such that

$$
Z_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}, \quad \mathbf{n} \in \mathbb{N}^{d}
$$

Such fields are an important tool for studying fields with a martingale structure and are known as fields of differences (martingale differences).

Lemma 2.2.1. ([84], Lemma 4.1)
be the corresponding field of martingale differences, $q$-integrable. Then there exist finite and positive constant $C$ depending only on $q$ and $d$ such that

$$
E\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|Z_{\mathbf{n}}\right|^{q}\right) \leq C E\left(\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}^{2}\right)^{q / 2}
$$

This lemma allows to prove the Baum-Katz type theorem for martingale random fields. Before we formulate this result, we must introduce new notations, which we will also use in the next sections. Set:

- $D:=\{1,2, \ldots, d\}, \emptyset \neq J \subseteq D$ i $C J:=D \backslash J ;$
- for all $\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{N}^{d}, \mathfrak{F}_{\mathbf{n}}^{J}:=\bigvee_{\left(n_{j} \in \mathbb{N}, j \in C J\right)} \mathfrak{F}_{\mathbf{n}}$ and if $J=\{j\}$ then $\mathfrak{F}_{\mathbf{n}}^{J}$ is denoted by $\mathfrak{F}_{\mathbf{n}}^{j}$;
- $\mathcal{G}_{\mathbf{n}}:=\bigvee_{j=1}^{d} \mathfrak{F}_{\mathbf{n}}^{j}$;
- $\widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}:=\mathcal{G}_{\mathbf{n}-\mathbf{1}} \wedge \mathfrak{F}_{\mathbf{n}}$, where $\mathbf{n}-\mathbf{1}=\left(n_{1}-1, n_{2}-1, \ldots, n_{d}-1\right)$.

Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be the field of martingale differences of martingale $\left\{\left(S_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$ whose filtration fulfills the conditional independence property (F4). We are now ready to formulate the previously announced result.

Theorem 2.2.2. ([84], Theorem 4.1) Let $\alpha, p$ and $q$ be a constants such that $\alpha p>1$, $p>1$ and $\alpha>\frac{1}{2}$. Assume condition (i) of Theorem 2.1.3 and depending on $q$, one of the following condition:
a) $\quad \sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha(p-q)-3+q / 2} \sum_{k \preceq \mathbf{n}} \mathbb{E}\left(\left|X_{k}\right|^{q} \mathbb{I}\left[\left|X_{k}\right| \leq|\mathbf{n}|^{\alpha}\right]\right)<\infty$, dla $q \geq 2 ;$
b) $\quad \sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha(p-q)-2} \sum_{k \preceq \mathbf{n}} \mathbb{E}\left(\left|X_{k}\right|^{q} \mathbb{I}\left[\left|X_{k}\right| \leq|\mathbf{n}|^{\alpha}\right]\right)<\infty$, dla $1<q<2$.

Furthermore, if for all $\varepsilon>0$

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha p-2} \mathbb{P}\left[\max _{k \preceq \mathbf{n}}\left|\sum_{i \preceq k} \mathbb{E}\left(X_{i} \mathbb{I}\left[\left|X_{i}\right| \leq|\mathbf{n}|^{\alpha}\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}\right)\right|>\varepsilon|\mathbf{n}|^{\alpha}\right]<\infty \tag{8}
\end{equation*}
$$

then (7) is satisfied.
The aforementioned theorem is the equivalent to the result for random fields with the structure of a negative association (cf. Theorem 2.1.3) and the structure of $\rho^{*}$-mixing (see [84], Theorem 3.1). In the class of independent random fields, common to the three dependence structures mentioned above, condition (8) is reduced to condition (iv) in Theorem 8 and Theorem 3.1 from [84]. We give such a version of the result in the following conclusion

Corollary 2.2.3. ([84], Corollary 4.1) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a field of independent random variables with zero-mean value, $\alpha$ and $p$ be a constants such that $p \geq 1$, $\alpha>\frac{1}{2}$ and $\alpha p>1$. Furthermore assume conditions (i) of Theorem 2.1.3 and either condition (a) or (b) of Theorem 2.2.2, with some constant $q>1$. Then, if

$$
\begin{equation*}
\frac{1}{|\mathbf{n}|^{\alpha}} \max _{j \preceq \mathbf{n}} \sum_{i \preceq j} \mathbb{E}\left(X_{i} \mathbb{I}\left[\left|X_{i}\right| \leq|\mathbf{n}|^{\alpha}\right]\right) \longrightarrow 0, \text { as } \quad \max \mathbf{n} \rightarrow \infty \tag{9}
\end{equation*}
$$

is fulfilled then (7) holds.
In addition to the comment on the last two results, we note that almost sure convergence of the series

$$
\sum_{k \preceq n} \frac{\mathbb{E}\left(\left|X_{k}\right|^{p} \mid \widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}\right)}{|\mathbf{k}|^{\alpha p}}
$$

is sufficient for condition (8) and the convergence of the above series in the form with an unconditional expected values sufficient for condition (9); moreover, if the field of independent random variables with zero-mean values meets WMD, then condition (A) appearing in Theorem 2.1.5 implies all the assumptions of Corollary 2.2.3, which imply assertion (7). This is the content of Corollary 4.2 given in [84].

## Chapter 3

## Fuk-Nagaev, Kahane-Hoffmann-Jørgensen inequalities and Baum-Katz type theorems

Numerous results generalizing the Baum-Katz theorem (B-K) are proved using the methods of symmetrization/desymmetrization and different versions of the Kahane-Hoffmann-Jørgensen inequality (K-H-J); works [53], [58] or [72] are examples in which such a command scheme was used. The K-H-J inequality has no equivalent for sequences of dependent random variables, much less for random fields with dependence structure. The difficulties we encounter in attempts to prove it indicate rather that for dependent random variables it may be untrue. The weaker version of Kahane-Hoffmann-Jørgensen inequalities proposed by us, for random fields with a dependence structure, is still useful for the study of complete and almost sure convergence. The key outcome that allows this idea to be realized is the Fuk-Nagaev inequality (F-N); we are proving them for random fields with a negative dependence and martingale structure. a direct inspiration for these studies was the desire to extend the results
of Gut and Stadtmüller, included in [53], into random fields with different structures of dependence and non identically distribution.

### 3.1. Results for martingale random fields

In this subsection we will present the Baum-Katz theorems from which we get information about the rate of convergence for the so-called asymmetric strong laws of large numbers ( cf. [54]); that differs from the results of the second chapter, in that now the normalizing field has now the form $\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|$, where $\boldsymbol{\alpha}:=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right) \in$ $\left(\frac{1}{2}, \infty\right)^{d}$ and $\mathbf{n}^{\alpha}:=\left(n_{1}^{\alpha_{1}}, n_{2}^{\alpha_{2}}, \ldots, n_{d}^{\alpha_{d}}\right)$. To receive such results - Burkholder's or Rosenthal's inequalities, which we successfully used in the second section, are not enough; here we must use a much more perfect tool - the Kahane-Hoffmann-Jørgensen inequalities. To formulate the results announced, we need additional concepts and notions related to martingale random fields. We will use the same references of notions that are used in the literature (cf., [12] and [62]):
(X2) $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is adapted to filtration $\left\{\mathfrak{F}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$;
(X3) $\mathbb{E}\left(X_{\mathbf{n}} \mid \widetilde{\mathcal{F}}_{\mathbf{n}-\mathbf{1}}\right) \leq 0 \quad$ a.s., for all $\mathbf{n} \in N^{d}$;
$\left(\mathbf{X 3}{ }^{\prime}\right) \mathbb{E}\left(X_{\mathbf{n}} \mid \widetilde{\mathcal{F}}_{\mathbf{n}-\mathbf{1}}\right)=0$ a.s., for all $\mathbf{n} \in N^{d} ;$
(F2) filtration is complete in $(\Omega, \mathfrak{F}, P)$;
(F5) $\mathbb{E}\left[\mathbb{E}\left(Y \mid \mathfrak{F}_{\mathbf{n}}\right) \mid \mathcal{G}_{\mathbf{n}-\mathbf{1}}\right]=\mathbb{E}\left(Y \mid \widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}\right)$ a.s., for all $\mathbf{n} \in N^{d}$ and arbitrary bounded random variable $Y$.

The Fuk-Nagaev inequality for martingale and reversed martingale random fields was proved in the papers [78] and [80], for the case $d=2$ and expanded in [12] for the case of $d>2$. The authors of these works formulated assumptions based on at least a second conditional moment. The results presented in [85] were obtained assuming conditional moments of order $r, 1 \leq r \leq 2$.

Let

$$
\left\{b_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}, \quad\left\{d_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}, \quad\left\{\lambda_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\} \text { and }\left\{m_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}
$$

be such families of positive numbers that for all $\mathbf{k} \in \mathbb{N}^{d}$ the following inequalities are almost surely satisfied:

$$
\begin{array}{ll}
\mathbb{E}\left(\left|X_{\mathbf{k}}\right|^{r} \mathbb{I}\left[\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \leq b_{\mathbf{k}}^{r}, & \mathbb{E}\left(X_{\mathbf{k}} \mathbb{I}\left[X_{\mathbf{k}}>-y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \leq d_{\mathbf{k}}  \tag{10}\\
\mathbb{E}\left(\left|X_{\mathbf{k}}\right|^{r} \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \leq m_{\mathbf{k}}^{r}, & \mathbb{E}\left(\left|X_{\mathbf{k}}\right| \mathbb{I}\left[\left|X_{\mathbf{k}}\right|>y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \leq \lambda_{\mathbf{k}}
\end{array}
$$

Let us denote:

$$
\begin{array}{ll}
B_{\mathbf{n}}^{r}:=\sum_{\mathbf{k} \preceq \mathbf{n}} b_{\mathbf{k}}^{r}, & D_{\mathbf{n}}:=\sum_{\mathbf{k} \preceq \mathbf{n}} d_{\mathbf{k}}, \\
M_{\mathbf{n}}^{r}:=\sum_{\mathbf{k} \preceq \mathbf{n}} m_{\mathbf{k}}^{r}, & \Lambda_{\mathbf{n}}:=\sum_{\mathbf{k} \preceq \mathbf{n}} \lambda_{\mathbf{k}} . \tag{11}
\end{array}
$$

The notations and conditions introduced allow to formulate a theorem, the assertion of which is the Fuk-Nagaev inequality for martingale random fields.

Theorem 3.1.1. ([85], Theorem 4.1) Suppose, that $\left\{\mathfrak{F}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfies condition $(F 1),(F 2),(F 4)$ and in the case $d>2$, condition $(F 5)$, whereas random field $\left\{X_{\mathbf{n}}, \in \mathbb{N}^{d}\right\}$ fulfils (X2), (X3) and (10). Furthermore, if the constants $x, y$ and $r$ are such that $x, y>0$ and $1 \leq r \leq 2$, then

$$
\begin{align*}
\mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}} S_{\mathbf{k}} \geq x\right) \leq & \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}} \geq y\right)  \tag{12}\\
& +e^{d-1} \exp \left\{\frac{x}{y}-\left(\frac{x-D_{\mathbf{n}}}{y}+\frac{B_{\mathbf{n}}^{r}}{y^{r}}\right) \ln \left[\frac{x y^{r-1}}{B_{\mathbf{n}}^{r}}+1\right]\right\} .
\end{align*}
$$

If we assume (X3') instead of (X3), we have

$$
\begin{align*}
\mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right| \geq x\right) \leq & \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right| \geq y\right)  \tag{13}\\
& +2 e^{d-1} \exp \left\{\frac{x}{y}-\left(\frac{x-D_{\mathbf{n}}}{y}+\frac{B_{\mathbf{n}}^{r}}{y^{r}}\right) \ln \left[\frac{x y^{r-1}}{B_{\mathbf{n}}^{r}}+1\right]\right\} .
\end{align*}
$$

Proof. (sketch) Let us put

$$
\begin{aligned}
& \widetilde{X}_{\mathbf{k}}=X_{\mathbf{k}} I\left[X_{\mathbf{k}} \leq y\right], \quad \widetilde{S_{\mathbf{k}}}=\sum_{\mathbf{k} \leq \mathbf{n}} \widetilde{X}_{\mathbf{k}} \text { and } \\
& Z_{\mathbf{k}}=\widetilde{X}_{\mathbf{k}}-E\left(\widetilde{X_{\mathbf{k}}} \mid \widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}\right), \quad T_{\mathbf{n}}=\sum_{\mathbf{k} \leq \mathbf{n}} Z_{\mathbf{k}}
\end{aligned}
$$

Obviously, we have

$$
\begin{equation*}
P\left(\max _{\mathbf{k} \leq \mathbf{n}} S_{\mathbf{k}} \geq x\right) \leq P\left(\max _{\mathbf{k} \leq \mathbf{n}} \widetilde{S_{\mathbf{k}}} \geq x\right)+P\left(\max _{\mathbf{k} \leq \mathbf{n}} X_{\mathbf{k}} \geq y\right) \tag{14}
\end{equation*}
$$

From (X3) implies, that $Z_{\mathbf{k}} \geq \widetilde{X_{\mathbf{k}}}$ a.s. and since $\alpha>1, h>0$

$$
\begin{equation*}
P\left(\max _{\mathbf{k} \leq \mathbf{n}} \widetilde{S_{\mathbf{k}}} \geq x\right) \leq P\left(\max _{\mathbf{k} \leq \mathbf{n}} e^{\alpha h T_{\mathbf{k}}} \geq e^{\alpha h x}\right) \tag{15}
\end{equation*}
$$

Let us observe, that $\left\{\left(e^{\alpha h T_{\mathbf{k}}}, \widetilde{\mathfrak{F}}_{\mathbf{k}}\right), \mathbf{k} \leq \mathbf{n}\right\}$ is positive submartingale. Denote $\mathbf{k}(j)=\left(k_{1}, k_{2}, \cdots, k_{j-1}, k_{j+1}, \cdots, k_{d}\right)$ for $\mathbf{k} \in \mathbb{N}^{d}$ and $1 \leq j \leq d$, thus $\left\{\max _{\mathbf{k}(d) \leq \mathbf{n}(d)} e^{\alpha h T_{\mathbf{k}}}, 1 \leq k_{d} \leq n_{d}\right\}$ is positive d-sumbartingale with respect to $\left\{\mathfrak{F}_{\mathbf{k}}^{d}, \mathbf{k} \leq \mathbf{n}\right\}$. By application of standard Doob inequality to d-submartingale and Doob inequality for submartingale random field, cf.Shorack et al. [110]

$$
\begin{align*}
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}} e^{\alpha h T_{\mathbf{k}}} \geq e^{\alpha h x}\right) \leq e^{-\alpha h x} E\left(\max _{\mathbf{k}(d) \preceq \mathbf{n}(d)}\left(e^{h T_{\mathbf{k}(d) n}}\right)^{\alpha}\right) \\
& \leq\left(\frac{\alpha}{\alpha-1}\right)^{\alpha(d-1)} e^{-\alpha h x} E e^{\alpha h T_{\mathbf{n}}} \tag{16}
\end{align*}
$$

Furthermore, we need estimations:

- $E\left(e^{\alpha h \widetilde{X}_{\mathbf{k}}} \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)=E\left(e^{\alpha h \widetilde{X_{\mathbf{k}}}} I\left[\widetilde{X_{\mathbf{k}}}<-y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)+$ $E\left(e^{\alpha h \widetilde{X_{\mathbf{k}}}} I\left[\left|\widetilde{X_{\mathbf{k}}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)=I_{10}+I_{11}$,
- $I_{10} \leq E\left(I\left[X_{\mathbf{k}}<-y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)$,

$$
\begin{aligned}
& \text { - } I_{11} \leq \frac{e^{\alpha h y-1-\alpha h y}}{y^{2}} E\left(X_{\mathbf{k}}^{2} I\left[0<\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)+ \\
& \alpha h E\left(X_{\mathbf{k}} I\left[\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)+E\left(I\left[\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \\
& \quad \leq \frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} E\left(\left|X_{\mathbf{k}}\right|^{r} I\left[0<\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)+ \\
& \alpha h E\left(X_{\mathbf{k}} I\left[\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) .
\end{aligned}
$$

Thus

$$
\begin{align*}
& E\left(e^{\alpha h Z_{\mathbf{k}}} \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right) \leq \\
& e^{-\alpha h E\left(X_{\mathbf{k}} I\left[X_{\mathbf{k}} \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)} \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} E\left(\left|X_{\mathbf{k}}\right|^{r} I\left[0<\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)+\right. \\
& \left.\alpha h E\left(X_{\mathbf{k}} I\left[\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)\right\} \leq \\
& \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} E\left(\left|X_{\mathbf{k}}\right|^{r} I\left[0<\left|X_{\mathbf{k}}\right| \leq y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)-\right. \\
& \left.\alpha h E\left(X_{\mathbf{k}} I\left[X_{\mathbf{k}}<-y\right] \mid \widetilde{\mathfrak{F}}_{\mathbf{k}-\mathbf{1}}\right)\right\} \leq \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} b_{\mathbf{k}}^{r}+\alpha h d_{\mathbf{k}}\right\} . \tag{17}
\end{align*}
$$

Now, furnishing $\{\mathbf{k}: \mathbf{k} \preceq \mathbf{n}\}$ with a total order and using property (F5), we have

$$
\begin{equation*}
E e^{\alpha h T_{\mathbf{n}}} \preceq \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} \sum_{\mathbf{k} \preceq \mathbf{n}} b_{\mathbf{k}}^{r}+\alpha h \sum_{\mathbf{k} \preceq \mathbf{n}} d_{\mathbf{k}}\right\} . \tag{18}
\end{equation*}
$$

Combining (14), (15), (16) and (18) we get

$$
\begin{align*}
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}} S_{\mathbf{k}} \geq x\right) \leq \\
& P\left(\max _{\mathbf{k} \geq \mathbf{n}} X_{\mathbf{k}} \geq y\right)+\left(\frac{\alpha}{\alpha-1}\right)^{\alpha(d-1)} e^{-\alpha h x} \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} B_{\mathbf{k}}^{r}+\alpha h D_{\mathbf{k}}\right\} \leq \\
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}} \geq y\right)+e^{d-1} \exp \left\{\frac{e^{\alpha h y-1-\alpha h y}}{y^{r}} B_{\mathbf{k}}^{r}+\alpha h D_{\mathbf{k}}-\alpha h x\right\} . \tag{19}
\end{align*}
$$

Setting,

$$
\alpha h=\frac{1}{y} \ln \left[\frac{x y^{r-1}}{B_{\mathbf{n}}^{r} 1}+1\right]
$$

one can obtain (12).
To prove (13), we set:

$$
Y_{\mathbf{k}}=-X_{\mathbf{k}} \text { and } U_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} Y_{\mathbf{k}} .
$$

Obviously, $\left\{\left(U_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$ is martingale random field satisfying assumption of our theorem. Furthermore, denote

$$
\widetilde{Y}_{\mathbf{k}}=Y_{\mathbf{k}} I\left[Y_{\mathbf{k}} \leq y\right] \text { and } \widetilde{U}_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} \widetilde{Y}_{\mathbf{k}} .
$$

Then, by standard estimation we have

$$
P\left(\max _{\mathbf{k} \geq \mathbf{n}}\left|S_{\mathbf{k}}\right| \geq x\right) \leq P\left(\max _{\mathbf{k} \leq \mathbf{n}}\left|X_{\mathbf{k}}\right| \geq y\right)+P\left(\max _{\mathbf{k} \leq \mathbf{n}} \widetilde{S_{\mathbf{k}}} \geq x\right)+P\left(\max _{\mathbf{k} \leq \mathbf{n}} \widetilde{U_{\mathbf{k}}} \geq x\right),
$$

then similarly, as in the first part of the proof we obtain (13).

Inequalities (12) and (13), called Fuk-Nagaev inequalities, allow to obtain a tool for proving Baum-Katz theorems - the Kahane-Hoffmann-Jørgensen inequality.

Lemma 3.1.2. ([85], Lemma 4.2) Let $\left\{\left(X_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfies assumption of Theorem 3.1.1 with condition ( $X 3$ '), then there exist the non-negative constants $C$ depending only on $d$ and $j$ such that for all $x>0$ and $j>0$

$$
\begin{equation*}
\mathbb{P}\left(\max _{\mathbf{k} \leq \mathbf{n}}\left|S_{\mathbf{k}}\right| \geq x\right) \leq \mathbb{P}\left(\max _{\mathbf{k} \leq \mathbf{n}}\left|X_{\mathbf{k}}\right| \geq \frac{x}{j}\right)+C\left(\frac{1}{x^{r}} M_{\mathbf{n}}^{r}\right)^{j} \tag{20}
\end{equation*}
$$

holds.
Application of Lemma 3.1.2 affords two theorems. The first of these, the BaumKatz theorem, defines the rate of convergence in Marcinkiewicz strong law of large numbers, with asymmetric normalization. It is a martingale version of the result of Gut and Stadtmüller obtained for independent random variables with the same distribution (see [53], Theorem 1.3); it is therefore a significant generalization of this result.

Theorem 3.1.3. ([85], Theorem 4.3) Let $\left\{\left(X_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfies assumptions of Theorem 3.1.1 and WMD condition with random variable $\xi$, moreover assume that for some constants $\alpha_{1}$ and $r$ satisfying the following inequalities $\alpha_{1} r>1$ and $\alpha_{1}>1 / 2$, there exist $\mathbf{n}_{\mathbf{0}} \in \mathbb{N}^{d}$ and the constant $M$ depends only on $r$ such that $\frac{1}{|\mathbf{n}|} M_{\mathbf{n}}^{r} \leq M$, for all $\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}$. Then, if

$$
\begin{equation*}
\left.\mathbb{E}|\xi|^{r}\left(\log ^{+}|\xi|\right)\right|^{p-1}<\infty \tag{21}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha_{1} r-2} \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\left|\mathbf{n}^{\alpha}\right| \varepsilon\right)<\infty, \quad \text { for all } \quad \varepsilon>0 \tag{22}
\end{equation*}
$$

where $\alpha_{1}$ is the smallest coordinate of vector $\boldsymbol{\alpha}$.
The second theorem that we can get using Lemma 3.1.2 is a generalizations of the results of Ghosal and Chandra (cf. [47], Theorem 1 (b) and 2) to martingale random fields, with less restrictive moment requirements and more general assumptions regarding the matrix of random variables - even in a one-dimensional case. Here is the content of this statement.

Theorem 3.1.4. ([85], Theorem 4.4) Let $\mathbf{k}_{\mathbf{n}}$ be a field of such elements of $\mathbb{N}^{d}$, that $\left|\mathbf{k}_{\mathbf{n}}\right|$ tends to infinity as $\max \mathbf{n} \rightarrow \infty ;\left\{X_{\mathbf{n}, \mathbf{i}}, \mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a d-dimensional array of rowwise martingale differences with respect to family of $\sigma$-algebra $\left\{\mathfrak{F}_{\mathbf{n}, \mathbf{i}}, \mathbf{i} \preceq\right.$ $\left.\mathbf{k}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, satisfying assumptions of Theorem 3.1.1 with condition (X3'). Moreover, there exist a nonnegative real fields $\left.\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\} i\left\{\widetilde{M_{\mathbf{k}_{\mathbf{n}}}^{r}}, \mathbf{n} \in \mathbb{N}^{d}\right\}\right\}$ such that

$$
\begin{equation*}
\sum_{\mathbf{j} \preceq \mathbf{k}_{\mathbf{n}}} \mathbb{E}\left(\left|X_{\mathbf{n}, \mathbf{j}}\right|^{r} \mid \widetilde{\mathfrak{F}}_{\mathbf{n}, \mathbf{j}-\mathbf{1}}\right) \leq \widetilde{M_{\mathbf{k}_{\mathbf{n}}}^{r}} \text { a.s., } \tag{i}
\end{equation*}
$$

(ii)

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}} \mathbb{P}\left(\max _{\mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}}\left|X_{\mathbf{n}, \mathbf{i}}\right|>\varepsilon\right)<\infty \text { for all } \varepsilon>0
$$

(iii) there exists the constant $j>0$ such that $\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}}\left(\widetilde{M_{\mathbf{k}_{\mathbf{n}}}^{r}}\right)^{j}<\infty$, then

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}} \mathbb{P}\left(\max _{\mathbf{l} \preceq \mathbf{k}_{\mathbf{n}}}\left|\sum_{\mathbf{i} \preceq \mathbf{l}} X_{\mathbf{n}, \mathbf{i}}\right|>\varepsilon\right)<\infty \quad \text { for all } \quad \varepsilon>0
$$

Examples of uses of this type of results as the Theorem 3.1.4 we can find, for example, in paper [47].

### 3.2. Results for negatively dependent random fields

In this subsection we show that Baum-Katz theorems with asymmetric normalization can also be obtained for random fields with the structure of negative dependence. Before we proceed to the formulation of the most important results, we will recall the definitions of random fields with such a structure.

Definition 3.2.1. A finite family of random variables $\left\{X_{\mathbf{k}}, \mathbf{k} \preceq \mathbf{n}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is said to be negatively dependent (ND) if

$$
\mathbb{P}\left[\bigcap_{\mathbf{k} \leq \mathbf{n}}\left(X_{\mathbf{k}} \leq x_{\mathbf{k}}\right)\right] \leq \prod_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left(X_{\mathbf{k}} \leq x_{\mathbf{k}}\right)
$$

and

$$
\mathbb{P}\left[\bigcap_{\mathbf{k} \preceq \mathbf{n}}\left(X_{\mathbf{k}}>x_{\mathbf{k}}\right)\right] \leq \prod_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left(X_{\mathbf{k}}>x_{\mathbf{k}}\right),
$$

for all $x_{\mathbf{k}} \in \mathbb{R}, \mathbf{k} \preceq \mathbf{n}$.
An infinite family is ND if every finite subfamily is ND.
The condition of the negative dependence of a random field is obviously less restrictive than the condition of negative association. It can be shown (see [61]) that the class of negatively associated random fields is included in the class of negatively dependent random fields.

Presentation of the results will start with several lemmas which are crucial in the proof of the condition sufficient in Theorem 3.2.12, but also very well explains the necessity of additional assumptions in Baum-Katz theorems for random fields with different distributions.

Lemma 3.2.2. ([85], Lemma 2.1) If $\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-a_{\mathbf{k}, \mathbf{n}}\right) \rightarrow 1$ as $|\mathbf{n}| \rightarrow \infty$, then for a given $0<\delta<1$ and sufficiently large $\mathbf{n}_{\mathbf{0}} \in \mathbb{N}^{d}$

$$
\bigwedge_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}} 1-\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-a_{\mathbf{k}, \mathbf{n}}\right) \geq(1-\delta) \sum_{\mathbf{k} \preceq \mathbf{n}} a_{\mathbf{k}, \mathbf{n}}
$$

For some $a>0$, let us put

$$
X_{\mathbf{i}}^{\prime}=X_{\mathbf{i}} I\left[\left|X_{\mathbf{i}}\right| \leq a\right], \quad X_{\mathbf{i}}^{\prime \prime}=X_{\mathbf{i}} I\left[\left|X_{\mathbf{i}}\right|>a\right]
$$

and

$$
\xi^{\prime}=\xi I[|\xi| \leq a], \quad \xi^{\prime \prime}=\xi I[|\xi|>a]
$$

Lemma 3.2.3. ([85], Lemma 2.2) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a field of random variables satisfying WMB condition with random variable $\xi$ and constants $\kappa_{1}, \kappa_{2}$. Let $s>0$.
(a) If $\mathbb{E}|\xi|^{s}<\infty$, then $\kappa_{2} \mathbb{E}|\xi|^{s} \leq \frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left|X_{k}\right|^{s} \leq \kappa_{1} \mathbb{E}|\xi|^{s}$.
(b) $\kappa_{2} \mathbb{E}\left|\xi^{\prime}\right|^{s} \leq \frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left|X_{k}^{\prime}\right|^{s} \leq \kappa_{1} \mathbb{E}\left|\xi^{\prime}\right|^{s}$.
(c) $\kappa_{2} \mathbb{E}\left|\xi^{\prime \prime}\right|^{s} \leq \frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left|X_{k}^{\prime \prime}\right|^{s} \leq \kappa_{1} \mathbb{E}\left|\xi^{\prime \prime}\right|^{s}$.

The following properties of ND random variables, proved by Bozorgnia et al. [13], for sequences of r.v., obviously hold true for ND random fields.

Lemma 3.2.4. ([85], Lemma 2.3) Let $\left\{X_{k}, \mathbf{k} \preceq \mathbf{n}\right\}$ be a field of ND random variables and $\left\{f_{\mathbf{k}}, \mathbf{k} \mathbf{n}\right\}$ a family of Borel functions, which all are non-decreasing (nonincreasing), then
(a) $\left\{f\left(X_{\mathbf{k}}\right), \mathbf{k} \preceq \mathbf{n}\right\}$ is a ND random field,
(b) if additionally, $X_{\mathbf{k}}$ are non-negative, we have

$$
\mathbb{E}\left(\prod_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}\right) \leq \prod_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E} X_{\mathbf{k}}
$$

Lemma 3.2.5. ([85], Lemma 2.4) Assume, that $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is a field of zero mean, square integrable ND random variables WMD by random variable $\xi$ and such that $\mathbb{E} \xi^{2}=\sigma^{2}<\infty$, then
(a)

$$
\mathbb{E}\left(\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}\right)^{2} \leq \kappa_{1} \sigma^{2}|\mathbf{n}|
$$

if additionally $\mathbb{P}\left(X_{\mathbf{k}}^{-} \leq b\right)=1$ for every $\mathbf{k} \preceq \mathbf{n}$, then

$$
\begin{equation*}
\mathbb{P}\left(\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}>x\right) \leq e^{-t x+\kappa_{1} \sigma^{2}|\mathbf{n}|} \tag{b}
\end{equation*}
$$

for all $x, b>0$ and $0<t<\frac{1}{b}$.
The next three lemmas, we present, are used to prove Lemma 3.2.9 but also they can be very useful tools in the area of limit theorems for random fields. These results are the version of the theorem for subsequences in a metric space for sequences with indices belong to partially ordered sets.

Lemma 3.2.6. If there exists an element $a \in Y$, such that from every subsequence of family $\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ of elements of metric space $(Y, d)$ we can choose a subsequence that converges to $a$, then

$$
\lim _{\max \mathbf{n} \rightarrow \infty} a_{\mathbf{n}}=a
$$

Lemma 3.2.7. Let $\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a family of elements of a metric space $(Y, d)$, thus the following conditions are equivalent:
(i) $\lim _{\max \rightarrow \infty} a_{\mathbf{n}}=a$,
(ii) $\bigwedge_{\left\{\mathbf{n}_{l}\right\} \subseteq \mathbb{N}^{d}}\left(\left\{\mathbf{n}_{l}\right\}\right.$ increasing $\left.\Rightarrow \lim _{l \rightarrow \infty} a_{\mathbf{n}_{l}}=a\right)$

Remark 1. Lemma 3.2.7 means that we can straightforward transfer metrizable convergence results for random variables to convergence of random fields as $\max \mathbf{n} \rightarrow \infty$. This tool is also very helpful to study the convergence of partial sums, it is demonstrated in the proof of Lemma 3.2.9 (see proof of Lemma 2.4 in [83]). Obviously, convergence in the sense $\max \mathbf{n} \rightarrow \infty$ implies convergence in the sense
$\min \mathbf{n} \rightarrow \infty$, thus we have another sufficient condition without completeness of $Y$ as it was assumed in Lemma V-1-1 of [102].

Lemma 3.2.8. Let $\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a family of non-negative real numbers and $S_{\mathbf{n}}=$ $\sum_{\mathbf{k} \preceq \mathbf{n}} a_{\mathbf{k}}$, then the following conditions are equivalent:
(i) $\lim _{\min \mathbf{n} \rightarrow \infty} S_{\mathbf{n}}=S$,
(ii) $\bigwedge_{\left\{\mathbf{n}_{k}\right\} \subseteq \mathbb{N}^{d}}\left(\left\{\mathbf{n}_{k}\right\}\right.$ increasing $\left.\quad \Rightarrow \lim _{k, l \rightarrow \infty}\left|S_{\mathbf{n} l b_{k}}-S_{\mathbf{n}_{l}}\right|=0\right)$.

Lemma 3.2.9. ([83], Lemma 2.4) Let $\left\{a_{\mathbf{k}, \mathbf{n}}, \mathbf{k}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a d-dimensional array of real numbers, non-decreasing with respect to $|\mathbf{n}|$ and such that $0<a_{\mathbf{k}, \mathbf{n}} \leq 1,1-a_{\mathbf{n}, \mathbf{n}}=o\left(\frac{1}{|\mathbf{n}|}\right)$, then

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{1}{|\mathbf{n}|}\left(1-\prod_{\mathbf{k} \preceq \mathbf{n}} a_{\mathbf{k}, \mathbf{n}}\right)<\infty \quad \text { implies } \quad \lim _{\max \mathbf{n} \rightarrow \infty} \prod_{\mathbf{k} \preceq \mathbf{n}} a_{\mathbf{k}, \mathbf{n}}=1 . \tag{23}
\end{equation*}
$$

The above result is a generalization of the second part of the Lemma A4.2 from Gut's monograph [56] and allows to obtain a complete convergence results for the field $\max _{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}$ of random variables with non identically distributed. Lemma 3.2.9 was proved for the purpose of the proof of Theorem 3.2.12, but it can be generalized to a form in which we consider the series

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{1}{b_{\mathbf{n}}}\left(1-\prod_{\mathbf{l} \preceq \mathbf{n}} a_{\mathbf{l}, \mathbf{n}}\right)
$$

which will allow further extensions of the Baum-Katz theorem for random fields, for example towards theorem 11.1 from chapter VI of the monograph [56].

Let us now turn to the main results of this subsection; before we do it, to simplify the expression, let us put

$$
\widehat{M}_{\mathbf{n}}^{r}:=\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left|X_{\mathbf{k}}\right|^{r}
$$

Lemma 3.2.10. ([85], Lemma 2.5) Let $\left\{X_{\mathbf{n}}, n \in \mathbb{N}^{d}\right\}$ be a field of zero mean ND random variables with finite an absolute $r$-th moment, $1 \leq r \leq 2$, then there exist constants $C>0$ depends only on $d$ and $j$ such that for all $x>0$ and $j>0$

$$
\mathbb{P}\left(\left|S_{\mathbf{n}}\right|>x\right) \leq \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>\frac{x}{j}\right)+C\left(\frac{1}{x^{r}} \widehat{M}_{\mathbf{n}}^{r}\right)^{j}
$$

holds.
The conclusion of Lemma 3.2.10 this is a Kahane-Hoffmann-Jørgensen inequality, thanks to which we can argue the Baum-Katz theorem for random fields with a negative dependence structure - we quote two such statements below, following the next Lemma.

Lemma 3.2.11. ([85], Lemma 2.6) Let $\xi$ be a random variable such that $\mathbb{E}|\xi|^{\frac{1}{\alpha_{1}}}\left(\log _{+}|\xi|\right)^{p-1}<\infty$, then under our setting with $\alpha_{1}>\frac{1}{2}$

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{\mathbb{E}|\xi|^{2} I\left[|\xi| \leq\left|\mathbf{n}^{\alpha}\right|\right]}{\left|\mathbf{n}^{\alpha}\right|^{2}}<\infty
$$

Theorem 3.2.12. ([83], Theorem 3.3, [85], Theorem 3.1) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a random field of negatively dependent, zero-mean random variables, weakly mean bounded by r.v. $\xi$. Moreover, if some constants $\alpha_{1}$ and $r$ satisfy the following inequalities $r \geq 1$, $\alpha_{1}>\frac{1}{2} i \alpha_{1} r \geq 1$ and

$$
\begin{equation*}
\mathbb{E}|\xi|^{r}\left(\log ^{+}|\xi|\right)^{p-1}<\infty \tag{24}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha_{1} r-2} \mathbb{P}\left(\left|S_{\mathbf{n}}\right|>\left|\mathbf{n}^{\alpha}\right| \varepsilon\right)<\infty, \quad \text { for all } \quad \varepsilon>0 \tag{25}
\end{equation*}
$$

Conversely,
(i) If $r>0, \alpha_{1}>\frac{1}{2}, \alpha_{1} r \geq 2$ and

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha_{1} r-2} \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)<\infty, \text { for all } \varepsilon>0 \tag{26}
\end{equation*}
$$

then (24) holds, and $\mathbb{E} \xi=0$ if $r \geq 1$;
(ii) if $r>0, \alpha_{1}>\frac{1}{2}, \alpha_{1} r \in\langle 1,2)$ assume that

$$
\begin{equation*}
\left.\mathbb{P}\left(\left|X_{\mathbf{n}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right)\right)=o\left(\frac{1}{|\mathbf{n}|}\right) \tag{27}
\end{equation*}
$$

and (26) holds for all $\varepsilon>0$ then conclusion of (i) holds.
Proof. ([83] and [85]) Let's start from implication (24) $\Rightarrow$ (25). The general idea of the proof is based on the proof of Theorem 4.1 by Gut and Stadtmüller [53], thus we sketch the proof showing differences. At the beginning, assume that $\alpha_{1}>\frac{1}{2}, \alpha_{1} r>1$ and (24) holds. Applying Lemma 3.2.10 one can obtain

$$
\begin{align*}
& \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2} P\left(\left|S_{\mathbf{n}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \leq \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2} \sum_{\mathbf{k} \preceq \mathbf{n}} P\left(\left|X_{\mathbf{k}}\right|>y\right)+ \\
& +\frac{C}{\varepsilon^{r j}} \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2}\left|\mathbf{n}^{\alpha}\right|^{-j r}\left(\sum_{\mathbf{k} \preceq \mathbf{n}} E\left|X_{\mathbf{k}}\right|^{r}\right)^{j} \leq  \tag{28}\\
& C_{1} \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-1} P\left(|\xi|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon^{\prime}\right)+C_{2} \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2+j}\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|^{-j r}\left(E|\xi|^{r}\right)^{j} \\
& =I_{2}+I_{3}, \quad \text { where } \quad \varepsilon^{\prime}=\frac{\varepsilon}{j}
\end{align*}
$$

The first sum $I_{2}$ is finite by Lemma 2.2 of [53], the second one is estimated as follows

$$
\begin{align*}
& I_{2} \leq C \sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2+j}\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|^{-j r} \leq \\
& C \sum_{\mathbf{n}} \prod_{i=1}^{d} n_{i}^{\alpha_{1} r-2+\left(1-\alpha_{1} r\right) j} \leq C \prod_{i=1}^{d} \sum_{n_{i}=1}^{\infty} n_{i}^{\alpha_{1} r-2+\left(1-\alpha_{1} r\right) j}<\infty \tag{29}
\end{align*}
$$

since exponent in the last sum can be less than minus one, for j sufficiently large. Now, assume that $\alpha_{1}>\frac{1}{2}, \alpha_{1} r=1$ and let

$$
Y_{\mathbf{k}, \mathbf{n}}=\min \left(|\mathbf{n}|^{\alpha},\left|X_{\mathbf{k}}\right|\right) \operatorname{sgn}\left(X_{\mathbf{k}}\right), \quad X_{\mathbf{k}, \mathbf{n}}=X_{\mathbf{k}} I\left[\left|X_{\mathbf{k}}\right| \leq|\mathbf{n}|^{\alpha}\right], \quad T_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} Y_{\mathbf{k}, \mathbf{n}}
$$

Thus we get

$$
\begin{align*}
& \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} P\left(\left|S_{\mathbf{n}}\right|>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \leq \\
& \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} P\left(\left|T_{\mathbf{n}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)+\sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} P\left(\left|S_{\mathbf{n}}-T_{\mathbf{n}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)=I_{4}+I_{5} \tag{30}
\end{align*}
$$

The first sum can be estimated by applying Chebyshev inequality, Lemma 3.2.5 and 3.2.3, WMD condition consecutively:

$$
\begin{align*}
& I_{4} \leq \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} \frac{E\left(T_{\mathbf{n}}-E T_{\mathbf{n}}\right)^{2}}{\varepsilon^{2}\left|\mathbf{n}^{\alpha}\right|^{2}} \leq C \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} \frac{E T_{\mathbf{n}}^{2}}{\left|\mathbf{n}^{\alpha}\right|^{2}} \leq \\
& C\left(\sum_{\mathbf{n}}\left[\frac{1}{|\mathbf{n}|} \frac{\sum_{\mathbf{k} \underline{\mathbf{n}}} E X_{\mathbf{k}, \mathbf{n}}^{2}}{\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|^{2}}+\frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \preceq \mathbf{n}} P\left(\left|X_{\mathbf{k}}\right|>\mid \mathbf{n}^{\boldsymbol{\alpha}}\right)\right]\right) \leq  \tag{31}\\
& C\left(\sum_{\mathbf{n}} \frac{E|\xi|^{2} I\left[|\xi| \leq\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right]}{\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|^{2}}+\sum_{\mathbf{n}} P\left(|\xi|>\mathbf{n}^{\boldsymbol{\alpha}}\right)\right) \leq C E|\xi|^{\frac{1}{\alpha_{1}}}\left(\log _{+}|\xi|\right)^{p-1} .
\end{align*}
$$

The last inequality follows from Lemma 3.2.11 and Lemma 2.2 of [53] respectively. On the other hand

$$
\begin{align*}
& I_{5} \leq \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} P\left(\sum_{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right| I\left[\left|X_{\mathbf{k}}\right|>\left|\mathbf{n}^{\alpha}\right|\right]>\varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \leq \\
& \sum_{\mathbf{n}} \frac{1}{|\mathbf{n}|} P\left(\sum_{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right) \leq C \sum_{\mathbf{n}} P\left(|\xi|>\left|\mathbf{n}^{\alpha}\right|\right)<\infty \tag{32}
\end{align*}
$$

by WMD condition and Lemma 2.2 of [53].
Now, we prove the implication $(26) \Rightarrow(24)$. Firstly, let us observe, that the negative and positive part of ND random variables are still ND. Thus

$$
\begin{align*}
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \geq P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \geq \\
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}^{+}>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)=1-P\left(\bigcap_{\mathbf{k} \preceq \mathbf{n}}\left[X_{\mathbf{k}}^{+} \leq 2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right]\right) \geq  \tag{33}\\
& 1-\prod_{\mathbf{k} \preceq \mathbf{n}} P\left(X_{\mathbf{k}}^{+} \leq 2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)=1-\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-P\left(X_{\mathbf{k}}^{+}>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)\right)
\end{align*}
$$

From (26) and (15) it's easy to see, that

$$
\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-P\left(X_{\mathbf{k}}^{+}>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)\right) \rightarrow 1 \text { as }|\mathbf{n}| \rightarrow \infty,
$$

what is equivalent to

$$
\begin{equation*}
\sum_{\mathbf{k} \preceq \mathbf{n}} P\left(X_{\mathbf{k}}^{+}>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \rightarrow 0 \quad \text { as } \quad|\mathbf{n}| \rightarrow \infty \tag{34}
\end{equation*}
$$

confer proof of Lemma 3.2.2. Analogously, we can get

$$
\begin{equation*}
\sum_{\mathbf{k} \preceq \mathbf{n}} P\left(X_{\mathbf{k}}^{-}>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \rightarrow 0 \quad \text { as } \quad|\mathbf{n}| \rightarrow \infty \tag{35}
\end{equation*}
$$

Now, applying Lemma 3.2.2 with $a_{\mathbf{k}, \mathbf{n}}=P\left(X_{\mathbf{k}}^{+}>\varepsilon\left|\mathbf{n}^{\alpha}\right|\right)$ and $\hat{a}_{\mathbf{k}, \mathbf{n}}=P\left(X_{\mathbf{k}}^{-}>\varepsilon\left|\mathbf{n}^{\alpha}\right|\right)$, WMB condition and Lemma 2.2 of [53], for sufficiently large $\mathbf{n}_{\mathbf{0}}$, we have

$$
\begin{aligned}
& \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \geq C_{1} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>2 \varepsilon\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right) \geq \\
& C_{2} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} \sum_{\mathbf{k} \preceq \mathbf{n}} P\left(\left|X_{\mathbf{k}}\right|>2 \varepsilon\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right) \geq C_{3} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-1} P\left(|\xi|>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \geq \\
& \left.C_{4} E|\xi|^{r}\left(\log _{+}|\xi|\right)\right|^{p-1} .
\end{aligned}
$$

It ends the proof of $(i)$ thus we sketch the proof of (ii).
The negative and positive part of ND random variables are still ND, then

$$
\begin{align*}
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \geq P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right) \geq \\
& P\left(\max _{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}^{+}>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)=1-P\left(\bigcap_{\mathbf{k} \preceq \mathbf{n}}\left[X_{\mathbf{k}}^{+} \leq 2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right]\right) \geq  \tag{36}\\
& 1-\prod_{\mathbf{k} \preceq \mathbf{n}} P\left(X_{\mathbf{k}}^{+} \leq 2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)=1-\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-P\left(X_{\mathbf{k}}^{+}>2\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)\right) .
\end{align*}
$$

Let $\left.a_{\mathbf{k}, \mathbf{n}}=P\left(X_{\mathbf{k}}^{+} \leq 2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)\right)$ thus Lemma 3.2.9 implies, that

$$
\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-P\left(X_{\mathbf{k}}^{+}>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)\right) \rightarrow 1 \text { as } \max \mathbf{n} \rightarrow \infty
$$

Analogously, we can get

$$
\prod_{\mathbf{k} \preceq \mathbf{n}}\left(1-P\left(X_{\mathbf{k}}^{-}>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)\right) \rightarrow 1 \text { as } \max \mathbf{n} \rightarrow \infty .
$$

Now, applying Lemma 3.2.2 with $a_{\mathbf{k}, \mathbf{n}}=P\left(X_{\mathbf{k}}^{+} \leq \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)$ and $\hat{a}_{\mathbf{k}, \mathbf{n}}=P\left(X_{\mathbf{k}}^{-} \leq \varepsilon\left|\mathbf{n}^{\alpha}\right|\right)$, WMB condition and Lemma 2.2 of [53], for sufficiently large $\min \mathbf{n}_{\mathbf{0}}$, we have

$$
\begin{aligned}
& \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \geq C_{1} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} P\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \geq \\
& C_{2} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-2} \sum_{\mathbf{k} \preceq \mathbf{n}} P\left(\left|X_{\mathbf{k}}\right|>2 \varepsilon\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|\right) \geq C_{3} \sum_{\mathbf{n} \npreceq \mathbf{n}_{\mathbf{0}}}|\mathbf{n}|^{\alpha_{1} r-1} P\left(|\xi|>2 \varepsilon\left|\mathbf{n}^{\alpha}\right|\right) \geq \\
& \left.C_{4} E|\xi|^{r}\left(\log _{+}|\xi|\right)\right|^{p-1} .
\end{aligned}
$$

The second part of assertion i.e., that if $r \geq 1, E \xi=0$, is rather known, confer [53] or [55].

The above theorem is another generalization of the result of Gut and Stadtmüller (see [53], Theorem 1.3), obtained for fields of independent random variables, having the same distribution - into random fields with nonidentical distribution and the structure of negative dependence.

At this point it is worth noting that even for sequences of independent random variables, but with different distributions, in a necessary condition, without any additional assumptions, we cannot weaken the inequality $\alpha_{1} r \geq 2$. The Baum-Katz condition (26) is satisfied by random variable sequences, with subsequences behaving like a random variable with a very heavy tail, without any moment; using Lemma 3.2.10 we can construct a suitable example. An additional assumption to eliminate such subsequences is therefore necessary; it seems that one of the weakest is condition (27). On
the other hand, if in Theorem 3.2.12 we assume the same distributions, of course the problem disappears and we get the following generalization of the result of Gut and Stadtmüller (cf. [53], Theorem 1.3) to the case of fields with a negative dependence structure.

Theorem 3.2.13. ([83], Theorem 3.4). Let $\left\{X_{n}, n \in \mathbb{N}^{d}\right\}$ be a random field of negatively dependent, identically distributed as $X$ random variables. If constants $\alpha_{1}$ and $r$ are such that: $r \geq 1, \alpha_{1}>\frac{1}{2}, \alpha_{1} r \geq 1$ and

$$
\begin{equation*}
\mathbb{E}|X|^{r}\left(\log ^{+}|X|\right)^{d-1}<\infty, \quad \mathbb{E} X=0 \tag{37}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{\mathbf{n}}|\mathbf{n}|^{\alpha_{1} r-2} \mathbb{P}\left(\left|S_{\mathbf{n}}\right|>\left|\mathbf{n}^{\alpha}\right| \varepsilon\right)<\infty, \quad \text { for all } \quad \varepsilon>0 \tag{38}
\end{equation*}
$$

Conversely, if $r>0, \alpha_{1}>\frac{1}{2}, \alpha_{1} r \geq 1$ and

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{\alpha_{1} r-2} \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>\left|\mathbf{n}^{\boldsymbol{\alpha}}\right| \varepsilon\right)<\infty, \quad \text { for all } \quad \varepsilon>0 \tag{39}
\end{equation*}
$$

then (37) follows and if $r \geq 1, \mathbb{E} X=0$.
In the following part of this subsection we analyze the situation when $\alpha$ is found on the edge of the area $\left(\frac{1}{2}, \infty\right)^{d}$. It turns out that if at least one of the coordinates of the vector $\boldsymbol{\alpha}$ is equal to $\frac{1}{2}$, it is enough to be in the zone of attraction of the central limit theorem and to obtain a complete convergence, strong laws of large numbers, B-K theorems - we must improve normalization. This case is explained by the following theorem.

Theorem 3.2.14. ([85], Theorem 3.2) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a field of zero-mean ND random variables satisfying WMB condition with r.v. $\xi$. Suppose, that constants $r$ and $\alpha_{1}$ are such that $r \geq 2, \alpha_{1}=\frac{1}{2}$ and $\alpha_{1} r \geq 1$. Then, if

$$
\begin{equation*}
\mathbb{E}|\xi|^{r}\left(\log ^{+}|\xi|\right)^{p-1-\frac{r}{2}}<\infty \quad \text { and } \quad \mathbb{E} \xi^{2}=\sigma^{2}<\infty \tag{40}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{(r / 2)-2} \mathbb{P}\left(\left|S_{\mathbf{n}}\right| \geq \sqrt{\prod_{i=1}^{p} n_{i} \log \left(\prod_{i=1}^{p} n_{i}\right)} \prod_{i=p+1}^{d} n_{i}^{\alpha_{i}} \varepsilon\right)<\infty \tag{41}
\end{equation*}
$$

for $\varepsilon>\sigma_{1} \sqrt{r-2}$, where $p=\max \left\{k: \alpha_{k}=\alpha_{1}\right\}$ and $\sigma_{1}^{2}=\kappa_{1} \sigma^{2}$ (cf. Def. 2.1.4).
Conversely, suppose that $r=2$ and $p \geq 2$ or $r>2$. Thus if

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{(r / 2)-2} \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{n}}\right| \geq \sqrt{\prod_{i=1}^{p} n_{i} \log \left(\prod_{i=1}^{p} n_{i}\right)} \prod_{i=p+1}^{d} n_{i}^{\alpha_{i}} \varepsilon\right)<\infty \tag{42}
\end{equation*}
$$

for some $\varepsilon>0$, then

$$
\begin{equation*}
\mathbb{E}|\xi|^{r}\left(\log ^{+}|\xi|\right)^{p-1-\frac{r}{2}}<\infty \quad \text { and } \quad \mathbb{E} \xi=0 \tag{43}
\end{equation*}
$$

The result presented above is a generalization of the theorem established by Gut and Stadtmüller for fields of independent random variables with the same distribution (see [53], Theorem 1.4), to the case of structures with negative dependence and various distributions. The next theorem was obtained directly from Lemma 3.2.10.

Theorem 3.2.15. ([85], Theorem 3.3) Let $\left\{\mathbf{k}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a family of elements of $\mathbb{N}^{d}$ such that $\left|\mathbf{k}_{\mathbf{n}}\right|$ tends to infinity, as $\max \mathbf{n}$ tends to infinity; $\left\{X_{\mathbf{n}, \mathbf{i}}, \mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}, \mathbf{n} \in\right.$ $\left.\mathbb{N}^{d}\right\}$ be a d-dimensional array, in rows negatively dependent random fields, such that $\mathbb{E} X_{\mathbf{n}, \mathbf{i}}=0$ and $\mathbb{E}\left|X_{\mathbf{n}, \mathbf{i}}\right|^{r}<\infty$ for $1 \leq r \leq 2, \mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}$ and $\mathbf{n} \in \mathbb{N}^{d} ;$ moreover, let $\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a nonnegative real field. Then, if the following conditions are satisfied
(i)

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}} \sum_{\mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}} \mathbb{P}\left(\left|X_{\mathbf{n}, \mathbf{i}}\right|>\varepsilon\right)<\infty, \text { for all } \varepsilon>0
$$

(ii) there exists the constant $j>0$ such that

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}}\left(\sum_{\mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}} \mathbb{E}\left|X_{\mathbf{n}, \mathbf{i}}\right|^{r}\right)^{j}<\infty
$$

then

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} a_{\mathbf{n}} \mathbb{P}\left(\left|\sum_{\mathbf{i} \preceq \mathbf{k}_{\mathbf{n}}} X_{\mathbf{n}, \mathbf{i}}\right|>\varepsilon\right)<\infty, \quad \text { for } \quad \varepsilon>0
$$

The above theorem is an extension of Sung's results from [114], Dehua and coauthors from [33] obtained for sequences of negatively dependent random variables to the case of random fields with the structure of negative dependence.

At the end of this section, we compare the methods used to obtain the results set out in the second and third sections. Baum-Katz theorems with asymmetric normalization are of course more general than the analogous results obtained in the second section, but they also require additional assumptions that do not weaken in the case of homogeneous normalization. Thus, we can say that the evidence used in both cases: Burkholder and Rosenthal inequalities, and Kahane-Hoffmann-Jørgensen inequality, are adequate to the assertions put forward. The exact argumentation of this statement lies in the proofs of these results.

### 3.3. Remarks on the Fuk-Nagaev inequality for negatively associated random fields

In this subsection (cf. [85]), we discuss the possibility of generalizing Baum-Katz theorems, obtained for sequences of negatively associated random variables, to the case of negatively associated random fields; in particular, Baum-Katz statements with asymmetric normalization. As in the case of martingale and negative dependence structures, in this case the Fuk-Nagaev inequality is the key. Such a result, for sequences of negatively associated random variables, was proved by Shao and published in [109]. His proof was based on decoupling methods; below we give this comparison theorem.

Let $\left\{X_{i}, 1 \leq i \leq n\right\}$ be a negatively associated sequence and let $\left\{X_{i}^{*}, 1 \leq i \leq n\right\}$ be a sequence of independent random variables such that $X_{i}^{*}$ and $X_{i}$ have the same
distribution for each $i=1,2, \ldots, n$. Then

$$
\begin{equation*}
E f\left(\max _{1 \leq k \leq n} \sum_{i=1}^{k} X_{i}\right) \leq E f\left(\max _{1 \leq k \leq n} \sum_{i=1}^{k} X_{i}^{*}\right) \tag{44}
\end{equation*}
$$

for any convex and non-decreasing function $f$ on $\mathbf{R}^{1}$, whenever the expectation on the right side exist.

In the case $d \geq 2$, Bulinski and Suquet (cf, Theorem 2.12 of [14]) have proved, that the comparison theorem does not hold in general for maximum of sums of NA random field.

Theorem 3.3.1. (Shao [109], Theorem 1) Let $\left\{X_{i}, 1 \leq i \leq n\right\}$ be a negatively associated sequence and let $\left\{X_{i}^{*}, 1 \leq i \leq n\right\}$ be a sequence of independent random variables such that $X_{i}^{*} i X_{i}$ have the same distribution for each $i=1,2, \ldots, n$. Then, for any convex and non-decreasing function $f$ on $\mathbf{R}^{1}$,

$$
\begin{equation*}
\mathbb{E} f\left(\max _{1 \leq k \leq n} \sum_{i=1}^{k} X_{i}\right) \leq \mathbb{E} f\left(\max _{1 \leq k \leq n} \sum_{i=1}^{k} X_{i}^{*}\right) \tag{45}
\end{equation*}
$$

whenever the expectation on the right side exist.
In the case $d \geq 2$, Bulinski and Suquet (cf, Theorem 2.12 of [14]) have proved, that the comparison theorem does not hold in general for negatively associated random field.

Theorem 3.3.2. (Bulinski, Suquet [14]) Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a function such that $f(1)>f(0)$ (in particular, strictly increasing). Then, for any $d>1$ there exist a NA random field $X=\left\{X_{\mathbf{j}}, \mathbf{j} \in \mathbb{N}^{d}\right\}$ and $\mathbf{n}_{0} \in \mathbb{N}^{d}$ such that

$$
\begin{equation*}
\mathbb{E} f\left(\max _{\mathbf{k} \preceq \mathbf{n}_{0}} \sum_{\mathbf{i} \preceq \mathbf{k}} X_{\mathbf{i}}\right)>\mathbb{E} f\left(\max _{\mathbf{k} \preceq \mathbf{n}_{0}} \sum_{\mathbf{i} \preceq \mathbf{k}} X_{\mathbf{i}}^{*}\right) \tag{46}
\end{equation*}
$$

where $X^{*}=\left\{X_{\mathbf{j}}^{*}, \mathbf{j} \in \mathbb{N}^{d}\right\}$ is decoupled version of $X$.

The Shao method, in the case of negatively associated random fields, is not only ineffective for this reason. Shao uses the maximum inequality for a non-negative supermartingale. This inequality is not true for random fields, for the same reasons as Doob's maximum inequality (cf. comments on p. 11).

In [85], we show that Kahane-Hoffmann-Jørgensen inequality (20) plays an essential role in proving Baum-Katz theorems. In my opinion, this opens up some new possibilities for the proof of Baum-Katz theorems for random fields with such dependencies, for which we cannot prove the Fuk-Nagaev inequality. In general, the idea is to transfer the problem to other inequalities that are already proven for a given structure or which are easier to prove. The starting point may be, for example, an inequality of the form

$$
\begin{equation*}
\mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|S_{\mathbf{k}}\right|>x\right) \leq \mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}}\left|X_{\mathbf{k}}\right|>\frac{x}{j}\right)+C\left(\frac{1}{x^{r}} M_{\mathbf{n}}\right)^{j} \tag{47}
\end{equation*}
$$

where $M_{\mathbf{n}}:=\sum_{\mathbf{k} \preceq \mathbf{n}} \alpha_{\mathbf{k}}$ and $\alpha_{\mathbf{k}} \in \mathbb{R}_{+}$.
This approach, known as the "general approach to SLLN", was introduced by Fazekas and Klesov in [41].

## Chapter 4

## Fuk-Nagaev inequalities for fields of martingales and reversed martingales

According to the title, in this chapter we return to the Fuk-Nagaev inequality, presenting the results contained in [77] and [78].

### 4.1. Fuk-Nagaev inequalities for fields of martingales

What are the differences between the results of section 3.1 and of this one? The Fuk-Nagaev inequality presented in this subsection is valid for the dimension of the set of indices $d=2$, conditional moments $r \geq 2$ and tail probabilities determined by the real field $\left\{y_{\mathbf{k}}>0, \mathbf{1} \preceq \mathbf{k} \preceq \mathbf{n}\right\}$.

So let $\left\{\left(X_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}\right), \mathbf{n} \in \mathbb{N}^{2}\right\}$ be the field of martingales differences (specified in section 2.2) satisfying the condition $(F 4)$ and $\mathbb{E}\left(X_{\mathbf{k}} \mid \mathcal{G}_{\mathbf{k}-\mathbf{1}}\right)=0$ a.s. for $\mathbf{k} \preceq \mathbf{n}$ (see notation in section 3.1 ).

Theorem 4.1.1. Assume that there exist such positive number fields $\left\{b_{y_{\mathbf{k}}}^{2}, \mathbf{k} \in \mathbb{N}^{2}\right\}$
and $\left\{a_{y_{\mathbf{k}}}^{r}, \mathbf{k} \in \mathbb{N}^{2}\right\}$, that for $\mathbf{j} \preceq \mathbf{k} \preceq \mathbf{n}$ we have

$$
\begin{equation*}
\mathbb{E}\left(X_{\mathbf{k}}^{2} \mathbb{I}\left(X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}\right) \leq b_{y_{\mathbf{k}}}^{2} \text { a.s. } \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(X_{\mathbf{k}}^{r} \mathbb{I}\left(0 \leq X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}\right) \leq a_{y_{\mathbf{k}}}^{r} \text { a.s. } \tag{49}
\end{equation*}
$$

With these assumptions, if

$$
\begin{equation*}
\max \left[t, \ln \left(\beta x y^{t-1} / A_{t, Y}+1\right)\right]>\alpha x y /\left(e^{t} B_{Y}^{2}\right) \tag{50}
\end{equation*}
$$

then

$$
\begin{align*}
\mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}} S_{\mathbf{k}} \geq x\right) & \leq \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left(X_{\mathbf{k}} \geq y_{\mathbf{k}}\right) \\
& +4^{d-1} \exp \left\{\frac{\beta x}{y}-\left(1-\frac{\alpha}{2}\right) \frac{x}{y} \ln \left[\frac{\beta x y^{t-1}}{A_{t, Y}}+1\right]\right\} \tag{51}
\end{align*}
$$

where
$0<\alpha<1, \beta=1-\alpha, B_{Y}^{2}:=\sum_{\mathbf{k} \preceq \mathbf{n}} b_{y_{\mathbf{k}}}^{2}, A_{r, Y}:=\sum_{\mathbf{k} \preceq \mathbf{n}} a_{y_{\mathbf{k}}}^{r}$ and $y \geq \max \left\{y_{\mathbf{i}}, \mathbf{i} \preceq \mathbf{n}\right\} ;$
if in condition (9.2.1) we assume an inequality with the opposite direction, then

$$
\begin{equation*}
\mathbb{P}\left(\max _{\mathbf{k} \preceq \mathbf{n}} S_{\mathbf{k}} \geq x\right) \leq \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{P}\left(X_{\mathbf{k}} \geq y_{\mathbf{k}}\right)+4^{d-1} \exp \left\{-\alpha^{2} x^{2} /\left(2 e^{r} B_{Y}^{2}\right)\right\} \tag{52}
\end{equation*}
$$

More inequalities, conclusions and comments are given in [77].

### 4.2. Fuk-Nagaev inequalities for fields

## of reversed martingales

The "symmetry" of the definition of a martingale and a reversed martingale translates into many results, here, on the example of one inequality, we show that this is the case of Fuk-Nagaev inequality for random fields.

Let the family of $\sigma$-algebras $\left\{\mathfrak{F}_{\mathbf{n}}^{\prime}, \mathbf{n} \in \mathbb{N}^{2}\right\}$ be descending (contracting) with respect to the,$\preceq "$ order in the index set $\mathbb{N}^{2}$. The $\left\{\left(S_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}^{\prime}\right), \mathbf{n} \in \mathbb{N}^{2}\right\}$ family is called a reversed martingale random field if it meets the moments and adaptedness conditions such as for the martingale structure and:

$$
\begin{align*}
& \mathbb{E}\left(S_{\mathbf{m}} \mid \mathfrak{F}_{\mathbf{n}}\right)=S_{\mathbf{n}} \text { a.s., for } \mathbf{n} \succeq \mathbf{m} \\
& \mathbb{E}\left(\cdot\left|\mathfrak{F}_{\mathbf{i}}\right| \mathfrak{F}_{\mathbf{k}}\right)=\mathbb{E}\left(\cdot \mid \mathfrak{F}_{\mathbf{i} \vee \mathbf{k}}\right) \text { a.s. } \tag{53}
\end{align*}
$$

where $\mathbf{i} \vee \mathbf{k}:=\left(i_{1} \vee k_{1}, \ldots, i_{d} \vee k_{d}\right)$. Condition (53) fulfills the same role as condition (F4) for martingale random fields. Let $\left\{y_{\mathbf{k}}>0, \mathbf{k} \succeq \mathbf{n}\right\}$ be a real field and $y$ is such that $\left.y \geq \sup \left\{y_{\mathbf{k}}, \mathbf{k} \succeq \mathbf{n}\right\}\right\}$, then conditions (9.2.1) and (9.2.1) for $\mathbf{j} \succeq \mathbf{k} \succeq \mathbf{n}$ have the form:

$$
\begin{equation*}
\mathbb{E}\left(X_{\mathbf{k}}^{2} \mathbb{I}\left(X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}^{\prime}\right) \leq b_{y_{\mathbf{k}}}^{2} \text { a.s. } \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(X_{\mathbf{k}}^{r} \mathbb{I}\left(0 \leq X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}^{\prime}\right) \leq a_{y_{\mathbf{k}}}^{r} \text { a.s. } \tag{55}
\end{equation*}
$$

So if the condition

$$
\mathbb{E}\left(X_{\mathbf{k}} \mathbb{I}\left(X_{\mathbf{k}}<y\right) \mid \mathcal{G}_{\mathbf{k}+1}^{\prime}\right) \leq 0 \text { a.s., } \quad \text { where } \quad \mathcal{G}_{\mathbf{k}+\mathbf{1}}^{\prime}:=\bigvee_{\mathbf{j} \npreceq \mathbf{k}} \mathfrak{F}_{\mathbf{j}}^{\prime}
$$

is satisfied and (53), as well as (54), (55) and (9.2.1), we get the Fuk-Nagaev inequalities in the form of (51) and (52), while the sup and summation take place over the set $\left\{\mathbf{k} \in \mathbb{N}^{2}: \mathbf{k} \succeq \mathbf{n}\right\}$ (cf. [78]).

## Chapter 5

## Strong Law of Large Numbers in sector

While considering the strong laws of large numbers for random fields, one more question can be asked, already signaled in the introduction. Suppose that $\mathbf{n}$ - indices of partial sums of $S_{\mathbf{n}}$ are selected from a certain infinite subset of $A \subset \mathbb{N}^{d}$. When examining the convergence of such sums, we are not considering all of them. Can we suppose (cf. Gabriel, [42]) that thanks to this we will be able to weaken the necessary and sufficient condition for the SLLN. It is one of the most difficult problems of almost sure convergence, connected with the problem of limit theorems for "subsequences" (cf. Klesov, [68] p. 246). The convergence of the random field indexed with the infinite set $A \subset \mathbb{N}^{d}$ will be understood as follows

$$
\begin{equation*}
\xi_{\mathbf{n}} \rightarrow 0 \text { a.s., as } \mathbf{n} \rightarrow \infty \text { (in a given mode of convergence) and } n \in \mathrm{~A} \tag{56}
\end{equation*}
$$

If $\mathbf{n} \rightarrow \infty$ is meant by max $\mathbf{n} \rightarrow \infty$ then (56) is equivalent

$$
\mathbb{P}\left(\left|\xi_{\mathbf{n}}\right| \geq \varepsilon \text { i.o., } \mathbf{n} \in A\right)=0, \text { for all } \varepsilon>0
$$

where

$$
\left\{B_{\mathbf{n}} \text { i.o., } \mathbf{n} \in A\right\}:=\bigcap_{\mathbf{n} \in A} \bigcup_{\mathbf{k} \npreceq \mathbf{n}, \mathbf{k} \in A} B_{\mathbf{k}} .
$$

### 5.1. Results for the random fields with independence structure

To the question posed by Gabriel, the affirmative answer was given by Alan Gut; proving strong laws of large numbers for fields of independent random variables, having the same distribution (cf. [50]); assuming as an infinite subset

$$
\mathcal{S}_{\theta}^{d}=\left\{\left(i_{1}, \ldots, i_{d}\right) \in \mathbb{N}^{d}: \theta<\frac{i_{l}}{i_{k}}<\frac{1}{\theta}, \text { for all } l \neq k=1, \ldots, d\right\},
$$

where $\theta$ is a given number from the interval $(0,1)$. He called the set $\mathcal{S}_{\theta}^{d}$ the $d$-dimensional sector, and the convergence considered - sectoral convergence. Note that

- sectoral convergences in the max and min mode are equivalent;
- since $\theta$, is an arbitrary, the sector does not lose the character of $d$-dimensionality, and sectoral convergence very well approximates convergence in $\mathbb{N}^{d}$ in the aspect of statistical applications.

Gut showed that the necessary and sufficient conditions in Marcinkiewicz strong law of large numbers and Hartman-Wintner law of iterated logarithm, for the sectoral convergence of fields of independent random variables with the same distribution, are exactly the same as in the one-dimensional case.

In [81], is generalize the very interesting weighted law of large numbers, obtained by Jajte in [59], to the case of random fields, and in particular of sectoral convergence. More specifically, we provide the necessary and sufficient conditions for convergence

$$
\begin{equation*}
\frac{1}{g(|\mathbf{n}|)} \sum_{\mathbf{k} \preceq \mathbf{n}, \mathbf{n} \in \mathcal{S}_{\theta}^{d}} \frac{1}{h(|\mathbf{k}|)} \xi_{\mathbf{k}}=\sigma_{n} \longrightarrow \sigma \text { a.s., } \quad \text { as } \quad \max \mathbf{n} \rightarrow \infty, \tag{57}
\end{equation*}
$$

where $\xi_{\mathbf{k}}=X_{\mathbf{k}}-\mathbb{E}\left(X_{\mathbf{k}} \mathbb{I}\left[\left|X_{\mathbf{k}}\right| \leq \phi(|\mathbf{k}|)\right]\right)$ and $\phi(y) \equiv g(y) h(y)$.
To unify notations, let us put that $\mathcal{S}_{0}^{d}=\mathbb{N}^{d}$. Therefore, $\mathcal{S}_{\theta}^{d}$ is now defined for all $0 \leq \theta<1$.

Due to the large class of weighting and normalizing functions, the result can be seen as almost sure convergence of $(h, g)$ transforms of random fields or the $(h, g)$ method of the summability of these fields.

In the statement of the main results of this subsection we use functions $g, h$ and $\phi=g \cdot h$ about which we will assume:
(A1) $g$ and $h$ are positive, $g$ is increasing and such that $\lim _{y \rightarrow \infty} g(y)=\infty$;
(A2) $\phi$ is strictly increasing on $\langle t, \infty)$ and $\phi(\langle t, \infty))=\langle 0, \infty)$, for some $t \geq 0$;
(A3) there exist constants $C$ such that $\phi(y+1) / \phi(y) \leq C$, for $y \geq k_{0}$;
(A4) there exist constants $a$ and $b$ such that

$$
\begin{aligned}
& t h e \phi^{2}(s) \sum_{k \geq s} \frac{d_{\theta}(k)}{\phi^{2}(k)} \leq a s+b, \text { for } s>t \text { and } 0<\theta<1 \\
& \phi^{2}(s) \sum_{k \geq s} \frac{d_{\theta}(k)}{\phi^{2}(k)} \leq a s\left(\log ^{+} s\right)^{d-1}+b, \text { for } s>t \text { and } \theta=0
\end{aligned}
$$

where

$$
\begin{equation*}
d_{\theta}(k)=\operatorname{card}\left\{\mathbf{n} \in \mathcal{S}_{\theta}^{d}:|\mathbf{n}|=k\right\}, k \in \mathbb{N} \tag{58}
\end{equation*}
$$

In addition, let us put $m_{\mathbf{k}}:=\mathbb{E}\left(X_{\mathbf{k}} \mathbb{I}\left[\left|X_{\mathbf{k}}\right| \leq \phi(|\mathbf{k}|)\right]\right), \mathbf{k} \in \mathbb{N}^{d}$; we can now formulate the previously announced result.

Theorem 5.1.1. ([81], Theorem 1) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a field of independent random variables with the same distribution as the random variable $X$, and let the functions $g, h$ and $\phi$ satisfy the assumptions (A1)-(A4), Then the following conditions

$$
\begin{equation*}
\frac{1}{g(|\mathbf{n}|)} \sum_{\mathbf{k} \preceq \mathbf{n}, \mathbf{n} \in \mathcal{S}_{\theta}^{d}} \frac{X_{\mathbf{k}}-m_{\mathbf{k}}}{h(|\mathbf{k}|)} \longrightarrow 0 \quad \text { a.s., as } \max \mathbf{n} \rightarrow \infty \tag{59}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\mathbb{E} \phi^{-1}(|X|)<\infty, & \text { for } 0<\theta<1  \tag{60}\\
\mathbb{E} \phi^{-1}(|X|)\left(\log ^{+} \phi^{-1}(|X|)\right)^{d-1}<\infty, & \text { for } \theta=0
\end{array}
$$

are equivalent.
Proof. Let us prove the implication $(59) \Longrightarrow(60)$. Since the random variables are equidistributed as $X$ we have

$$
\begin{equation*}
\frac{m_{\mathbf{k}}}{\phi(|\mathbf{k}|)}=\frac{E\left(X_{\mathbf{k}} I\left[\left|X_{\mathbf{k}}\right| \leq \phi(|\mathbf{k}|)\right]\right)}{\phi(|\mathbf{k}|)}=E\left(\frac{X}{\phi(|\mathbf{k}|)} I\left[\frac{|X|}{\phi(|\mathbf{k}|)} \leq 1\right]\right) \rightarrow 0 \tag{61}
\end{equation*}
$$

as $\mathbf{k} \rightarrow \infty$ in $\mathcal{S}_{\theta}^{r}$, by the Lebesgue dominated convergence theorem. Further we may write

$$
\begin{equation*}
\frac{X_{\mathbf{n}+\mathbf{1}}-m_{\mathbf{n}+\mathbf{1}}}{\phi(|\mathbf{n}+\mathbf{1}|)}=\frac{1}{g(|\mathbf{n}+\mathbf{1}|)}\left(\sum_{\mathbf{a} \in\{0,1\}^{r}}(-1)^{r+\sum_{i=1}^{r} a_{i}} S_{\mathbf{n}+\mathbf{a}}\right) \tag{62}
\end{equation*}
$$

where $S_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}, \mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{X_{\mathbf{k}}-m_{\mathbf{k}}}{h(|\mathbf{k}|)}, \mathbf{1}=(1, \ldots, 1), \mathbf{a}=\left(a_{1}, \ldots, a_{r}\right)$ with $a_{i}=0$ or 1 . Since $g$ is increasing, for any $\mathbf{a} \in\{0,1\}^{r}$, we get

$$
\begin{gather*}
\left|\frac{1}{g(|\mathbf{n}+\mathbf{1}|)}(-1)^{r+\sum_{i=1}^{r} a_{i}} S_{\mathbf{n}+\mathbf{a}}\right|=\frac{g(|\mathbf{n}+\mathbf{a}|)}{g(|\mathbf{n}+\mathbf{1}|)}\left|\frac{S_{\mathbf{n}+\mathbf{a}}}{g(|\mathbf{n}+\mathbf{a}|)}\right| \leq  \tag{63}\\
\quad \leq\left|\frac{S_{\mathbf{n}+\mathbf{a}}}{g(|\mathbf{n}+\mathbf{a}|)}\right| \rightarrow 0, \text { almost surely, as } \mathbf{k} \rightarrow \infty \text { in } \mathcal{S}_{\theta}^{r}
\end{gather*}
$$

Thus from (61), (62) and (63) it follows that

$$
\frac{X_{\mathbf{n}}}{\phi(|\mathbf{n}|)} \rightarrow 0, \text { almost surely, as } \mathbf{n} \rightarrow \infty \text { in } \mathcal{S}_{\theta}^{r}
$$

and from the Borel-Cantelli lemma we get

$$
\begin{equation*}
\sum_{\mathbf{k} \preceq \mathbf{n}, \mathbf{k} \in \mathcal{S}_{\theta}^{r}} P\left(\left|X_{\mathbf{n}}\right| \geq \phi(|\mathbf{n}|)\right)<\infty \tag{64}
\end{equation*}
$$

what is equivalent to (60) according to Lemma 2.1 in [48] and Lemma 2.1 in [50].

Now, we prove that $(60) \Longrightarrow(59)$. Let us observe that (64) holds, so that

$$
\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} P\left(X_{\mathbf{k}} \neq \bar{X}_{\mathbf{k}}\right)<\infty,
$$

thus by the first Borel-Cantelli lemma, it suffices to prove that

$$
\frac{1}{g(|\mathbf{n}|)} \sum_{\mathbf{k} \preceq \mathbf{n}, \mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{\bar{X}_{\mathbf{k}}-m_{\mathbf{k}}}{h(|\mathbf{k}|)} \longrightarrow 0, \text { almost surely, as } \mathbf{n} \rightarrow \infty \text { in } \mathcal{S}_{\theta}^{r} \text {. }
$$

In order to do this, we shall prove that

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{\operatorname{Var}\left(\bar{X}_{\mathbf{k}}-m_{\mathbf{k}}\right)}{\phi^{2}(|\mathbf{k}|)} \leq \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{E \bar{X}_{\mathbf{k}}^{2}}{\phi^{2}(|\mathbf{k}|)}<\infty . \tag{65}
\end{equation*}
$$

Let us observe that

$$
\begin{gathered}
\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{E \bar{X}_{\mathbf{k}}^{2}}{\phi^{2}(|\mathbf{k}|)}=\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{E\left(X^{2} I[|X| \leq \phi(|\mathbf{k}|)]\right)}{\phi^{2}(|\mathbf{k}|)}= \\
=E X^{2} \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \frac{I\left[\phi^{-1}(|X|) \leq|\mathbf{k}|\right]}{\phi^{2}(|\mathbf{k}|)}=E X^{2} \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r},|\mathbf{k}| \geq \phi^{-1}(|X|)} \frac{1}{\phi^{2}(|\mathbf{k}|)}= \\
=E\left(\phi\left(\phi^{-1}(|X|)\right)\right)^{2} \sum_{k \geq \phi^{-1}(|X|)} \frac{d_{\theta}(k)}{\phi^{2}(k)}<\infty,
\end{gathered}
$$

by A3 and (60). Now the conclusion follows, by (65) and results of Klesov (see [63] and [66]) applied to the random field

$$
\left(\frac{\bar{X}_{\mathbf{n}}-m_{\mathbf{n}}}{h(|\mathbf{n}|)}\right)_{\mathbf{n} \in \mathbb{N}^{r}} .
$$

Theorem 5.1.1 contains methods of summability such as: Cesàro $(C, 1)$, mean, logarithmic means, Marcinkiewicz's strong law of large numbers transforms, and the like. The methods of summability of random fields have been the subject of many studies;
let us list the most important works and their authors: [57] - Hoffmann-Jørgensen, Su and Taylor, [52] - Gut and Stadtmüller, [100] - Móricz. The strong law of large numbers (59) presented in this subsection complements the results obtained in the aforementioned publications.

### 5.2. Results for the random fields with

## dependence structure in pairs

A very important direction of weakening the independence of random variable sequences is to assume the tested condition only in pairs of random variables. Such dependence will be the subject of consideration in this subsection. The names of known probabilists are connected with this research direction. Chung (cf. Theorem 5.2.2 in [26]), assuming pairwise independence, proved the weak law of large numbers. With the same assumption a much more general result was proved by Etemadi in [38], presenting a very "clever" proof of SLLN, without applying the Kolmogorov inequality. Csörgó, Totik and Tandori in [28] and [30] showed that Etemadi's method can be applied to random variables with different distributions and pairwise independent, but they also showed that the assumption cannot be weakened to random variables with uncorrelated pairs. It is also worth mentioning the works of Martikainen [89] as well as Cuesta and Matran [27]. The last dozen or so years have yielded results on sequences of random variables pairwise asymptotically (quasi) independent; one can mention the works of: Chen [24], Gao and co-authors [44], [45] and [46], Li [87], Cheng [25] and pairwise (quasi-asymptotically) dependent, such as the work of Matuła [90] and [91], Azarnosch and co-authors [5]. On the basis of these results, a lot of work on models of investment (financial), insurance (risk), probability(risk) of ruin, etc. was created.

In the following part of this section, based on the results of [82], we will consider random fields with a dependence structure defined on the basis of the concept of the copula; often used in stochastic financial models or actuarial mathematics.

Let us recall (cf. [101]) the definition. The bivariate copula is a function $C:[0,1]^{2} \longrightarrow[0,1]$ satisfying the following conditions:

- $C(u, 0)=C(0, v)=0, C(u, 1)=u, C(1, v)=v$,
- $C\left(u_{2}, v_{2}\right)-C\left(u_{2}, v_{1}\right)-C\left(u_{1}, v_{2}\right)+C\left(u_{1}, v_{1}\right) \geq 0$ for $0 \leq u_{1} \leq u_{2} \leq 1$ and $0 \leq v_{1} \leq v_{2} \leq 1$.

For any random variables $X$ and $Y$ with the distributions $F_{X}(x)$ and $F_{Y}(y)$, there exist copula $C_{X, Y}(u, v)$ such that

$$
\mathbb{P}(X \leq x, Y \leq y)=C_{X, Y}\left(F_{X}(x), F_{Y}(y)\right) .
$$

From Sklar's theorem (cf.[101], Theorem 2.3.3), it is known that the function $C_{X, Y}(u, v)$ is uniquely determined for $(u, v) \in \operatorname{Ran}\left(F_{X_{\mathbf{i}}}\right) \times \operatorname{Ran}\left(F_{Y_{\mathbf{j}}}\right)$. We will consider the random fields $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, for which the two-dimensional copula fulfills the condition

$$
\begin{equation*}
C_{X_{\mathbf{i}}, X_{\mathbf{j}}}(u, v)-u v \leq q_{\mathrm{i}, \mathrm{j}} u v(1-u)(1-v), \tag{66}
\end{equation*}
$$

where $(u, v) \in \operatorname{Ran}\left(F_{X_{\mathbf{i}}}\right) \times \operatorname{Ran}\left(F_{Y_{\mathbf{j}}}\right)$ and $q_{\mathbf{i}, \mathbf{j}} \geq 0$ for every $\mathbf{i} \neq \mathbf{j}$. Note that condition (66) can be represented in the following equivalent form

$$
\begin{align*}
& \mathbb{P}\left(X_{\mathbf{i}} \leq s, X_{\mathbf{j}} \leq t\right)-\mathbb{P}\left(X_{\mathbf{i}} \leq s\right) \mathbb{P}\left(X_{\mathbf{j}} \leq t\right)  \tag{67}\\
& \leq q_{\mathrm{i}, \mathbf{j}} \mathbb{P}\left(X_{\mathbf{i}} \leq s\right) \mathbb{P}\left(X_{\mathbf{j}} \leq t\right) \mathbb{P}\left(X_{\mathbf{i}}>s\right) \mathbb{P}\left(X_{\mathbf{j}}>t\right)
\end{align*}
$$

for every $s, t \in \mathbb{R}$.
The dependence structure defined by condition (67) comprise random fields (sequences of random variables) negatively (quadrant) dependent, (in particular pairwise independent), as well as structures defined by copulas of Farlie-Gumbel-Morgerstern, Ali-Mikhail-Haq and the Plackett families of copulas (cf.[91]). The random fields considered are also related to fields of asymptotically quadrant-independent and asymptotically quadrant sub-independent random variables.

The fundamental role in proof of theorems is provided by a version of the second Borel-Cantelli lemma, for events dependent in pairs with the structure of dependence of the considered random field.

Lemma 5.2.1. ([82], Lemma 3.3) Let $\left\{A_{\mathbf{n}} \in \mathfrak{F}, \mathbf{n} \in \mathcal{S}_{\theta}^{d}\right\}$ be a family of events on some probability space $(\Omega, \mathfrak{F}, \mathbb{P})$ and $\left\{q_{\mathbf{i}, \mathbf{j}}, \mathbf{i}, \mathbf{j} \in \mathcal{S}_{\theta}^{d}\right\}$ a field of positive numbers satisfying the following conditions:
(i) $\sum_{\mathbf{n} \in \mathcal{S}_{\theta}^{d}} \mathbb{P}\left(A_{\mathbf{n}}\right)=\infty$,
(ii) there exist $\mathbf{n}_{0} \in \mathcal{S}_{\theta}^{d}$ such that for all $\mathbf{k}, \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{d}\left(\mathbf{n}_{0}\right)$

$$
\mathbb{P}\left(A_{\mathbf{k}} \cap A_{\mathbf{j}}\right)-\mathbb{P}\left(A_{\mathbf{k}}\right) \mathbb{P}\left(A_{\mathbf{j}}\right) \leq q_{\mathbf{i}, \mathbf{j}} \mathbb{P}\left(A_{\mathbf{k}}\right) \mathbb{P}\left(A_{\mathbf{j}}\right),
$$

(iii) $\sup _{\mathbf{k}, \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{d}\left(\mathbf{n}_{0}\right)} q_{\mathbf{k}, \mathbf{j}}<\infty$,
where $\widehat{\mathcal{S}}_{\theta}^{d}(\mathbf{n}):=\mathcal{S}_{\theta}^{d} \backslash(\mathbf{n})$ for $\mathbf{n} \in \mathcal{S}_{\theta}^{d}$.
Thus for every $\mathbf{m} \npreceq \mathbf{n}_{0}$

$$
\mathbb{P}\left(A_{\mathbf{n}}, \text { i.o. } \mathbf{n} \in \mathcal{S}_{\theta}^{d}\right) \geq \frac{1}{1+\sup _{\mathbf{k}, \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{d}(\mathbf{m})} q_{\mathbf{k}, \mathbf{j}}}
$$

Proof. Using the idea of Petrov [105] we get

$$
\begin{aligned}
& P\left(\bigcup_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}(\mathbf{n}, \mathbf{l})} A_{\mathbf{k}}\right) \\
\geq & \left(1+\sup _{\mathbf{i} \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{n}, \mathbf{l})} q_{\mathbf{i}, \mathbf{j}}\right)^{-1} \frac{\left(\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}(\mathbf{n}, \mathbf{l})} P\left(A_{\mathbf{k}}\right)\right)^{2}}{\left(\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}(\mathbf{n}, \mathbf{l})} P\left(A_{\mathbf{k}}\right)\right)^{2}+\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}(\mathbf{n}, \mathbf{l})} P\left(A_{\mathbf{k}}\right)}
\end{aligned}
$$

thus taking the limit over 1 of the both sides, we obtain

$$
P\left(\bigcup_{\mathbf{k} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{n})} A_{\mathbf{k}}\right) \geq \frac{1}{1+\sup _{\mathbf{i}, \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{n})} q_{\mathbf{i} \mathbf{j}}}
$$

Now, one can easily see that

$$
\bigcap_{\mathbf{n} \in \mathcal{S}_{\theta}^{r}} \bigcup_{\mathbf{k} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{n})} A_{\mathbf{k}}=\bigcap_{N=1}^{\infty} \bigcup_{\mathbf{k} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{N})} A_{\mathbf{k}}
$$

where $\mathbf{N}=(N, \ldots, N)$. The sequence of events $B_{N}=\underset{\mathbf{k} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{N})}{ } A_{\mathbf{k}}$ is decreasing, hence

$$
P\left(A_{\mathbf{n}}, \text { i.o. } \mathbf{n} \in \mathcal{S}_{\theta}^{r}\right)=\lim _{N \rightarrow \infty} P\left(\underset{\mathbf{k} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{N})}{ } A_{\mathbf{k}}\right) \geq \frac{1}{1+\sup _{\mathbf{i} \mathbf{i} \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{r}\left(\mathbf{n}_{0}\right)} q_{\mathbf{i}, \mathbf{j}}}
$$

Remark 1. Under conditions of Lemma 3.3 with (iii) replaced by
(iii') $\sup _{\mathbf{k}, \mathbf{j} \in \widehat{\mathcal{S}}_{\theta}^{r}(\mathbf{n})} q_{\mathbf{k}, \mathbf{j}} \rightarrow 0$, as $\mathbf{n} \rightarrow \infty$,
we have $P\left(A_{\mathbf{n}}\right.$, i.o. $\left.\mathbf{n} \in \mathcal{S}_{\theta}^{r}\right)=1$
Lemma (5.2.1) allows to prove the following two statements. The first of these can be compared with the result contained in [69], where the author deals with the class of random fields with an asymptotically quadrant sub-independent structure, i.e. a narrower class of random fields than we consider. Additionally, it assumes that the field of coefficients affecting dependence in this structure $-q_{\mathbf{k}, \mathbf{j}}$, depends on $\max |\mathbf{k}-\mathbf{j}|$; we do not make any assumptions of this type. In addition, we provide necessary and sufficient conditions; in [69] we only find a sufficient condition. For the sake of brevity, to formulate this theorem, let us introduce the necessary notations:

$$
\mathcal{S}_{\theta}^{d}(\mathbf{n}):=\mathcal{S}_{\theta}^{d} \cap(\mathbf{n}), \quad \mathcal{S}_{\theta}^{d}(|\mathbf{n}|):=\left\{\mathbf{i} \in \mathcal{S}_{\theta}^{d}:|\mathbf{i}| \leq|\mathbf{n}|\right\}
$$

Theorem 5.2.2. ([82], Theorem 2.1) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathcal{S}_{\theta}^{d}\right\}$ be a field of equidistributed random variables with dependence structure defined by condition (66) with $q_{i, j}$ such that

$$
\begin{equation*}
\sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{d}} \sum_{\mathbf{i} \in \mathcal{S}_{\theta}^{d}(|\mathbf{j}|), \mathbf{i} \neq \mathbf{j}}|\mathbf{j}|^{-2} q_{\mathbf{i}, \mathbf{j}}<\infty \text { and } \sup _{\mathbf{i}, \mathbf{j} \in \mathcal{S}_{\theta}^{d}} q_{\mathbf{i}, \mathbf{j}}<\infty \tag{68}
\end{equation*}
$$

Thus, the following conditions are equivalent:
(i) $\quad \frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{d}(\mathbf{n})}\left(X_{\mathbf{k}}-m_{\mathbf{k}}\right) \rightarrow 0 \quad$ a.s., as $\max \mathbf{n} \rightarrow \infty$,

$$
\begin{array}{ll}
\text { (ii) } & \mathbb{E}|X|\left(\log ^{+}|X|\right)^{d-1}<\infty,  \tag{70}\\
& \text { if } \theta=0 \\
\mathbb{E}|X|<\infty, & \text { if } \theta \in(0,1)
\end{array}
$$

Proof. For $a<b$ let us define $\varphi_{a, b}(t)=a I[t \leq a]+t I[a<t<b]+b I[t \geq b]$. Let us begin with the sufficient condition $(70) \Longrightarrow(69)$. Obviously

$$
\begin{equation*}
\sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}} P\left(\varphi_{-|\mathbf{j}|,|\mathbf{j}|}\left(X_{\mathbf{j}}\right) \neq X_{\mathbf{j}}\right)=\sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}} P\left(\left|X_{\mathbf{j}}\right|>|\mathbf{j}|\right) \tag{71}
\end{equation*}
$$

and the r.h.s. of (71) is finite by (70). Therefore it is enough to prove (69) for truncated random field $\left\{\varphi_{-|\mathbf{j}|,|\mathbf{j}|}\left(X_{\mathbf{j}}\right), \mathbf{j} \in \mathcal{S}_{\theta}^{r}\right\}$. To be exact, we shall prove it for $X_{\mathbf{j}}^{\prime}=$ $\varphi_{-|\mathbf{j}|,|\mathbf{j}|}^{+}\left(X_{\mathbf{j}}\right)=\varphi_{0,|\mathbf{j}|}\left(X_{\mathbf{j}}\right)$ and $X_{\mathbf{j}}^{\prime \prime}=\varphi_{-|\mathbf{j}|,|\mathbf{j}|}^{-}\left(X_{\mathbf{j}}\right)=-\varphi_{-|\mathbf{j}|, \mathbf{0}}\left(X_{\mathbf{j}}\right)$. Now, let us observe that the family $\left\{X_{\mathbf{j}}^{\prime}, \mathbf{j} \in \mathcal{S}_{\theta}^{r}\right\}$ satisfies the assumptions (i)-(iii) of Lemma 3.1. To check (iv), let us at first note, that by our assumption (66) and Lemma 3.2 we get for $\mathbf{j} \neq \mathbf{k}$

$$
\begin{aligned}
\operatorname{Cov}\left(X_{\mathbf{j}}^{\prime}, X_{\mathbf{k}}^{\prime}\right) & =\int_{0}^{|\mathbf{j}|} \int_{0}^{|\mathbf{k}|}\left[P\left(X_{\mathbf{j}} \leq u, X_{\mathbf{k}} \leq v\right)-P\left(X_{\mathbf{j}} \leq u\right) P\left(X_{\mathbf{k}} \leq v\right)\right] d u d v \\
& \leq q_{\mathbf{i}, \mathbf{j}} \int_{0}^{|\mathbf{j}|} P\left(X_{\mathbf{j}}>u\right) d u \int_{0}^{|\mathbf{k}|} P\left(X_{\mathbf{k}}>v\right) d v=q_{\mathbf{j}, \mathbf{k}} E X_{\mathbf{j}}^{\prime} E X_{\mathbf{k}}^{\prime} \\
& \leq q_{\mathbf{j}, \mathbf{k}}\left(E\left|X_{\mathbf{1}}\right|\right)^{2}
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
& \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} \sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}(|\mathbf{k}|)}|\mathbf{k}|^{-2} \operatorname{Cov}^{+}\left(X_{\mathbf{j}} I\left[X_{\mathbf{j}} \leq|\mathbf{j}|\right], X_{\mathbf{k}} I\left[X_{\mathbf{k}} \leq|\mathbf{k}|\right]\right) \\
\leq & \left(E\left|X_{\mathbf{1}}\right|\right)^{2} \sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}} \sum_{\mathbf{i} \in \mathcal{S}_{\theta}^{r}(|\mathbf{j}|), \mathbf{i} \neq \mathbf{j}}|\mathbf{j}|^{-2} q_{\mathbf{i}, \mathbf{j}}+\sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}}|\mathbf{j}|^{-2} \operatorname{Var}\left(X_{\mathbf{j}}^{\prime}\right)<\infty
\end{aligned}
$$

by (68) and since $\sum_{\mathbf{j} \in \mathcal{S}_{\theta}^{r}}|\mathbf{j}|^{-2} \operatorname{Var}\left(X_{\mathbf{j}}^{\prime}\right)$ is bounded by $E\left|X_{\mathbf{1}}\right|\left(\log _{+}\left|X_{\mathbf{1}}\right|^{r-1}\right)$, if $\theta=0$ and by $E\left|X_{1}\right|$ in the sectorial case $\theta \in(0,1)$ (cf. [100]). Thus, by Lemma 3.1 we have

$$
\frac{1}{|\mathbf{n}|} \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}(\mathbf{n})}\left(X_{\mathbf{k}}^{\prime}-E X_{\mathbf{1}}^{\prime}\right) \rightarrow 0, \text { almost surely as } \mathbf{n} \rightarrow \infty \text { in } \mathcal{S}_{\theta}^{r}
$$

similar result holds for $\left\{X_{\mathbf{j}}^{\prime \prime}, \mathbf{j} \in \mathcal{S}_{\theta}^{r}\right\}$, furthermore $|\mathbf{n}| P\left(\left|X_{1}\right|>|\mathbf{n}|\right) \rightarrow 0$ as $\mathbf{n} \rightarrow \infty$ and the proof of sufficiency is completed.

To prove necessity $(69) \Longrightarrow(70)$, let us observe that by the standard arguments we get $X_{\mathbf{n}} /|\mathbf{n}| \rightarrow 0$ almost surely as $\mathbf{n} \rightarrow \infty$ in $\mathcal{S}_{\theta}^{r}$. Thus, by Lemma 3.3,

$$
\sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{r}} P\left(\left|X_{\mathbf{n}}\right| \geq|\mathbf{n}|\right)<\infty,
$$

what gives (70).
The more classic version of the SLLN for fields of pairwise dependent random variables that meet the condition (66) can be formulated in the following way.

Theorem 5.2.3. ([82], Theorem 2.2) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathcal{S}_{\theta}^{d}\right\}$ be a field of equidistributed random variables with dependence structure satisfying condition (66) with condition (68).Then, the condition (70) is equivalent to - there exist the constant $c$, such that

$$
\begin{equation*}
\lim (\max ) \frac{1}{M_{\theta}(\mathbf{n})} \sum_{\mathbf{k} \in \mathcal{S}_{\theta}^{d}(\mathbf{n})} X_{\mathbf{k}} \rightarrow c, \text { a.s. } \tag{72}
\end{equation*}
$$

where $M_{\theta}(\mathbf{n}):=\operatorname{Card}\left(\mathcal{S}_{\theta}^{d}(\mathbf{n})\right)$. If (70) holds, then $c=\mathbb{E} X$.
Many authors dealing with this type of theorems focused on the generalizations of the infinite subset $A \subset \mathbb{N}^{d}$. We can find examples of such results in the works of Bass and Pyke [7], [8], Klesov [68] (cf. Theorem 9.8 generalizing the edge of the sector to a functional form), Klesov and Rychlik [67], Indlekofer and Klesov [60]. In all these works, Kolmogorov strong laws of large numbers were obtained for fields of independent random variables with the same distribution. In our research, we conclude that the sector is sufficient for statistical applications. We focus only on the generalization of the random field structure and/or on generalization of the strong laws of large numbers for sectoral convergence.

## Chapter 6

## Inequalities used in proofs of SLLN for fields with values in

## Banach spaces

In this part of the outline, we will present some inequalities that allow to prove the strong laws of large numbers for fields of random elements taking values in the Banach space. We will also give the characterization of the geometry of such Banach spaces in which the SLLN occurs.

### 6.1. Hajek-Rényi-Chow inequality

In this subsection, we present results from [86]. As we said in the introduction, Doob's classic inequality cannot be generalized to random fields, and thus to Hajek-Rényi-Chow inequalities (H-R-C inequality). Christofides and Serfling in [23] proved a certain version of $\mathrm{H}-\mathrm{R}-\mathrm{C}$ inequality for a martingale random fields. Analyzing the proof of Theorem 2.2 from the above-mentioned work [23], we noticed that the conclusion can be extended to random fields with sub-martingale structure.

Theorem 6.1.1. ([86], Theorem 1.1) Let $\left\{\left(Y_{\mathbf{k}}, \mathfrak{F}_{\mathbf{k}}\right), \mathbf{k} \in \mathbb{N}^{d}\right\}$ be a sub-martingale random field; filtration $\left\{\mathfrak{F}_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ satisfies condition $(F 4)$ and let $\left\{C_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ be a non-increasing, real field. Then for all $\lambda>0$ have

$$
\begin{align*}
\lambda \mathbb{P}\left(\sup _{\mathbf{k} \not \mathbf{m}, \mathbf{k} \preceq \mathbf{n}} C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right) \leq & \min _{1 \leq s \leq r}\left\{\sum_{\mathbf{k} \npreceq \mathbf{m}, \mathbf{k} \preceq \mathbf{n}}\left(C_{\mathbf{k}}-C_{\mathbf{k} ; s ; k_{s}+1}\right) \mathbb{E} Y_{\mathbf{k}}^{+}\right. \\
& \left.-\sum_{k_{i}, i \neq s} C_{\mathbf{k} ; s ; n_{s}} \int_{\left[\bigcup_{k_{s}=1}^{n_{s}} B_{k_{1}, \ldots, k_{r}}^{(s)}\right]} Y_{\mathbf{k} ; s ; n_{s}}^{+} d \mathbb{P}\right\}  \tag{73}\\
\leq & \min _{1 \leq s \leq r}\left\{\sum_{\mathbf{k} \npreceq \mathbf{m}, \mathbf{k} \preceq \mathbf{n}}\left(C_{\mathbf{k}}-C_{\mathbf{k} ; s ; k_{s}+1}\right) \mathbb{E} Y_{\mathbf{k}}^{+}\right\}
\end{align*}
$$

where $C_{\mathbf{k} ; s ; \alpha}=C_{k_{1}, \ldots, k_{s-1}, \alpha, k_{s+1}, \ldots, k_{r}} ;$ if $k_{i}>n_{i}$ for some $i=1,2, \ldots, d$ thus we put $C_{k}=0$.

Proof. In the multidimensional martingale case, Theorem 6.1.1 was proved by Christofides and Serfling [23] using properties of submartingale fields (see also Remark 1), where sup was taken over set $\{\mathbf{k} \in \mathbb{N}: \mathbf{k} \preceq \mathbf{n}\}$ thus it's enough to prove that assertion of the above theorem holds true for more general sets

$$
D=\{\mathbf{k} \in \mathbb{N}: \mathbf{k} \npreceq \mathbf{m}, \mathbf{k} \preceq \mathbf{n}\} .
$$

Assume without loss of generality, that the sum on right-hand side of (4) has minimum for $s_{0} \neq 1$. Let us define the disjoint partition of $D$ as follow :

$$
\begin{array}{r}
D_{1}=\left\{\mathbf{j}=\left(j_{1}, \ldots, j_{r}\right): m_{1}+1 \leq j_{1} \leq n_{1}, 1 \leq j_{2} \leq m_{2}, \ldots, 1 \leq j_{r} \leq m_{r}\right\} \\
D_{i}=\left\{\mathbf{j}=\left(j_{1}, \ldots, j_{r}\right): 1 \leq j_{1} \leq n_{1}, 1 \leq j_{2} \leq n_{2}, \ldots, m_{i}+1 \leq j_{i} \leq n_{i}\right. \\
\left.1 \leq j_{i+1} \leq m_{i+1}, \ldots, 1 \leq j_{r} \leq m_{r}\right\}
\end{array}
$$

for $i=2,3, \ldots, r$.
It is easy to see, that $\bigcup_{i=1}^{r} D_{i}=D$ and $D_{i} \cap D_{j}=\emptyset$ for $i \neq j$.

Now, let us observe that we can apply Theorem 1 to the "cubes" $\left\{\mathbf{k} \in \mathbb{N}^{\mathbf{d}}: \mathbf{l} \preceq \mathbf{k} \preceq\right.$ $\mathbf{n}\}$, where $\mathbf{1} \leq \mathbf{l}<\mathbf{n}$.
Thus we have

$$
\begin{align*}
& \lambda P\left(\sup _{\mathbf{k} \in D} C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right)=P\left(\bigcup_{\mathbf{k} \in D}\left[C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right]\right)= \\
& P\left(\bigcup_{i=1}^{r} \bigcup_{\mathbf{k} \in D_{i}}\left[C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right]\right) \leq \sum_{i=1}^{r} P\left(\bigcup_{\mathbf{k} \in D_{i}}\left[C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right]\right) \leq \\
& \sum_{i=1}^{r} P\left(\sup _{\mathbf{k} \in D_{i}} C_{\mathbf{k}} Y_{\mathbf{k}} \geq \lambda\right) \leq \sum_{i=1}^{r} \min _{1 \leq s \leq r} \sum_{\mathbf{k} \in D_{i}}\left\{\left(C_{\mathbf{k}}-C_{\mathbf{k} ; s ; k_{s}+1}\right) E Y_{\mathbf{k}}^{+}\right\} \leq  \tag{74}\\
& \min _{1 \leq s \leq r} \sum_{i=1}^{r} \sum_{\mathbf{k} \in D_{i}}\left\{\left(C_{\mathbf{k}}-C_{\mathbf{k} ; s ; k_{s}+1}\right) E Y_{\mathbf{k}}^{+}\right\} \\
& \leq \min _{1 \leq s \leq r} \sum_{\mathbf{k} \in D}\left\{\left(C_{\mathbf{k}}-C_{\mathbf{k} ; s ; k_{s}+1}\right) E Y_{\mathbf{k}}^{+}\right\}
\end{align*}
$$

Remark 2. ([86]) In the proof of theorem 2.2 of [23], authors construct, the sets $B_{\mathbf{k}}^{(i)}$ and say: "An explicit expression of the sets $B_{\mathbf{k}}^{(i)}$ in terms of the sets $A_{\mathbf{k}}$ is possible to derive , but such formula is notationally messy and complicated." It seems, that in the proof of Theorem 1, we can use the sets $\tilde{B}_{\mathbf{k}}^{(i)}$ constructed as follows (in the case $r=2$, for simplicity )
Let $\mathbf{n}=\left(n_{1}, n_{2}\right)$, set $\quad Z_{i}(\omega)=\sup _{1 \leq j \leq n_{2}} C_{i j} Y_{i j}(\omega)$,
$I^{(1)}(\omega)=\inf _{1 \leq i \leq n_{1}}\left\{i: Z_{i}(\omega) \geq \lambda\right\}$ (or $n_{1}+1$ if no such $i$ exists)
$J^{(1)}(\omega)=\inf _{1 \leq j \leq n_{2}}\left\{j: C_{I j} Y_{I j}(\omega) \geq \lambda\right\} \quad$ and set $\quad \tilde{B}_{i j}^{(1)}=\left\{I^{(1)}(\omega)=i, J^{(1)}(\omega)=j\right\}$

The sets $\tilde{B}_{\mathbf{k}}^{(2)}$ we obtain by changing the order of taking maximum. In this construction we used idea introduced by Zimmerman [129]. Similarly to the sets constructed
by Christofides and Serfling $\tilde{B}_{\mathbf{k}}^{(1)}, \tilde{B}_{\mathbf{k}}^{(2)}$ are disjoint, $\mathfrak{F}_{\text {in }_{2}}$ and $\mathfrak{F}_{n_{1} j}$ respectively measurable and

$$
\begin{aligned}
\bigcup_{1 \leq i \leq n_{1}, 1 \leq j \leq n_{2}} \tilde{B}_{i j}^{(1)} & =\bigcup_{1 \leq i \leq n_{1}, 1 \leq j \leq n_{2}} \tilde{B}_{i j}^{(2)} \\
& =\left[\sup _{1 \leq i \leq n_{1}, 1 \leq j \leq n_{2}} C_{i j} Y_{i j} \geq \lambda\right]
\end{aligned}
$$

Such construction gives a simple formula and is very intuitive.

Theorem 6.1.1, despite its imperfections, works quite well. With possible minor additional assumptions, we can obtain inequalities for random fields: Hajek-Réni, Kolmogorov, general form of Chow's strong law of large numbers (cf. [23]). Maintaining the assumptions of the previously quoted Serfling and Christofides Theorem 2.2, we modified the event, whose probability is estimated in the inequality of H-R-C. Thanks to this, we have obtained a tool for studying almost sure convergence in the max mode, and not only convergence in the min mode, as was the case in [23]. Therefore, all the results obtained by them remain true also for convergence in the max mode, without additional assumptions. The extension of inequality (73) to a case involving sub-martingale random field allows to apply it to almost sure convergence of random fields with values in the Banach space $(\mathbb{B},\|\cdot\|)$, when we know that the norm of partial sums $\left\{\left\|S_{k}\right\|, \mathfrak{F}_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ are the (real) random field with sub-martingale structure.

Before we proceed to discussing further theorems, we will give some auxiliary results obtained in [86]. The first result is a multidimensional version of Kronecker's lemma, equivalent to the Martikainen version (see [88], p. 435), but a form necessary for proofs of almost sure convergence in the max mode. Note that for $d>1$ the assumption that the elements of the array $\left\{x_{(\mathbf{l}, \mathbf{m})},(\mathbf{l}, \mathbf{m}) \in \mathbb{N}^{d}\right\}$ are positive, is necessary - by contrast to the one-dimensional case.

Lemma 6.1.2. ([86], Lemma 2.2) Let $s, t \geq 1$ be natural numbers such that $s+$ $t=d,\left\{a_{\mathbf{l}}, \mathbf{l} \in \mathbb{N}^{s}\right\}$ and $\left\{b_{\mathbf{m}}, \mathbf{m} \in \mathbb{N}^{t}\right\}$ fields of increasing (with respect to $|\mathbf{l}|$ and
$|\mathbf{m}|$ respectively), positive numbers such that $a_{1} \rightarrow \infty, b_{\mathbf{m}} \rightarrow \infty$ in max mode. Furthermore, let $\left\{x_{(\mathbf{1}, \mathbf{m})},(\mathbf{l}, \mathbf{m}) \in \mathbb{N}^{d}\right\}$ be an array of positive numbers satisfying inequality

$$
\sum_{(\mathbf{1}, \mathbf{m}) \in \mathbb{N}^{d}} \frac{x_{(\mathbf{1}, \mathbf{m})}}{a_{1} b_{\mathbf{m}}}<\infty
$$

Thus

$$
\frac{1}{a_{\mathbf{N}_{1}}} \sum_{(\mathbf{l}, \mathbf{m}) \preceq\left(\mathbf{N}_{1}, \mathbf{N}_{2}\right)} \frac{x_{(\mathbf{l}, \mathbf{m})}}{b_{\mathbf{m}}} \rightarrow 0, \quad \text { as } \quad \max \mathbf{N}_{1} \rightarrow \infty
$$

for every $\mathbf{N}_{2} \in \mathbb{N}^{t}$.
The next lemma gives the characterization of the geometry of the Banach space in terms of Marcinkiewicz-Zygmund inequalities for fields of random elements with the structure of independence. The result is a conclusion from Theorem 2.1 obtained by Woyczyński in [125].

In this subsection, $\mathbb{E} X$ will mean the Bochner integral of the random element $X(\omega)$ with values in the Banach space $(\mathbb{B},\|\cdot\|)$.

Lemma 6.1.3. ([86], Lemma 2.3) Let $(\mathbb{B},\|\cdot\|)$ be a real separable Banach space, then for $p, q \in \mathbb{R}$ such that $1 \leq p \leq 2 i q \geq 1$, the following conditions are equivalent:
(i) $\mathbb{B}$ is $R$ type $-p$;
(ii) There exist positive constant $C$ depend only on $p$ and $q$ such that for every field $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ of independent random vectors in $\mathbb{B}$, zero-mean with an $q$-absolute moment, the following inequality

$$
\begin{equation*}
\mathbb{E}\left\|\sum_{\mathbf{k} \preceq \mathbf{n}} X_{k}\right\|^{q} \leq C \mathbb{E}\left(\sum_{\mathbf{k} \preceq \mathbf{n}}\left\|X_{\mathbf{n}}\right\|^{p}\right)^{q / p} \tag{75}
\end{equation*}
$$

holds.

Theorem 6.1.1, along with Lemmas 6.1.2 and 6.1.3, allows to prove the following Brunk-Prokhorov law of large numbers, being a partial generalization of Theorem 3.1 proved by Woyczyński in [125].

## Brunk-Prokhorov SLLN in R-type Banach space

Theorem 6.1.4. ([86], Theorem 2.4) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be field of independent, zero-mean $\mathbb{B}$-valued random vectors such that $\mathbb{E}\left\|X_{\mathbf{n}}\right\|^{p q}<\infty$ for every $\mathbf{n} \in \mathbb{N}^{d}$, and

$$
\begin{equation*}
\min _{1 \leq s \leq d} \sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{\mathbb{E}\left\|X_{\mathbf{n}}\right\|^{p q}}{n_{s}|\mathbf{n}|^{p q-q}}<\infty, \text { for } 1 \leq p \leq 2, q>1 \tag{76}
\end{equation*}
$$

Moreover, if $\mathbb{B}$ is $R$-type $p$, then

$$
\begin{equation*}
\frac{S_{\mathbf{n}}}{|\mathbf{n}|} \rightarrow 0 \quad \text { a.s., } \quad \text { as } \quad \max \mathbf{n} \rightarrow \infty \tag{77}
\end{equation*}
$$

Proof. Let $\mathfrak{F}_{\mathbf{n}}=\sigma\left(X_{\mathbf{k}}, \mathbf{k} \leq \mathbf{n}\right)$, since $X_{\mathbf{k}}$ are independent, $\left\{\mathfrak{F}_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ satisfy (1) and $\left\{\left\|S_{\mathbf{k}}\right\|^{p q}, \mathfrak{F}_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ is real, nonnegative submartingale. By definition of max mode convergence of elements of $\mathbf{B}$ and "event occurs finitely (infinitely) often" it is enough to prove

$$
\begin{equation*}
\lim _{N \rightarrow \infty} P\left(\sup _{\left(k_{1}, k_{2}\right) \npreceq(N, N)} \frac{\left\|S_{\left(k_{1}, k_{2}\right)}\right\|}{k_{1} k_{2}} \geq \lambda\right)=0 \tag{78}
\end{equation*}
$$

for any $\lambda>0$. Let us observe, that by Remark 1, Lemma 1 and Hölder inequality, we get

$$
\begin{align*}
& \lambda^{p q} P\left(\sup _{\mathbf{k} \npreceq \mathbf{N}} \frac{\left\|S_{\mathbf{k}}\right\|}{|\mathbf{k}|} \geq \lambda\right) \\
& \leq \min _{1 \leq s \leq r} \sum_{\mathbf{k} \npreceq \mathbf{N}}\left(\frac{1}{|\mathbf{k}|^{p q}}-\frac{1}{\left(|\mathbf{k}|^{p q} ; s ; k_{s}+1\right)}\right) E\left\|S_{\mathbf{k}}\right\|^{p q} \\
& \leq C \min _{1 \leq s \leq r} \sum_{\mathbf{k} \npreceq \mathbf{N}}\left(\frac{1}{|\mathbf{k}|^{p q}}-\frac{1}{\left(\mathbf{k}^{p q} ; s ; k_{s}+1\right)}\right)|\mathbf{k}|^{q-1} \sum_{\mathbf{j} \leq \mathbf{k}} E\left\|X_{\mathbf{j}}\right\|^{p q}  \tag{79}\\
& =C \sum_{\mathbf{k} \npreceq \mathbf{N}} \frac{1}{k_{s_{0}}|\mathbf{k}|^{p q-q+1}} \sum_{\mathbf{j} \leq \mathbf{k}} E\left\|X_{\mathbf{j}}\right\|^{p q}
\end{align*}
$$

### 6.1. Hajek-Rényi-Chow inequality

On the other hand, for some constant $C>0$, we have

$$
\begin{align*}
& \quad \sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{\left(k_{1} k_{2}\right)^{q-1}}{k_{1}^{p q} k_{2}^{p q+1}} \sum_{\left(j_{1}, j_{2}\right) \preceq\left(k_{1}, k_{2}\right)} E\left\|X_{j_{1} j_{2}}\right\|^{p q}= \\
& =\sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} E\left\|X_{k_{1} k_{2}}\right\|^{p q} \sum_{\left(k_{1}, k_{2}\right) \preceq\left(j_{1}, j_{2}\right) \preceq(N, N)} \frac{\left(j_{1} j_{2}\right)^{q-1}}{j_{1}^{p q} j_{2}^{p q+1}} \\
& \preceq C \sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} E\left\|X_{k_{1} k_{2}}\right\|^{p q}\left(\frac{1}{N^{2 p q-2 q+1}}+\frac{1}{k_{1}^{p q-q} N^{p q-q+1}}\right.  \tag{80}\\
& \left.+\frac{1}{N^{p q-q} k_{2}^{p q-q+1}}+\frac{1}{k_{1}^{p q-q} k_{2}^{p q-q+1}}\right) .
\end{align*}
$$

By, the multidimensional version of Kronecker Lemma (see Martikainen [10] p. 435 or Lemma 2.5 of Su.K.-L.[17]) and assumption

$$
\sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{E\left\|X_{k_{1} k_{2}}\right\|^{p q}}{N^{2 p q-2 q+1}} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
$$

Furthermore, by the classical Kronecker Lemma

$$
\sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{E\left\|X_{k_{1} k_{2}}\right\|^{p q}}{k_{1}^{p q-q} N^{p q-q+1}} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
$$

as well as

$$
\sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{E\left\|X_{k_{1} k_{2}}\right\|^{p q}}{N^{p q-q} k_{2}^{p q-q+1}} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
$$

Hence, the last sum in (9) is at most equal than

$$
C \sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{k_{1} E\left\|X_{k_{1} k_{2}}\right\|^{p q}}{\left(k_{1} k_{2}\right)^{p q-q+1}}
$$

for some constant C and sufficiently large N .
Similarly, we can prove, that

$$
\begin{align*}
& \quad \sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{\left(k_{1} k_{2}\right)^{q-1}}{k_{1}^{p q+1} k_{2}^{p q}} \sum_{\left(j_{1}, j_{2}\right) \preceq\left(k_{1}, k_{2}\right)} E\left\|X_{j_{1} j_{2}}\right\|^{p q} \\
& \preceq C \sum_{\left(k_{1}, k_{2}\right) \preceq(N, N)} \frac{k_{2} E\left\|X_{k_{1} k_{2}}\right\|^{p q}}{\left(k_{1} k_{2}\right)^{p q-q+1}} . \tag{81}
\end{align*}
$$

Thus by assumption (5) one of the series (9) or (10) is convergent, hence the term on the right-hand side of (8) tend to 0 as $N \rightarrow \infty$, what proves (7) and finally Theorem 6.1.4.

Corollary 6.1.5. ([86], Corollary 1) If in Theorem 2 we replace condition (5) by the following

$$
\begin{equation*}
\sum_{\boldsymbol{n} \in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{n}}\right\|^{p q}}{|\mathbf{n}|^{p q-q+1}}<\infty \tag{82}
\end{equation*}
$$

and the rest of the assumptions remain valid, then the assertion is also true, it is SLLN (6) holds.

Proof. Let

$$
\begin{gathered}
\xi_{n_{1}, \ldots, n_{r}, 1}=X_{n_{1}, \ldots, n_{r}}=X_{\mathbf{n}} \quad \text { and } \\
\xi_{\widetilde{\mathbf{n}}}=\xi_{n_{1}, \ldots, n_{r}, n_{r+1}}=0 \quad \text { for } \quad n_{r+1}>1, \quad \widetilde{\mathbf{n}} \in N^{r+1}
\end{gathered}
$$

Of course

$$
T_{\widetilde{\mathbf{n}}}=\sum_{\widetilde{\mathbf{k}} \simeq \widetilde{\mathbf{n}}} \xi_{\widetilde{\mathbf{k}}}=\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}=S_{\mathbf{n}} \quad \text { and }
$$

$$
\begin{align*}
& \text { 6.1. Hajek-Rényi-Chow inequality } \\
& \min _{1 \leq s \leq r+1} \sum_{\widetilde{\mathbf{k}} \in N^{r+1}} \frac{k_{s} E \| \xi_{k_{1}, \ldots, k_{s}, \ldots, k_{r}, k_{r+1} \|^{p q}}^{\left|k_{1} \cdot \ldots \cdot k_{r} \cdot k_{r+1}\right|^{p q-q+1}}}{=} \\
& \min _{1 \leq s \leq r+1} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{k_{s} E\left\|\xi_{k_{1}, \ldots, k_{s}, \ldots, k_{r}, 1}\right\|^{p q}}{|\mathbf{k}|^{p q-q+1}}  \tag{83}\\
&= \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{k}}\right\|^{p q}}{|\mathbf{k}|^{p q-q+1}}<\infty .
\end{align*}
$$75

where $\widetilde{\mathbf{n}}=\left(n_{1}, \ldots, n_{d}, n_{d+1}\right) \in N^{d+1} \quad$ and $\quad \max \widetilde{\mathbf{n}} \rightarrow \infty$, then $T_{\tilde{\mathbf{n}}} /|\widetilde{\mathbf{n}}| \rightarrow 0 \quad$ a.s. This implies

$$
S_{\mathbf{n}} /|\mathbf{n}| \rightarrow 0 \quad \text { a.s. } \quad \text { as } \quad \max \mathbf{n} \rightarrow \infty
$$

The relations between the geometry of the Banach space, the rate of convergence in the weak law of large numbers (WLLN) and the Brunk-Prokhorov law of large numbers is given by the following theorem, which is the equivalent to random elements sequences case (cf. [125], Theorem 3.2).

Theorem 6.1.6. ([86], Theorem 2.7) Let $p$ and $q$ be a real numbers such that $1 \leq p \leq 2$ and $q \geq 1$, then the following conditions are equivalent:
(i) $\mathbb{B}$ is of $R$-type $p$;
(ii) for every $\lambda>0$ there exists the constant $C_{\lambda}$ such that for any field $\left\{X_{\mathbf{n}}, \mathbf{n} \in\right.$ $\left.\mathbb{N}^{d}\right\}$ of independent random vectors taking values in $\mathbb{B}$, the following inequality

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{-1} \mathbb{P}\left(\frac{\left\|S_{\mathbf{n}}\right\|}{|\mathbf{n}|} \geq \lambda\right) \leq C_{\lambda} \sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{\mathbb{E}\left\|X_{\mathbf{n}}\right\|^{p q}}{|\mathbf{n}|^{p q-q+1}}
$$

## is satisfied

For $\mathrm{r}=1$, theorem due to Woyczynski [125]. Combining above Theorem 6.1.6 with the result of Rosalsky and Than [107], Theorem 3.1 we get the following corollary.

Corollary 6.1.7. ([86], Corollary 2) Let $1 \leq p \leq 2, q \geq 1$ and $\mathbb{B}$ be a separable Banach space. If $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ are family of independent, $\mathbb{B}$-valued, zero-mean random vectors, then the following conditions are equivalent:
(i) For every $q \geq 1$ and $\lambda>0$ there exists $C_{\lambda}$ such that for any vectors $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$

$$
\sum_{\mathbf{k} \in \mathbb{N}^{d}}|\mathbf{k}|^{-1} P\left(\frac{\left\|S_{\mathbf{k}}\right\|}{|\mathbf{k}|} \geq \lambda\right) \leq C_{\lambda} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{k}}\right\|^{p q}}{|\mathbf{k}|^{p q-q+1}}
$$

(ii) for every random vectors $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ the condition

$$
\sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{k}}\right\|^{p}}{|\mathbf{k}|^{p}}<\infty
$$

## implies that the SLLN holds.

The idea presented, based on Theorem 6.1.1, can be successfully used to study almost sure convergence of random fields with values in the Banach space with a martingale dependence structure; this of course requires stronger assumptions for the geometry of space - $p$-uniform smoothness (or $p$-smoothness). For example, in this way Brunk-Prokhorov strong law of large numbers was proven in [113] for the fields of martingale differences (along with the characterization of the geometry of the Banach space).

### 6.2. Marcinkiewicz type inequality

In this part of the section we give a certain version of Marcinkiewicz's inequality for random fields, which allows us to receive the Brunk-Prokhorov strong laws of large numbers. Application of this inequality in the proofs of SLLN, under assumption of the truth of the weak law of large numbers, does not require information about the geometry of the Banach space. Such claims are a good complement to the results of the previous subsection.

Lemma 6.2.1. ([86], Lemma 2.11) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a field of independent random vectors taking values in separable Banach space $\mathbb{B}$ and $q$ be the real number, thus the following two statements:
(i) if $1 \leq q \leq 2$ then

$$
\mathbb{E} \mid\left\|S_{\mathbf{n}}\right\|-\mathbb{E}\left\|S_{\mathbf{n}}\right\|^{q} \leq C(q) \sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left\|X_{\mathbf{k}}\right\|^{q}
$$

for $q=2$ constant $C(2)=4$;
(ii) if $q>2$ then

$$
\mathbb{E} \mid\left\|S_{\mathbf{n}}\right\|-\mathbb{E}\left\|S_{\mathbf{n}}\right\|^{q} \leq C(q)\left[\left(\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left\|X_{\mathbf{k}}\right\|^{2}\right)^{q / 2}+\sum_{\mathbf{k} \preceq \mathbf{n}} \mathbb{E}\left\|X_{\mathbf{k}}\right\|^{q}\right]
$$

are true.

## Brunk-Prokhorov SLLN in separable Banach space

Application of Lemma 6.2.1 allows to generalize Acosta's result (cf. [1], Theorem 3.2 ) to the fields of random elements.

Theorem 6.2.2. ([86], Theorem 2.12) Let $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a random field of zeromean random variables satisfying assumptions of Lemma 6.2.1, and $\left\|S_{\mathbf{n}}\right\| /|\mathbf{n}| \xrightarrow{P} 0$ as $\max \mathbf{n} \rightarrow \infty$, thus:
(i) if $1 \leq q \leq 2$ then $\sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{\mathbb{E}\left\|X_{\mathbf{n}}\right\|^{q}}{|\mathbf{n}|^{q}}<\infty$ implies $\operatorname{SLLN}$ (77);
(ii) if $q \geq 2$ then $\sum_{\mathbf{n} \in \mathbb{N}^{d}} \frac{\mathbb{E}\left\|X_{\mathbf{n}}\right\|^{q}}{|\mathbf{n}|^{\frac{q}{2}+1}}<\infty$ implies $\operatorname{SLLN}$ (77).

Proof. (i). Let us assume that $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ are symetric (desymetryzation is standard) and put

$$
Y_{\mathbf{k}}=X_{\mathbf{k}} I\left(\left\|X_{\mathbf{k}}\right\| \leq|\mathbf{k}|\right), \quad T_{\mathbf{n}}=\sum_{\mathbf{n} \in \mathbb{N}^{d}} Y_{\mathbf{k}}
$$

By assumption it follows that $\sum_{\mathbf{n} \in \mathbb{N}^{d}} P\left(\left\|X_{\mathbf{k}}\right\| \leq|\mathbf{k}|\right)<\infty \quad$ and by the Borell-Cantelli Lemma it is enough to prove $T_{\mathbf{n}} /|\mathbf{n}| \rightarrow 0 \quad$ a.s. $\quad$ as $\max \mathbf{n} \rightarrow \infty$. It follows from assumption that

$$
T_{\mathbf{n}} /|\mathbf{n}| \rightarrow 0 \quad \text { in } \quad \text { probability } \quad \text { as } \quad \max \mathbf{n} \rightarrow \infty
$$

thus by Lemma 4

$$
E\left\|T_{\mathbf{n}}\right\| /|\mathbf{n}| \rightarrow 0 \quad \text { as } \quad \max \mathbf{n} \rightarrow \infty
$$

and on the virtue of Lemma 3 and the Borell-Cantelli Lemma, the proof will be completed if we show that for any $\lambda>0$

$$
\sum_{\mathbf{n} \in \mathbb{N}^{d}} P\left(\frac{\left\|V_{\mathbf{k}}\right\|}{\left|2^{\mathbf{k}-1}\right|}>\lambda\right)<\infty \quad \text { where } \quad V_{\mathbf{k}}=\left\|T_{2^{\mathbf{k}-1}}^{2^{\mathbf{k}}}\right\|-E\left\|T_{2^{\mathbf{k}-1}}^{\mathbf{2}^{\mathbf{k}}}\right\|
$$

Now, for any $\lambda>0$ by Chebyshev inequality and Theorem 2.1 of Acosta [1] we have

$$
\begin{aligned}
& \sum_{\mathbf{k} \in \mathbb{N}^{d}} P\left(\frac{\left\|V_{\mathbf{k}}\right\|}{\left|2^{\mathbf{k}-\mathbf{1}}\right|}>\lambda\right) \leq \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{E\left\|V_{\mathbf{k}}\right\|^{p}}{\lambda^{p}\left|2^{\mathbf{k}-\mathbf{1}}\right|^{p}} \\
& \leq \frac{C_{p} 2^{r p}}{\lambda^{p}} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \sum_{2^{\mathbf{k}-1} \preceq \mathbf{j} \prec 2^{\mathbf{k}}} \frac{E\left\|Y_{\mathbf{j}}\right\|^{p}}{|\mathbf{j}|^{p}} \leq \frac{C_{p} 2^{r p}}{\lambda^{p}} \sum_{\in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{k}}\right\|^{p}}{|\mathbf{k}|^{p}}<\infty
\end{aligned}
$$

Let us observe that we could use Theorem 2.1 of Acosta [1] in multidimensional indices case since $\left\{X_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}\right\}$ are independent.
(ii). The same arguments and Hölder inequality

$$
\begin{aligned}
& \sum_{\mathbf{k} \in \mathbb{N}^{d}} P\left(\frac{\left\|V_{\mathbf{k}}\right\|}{\left|2^{\mathbf{k}-\mathbf{1}}\right|}>\lambda\right) \leq \frac{C_{p}}{\lambda^{p}} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{1}{\mid 2^{\mathbf{k}-\mathbf{1} \mid p}}\left[\left(\sum_{2^{\mathbf{k}-1} \preceq \mathbf{j} \prec 2^{\mathbf{k}}} E\left\|Y_{\mathbf{j}}\right\|^{2}\right)^{\frac{p}{2}}+\sum_{2^{\mathbf{k}-1} \preceq \mathbf{j} \prec 2^{\mathbf{k}}} E\left\|Y_{\mathbf{j}}\right\|^{p}\right] \\
& \leq \frac{C_{p}}{\lambda^{p}} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{1}{\left|2^{\mathbf{k}-\mathbf{1}}\right|^{p}}\left[\left|2^{\mathbf{k}-\mathbf{1}}\right|^{\frac{p}{2}-1} \sum_{2^{\mathbf{k}-1} \preceq \mathbf{j} \prec 2^{\mathbf{k}}} E\left\|Y_{\mathbf{j}}\right\|^{p}+\sum_{2^{\mathbf{k}-\mathbf{1}} \preceq \mathbf{j} \prec 2^{\mathbf{k}}} E\left\|Y_{\mathbf{j}}\right\|^{p}\right] \\
& \leq \frac{2 C_{p}}{\lambda^{p}} 2^{r\left(\frac{p}{2}+1\right)} \sum_{\mathbf{k} \in \mathbb{N}^{d}} \frac{E\left\|X_{\mathbf{k}}\right\|^{p}}{|\mathbf{k}|^{\frac{p}{2}+1}}<\infty .
\end{aligned}
$$

## Chapter 7

## Feller SLLN for fields of random elements

In this part of the outline we will present the generalization of Feller's strong law of large numbers for the fields of random elements taking values in Banach's space $(\mathbb{B},\| \|)$, studying the limiting behavior of sums of random elements indexed by certain subsets of $\mathbb{N}^{d}$.

Let us start with additional notations and conditions. Let $\left\{a_{\mathbf{n}}, \in \mathbb{N}^{d}\right\}$ be such a field of positive numbers that $a_{\mathbf{n}} \rightarrow \infty$ as $\max \mathbf{n} \rightarrow \infty$, for which there exists an expanding sequence $\left\{D_{k}, k \in \mathbb{N}\right\}$, of finite subsets of $\mathbb{N}^{d}$ having the following properties:
(A) let $I_{k}:=D_{k}-D_{k-1}, k \geq 1$, if $\mathbf{n} \in I_{k}$, then $(\mathbf{n}) \subseteq D_{k}$;
(B) there exist such constants $\tau>1$ and $C_{1}, C_{2}>0$, that for any $k$ and $\mathbf{n} \in I_{k}$, the condition $C_{1} \tau^{k} \leq a_{\mathbf{n}} \leq C_{2} \tau^{;}$is met;
(C) for any $k$ there exists a family of disjoint rectangles $E_{k l}$ and a corresponding set of indices $R_{k}$ such that $I_{k}=\bigcup_{l \in R_{k}} E_{k l}$;
(D) $\nu_{0} \lim \sup \max _{\mathbf{n} \in I_{k}} \tau^{-k} \sum_{i=1} \tau^{k}\left|\left\{t \in R_{i}: E_{i t} \cap(\mathbf{n}) \neq 0\right\}\right|<\infty$.

Conditions (A)-(D) were introduced by Mikosh and Norvaiša in [96]. This property of the numeric field was called the weak star property (WSP). The condition seems strange and complicated, but reduced to one dimension "behaves as needed"; when $d=1$, the increasing to infinity sequence $\left\{a_{\mathbf{n}}, \in \mathbb{N}\right\}$ satisfies the WSP condition and assumption (85) implies a known Feller condition $\sum_{k \geq n} a_{k}^{-2}=O\left(n / a_{n}^{2}\right)$.

It turns out (cf. [95]) that in order to obtain the SLLN it is enough that the sum of random elements indexed with $E_{k l}$ sets satisfies a certain asymptotic condition (this is also a necessary condition).

Lemma 7.0.1. ([76], Lemma 2.2) If $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is a field of independent, symmetric random elements with values in Banach's B space and the following two conditions are met:
(i) $\left|X_{\mathbf{k}}\right| \leq a_{\mathbf{k}}, \mathbf{k} \in \mathbb{N}^{d}$;
(ii) $\lim (\max ) S_{\mathbf{n}} / a_{\mathbf{n}} \xrightarrow{\mathbb{P}} 0$,
then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left\|S_{E_{k l}} / d^{k}\right\|^{p} \rightarrow 0, \quad k \rightarrow \infty, \text { uniformly in } l \in R_{k} \tag{84}
\end{equation*}
$$

for each $p>0$.
Using the above lemma, we can obtain a generalization of Feller's SLLN (cf. [76], Theorem 3.1). In order to formulate this result, let us introduce the notations: $M_{j}:=\operatorname{card}\left\{\mathbf{n} \in \mathbb{N}^{d}: a_{\mathbf{n}} \leq j\right\}$ and $m_{j}:=M_{j}-M_{j-1}$, for each $j \geq 1$.

Theorem 7.0.2. ([76], Theorem 3.1) Suppose that there exists the natural number $j_{0}$ and such positive constants $C_{3}, C_{4}$ that for each $j \geq j_{0}$

$$
\begin{equation*}
M_{j} \leq C_{3} M_{j-1}, \quad \sum_{i \geq j} i^{-3} M_{i} \leq C_{4} j^{-2} M_{j} \tag{85}
\end{equation*}
$$

If $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is a field of equidistributed random elements with values in Banach space $(\mathbb{B},\| \|),\left\{a_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ a non-negative real field increasing to infinity, then the following two conditions

$$
\begin{align*}
& \lim (\max ) S_{\mathbf{n}} / a_{\mathbf{n}} \xrightarrow{\mathbb{P}} 0,  \tag{86}\\
& \sum_{\mathbf{n} \in \mathbb{N}^{d}} \mathbb{P}\left(\left|X_{\mathbf{n}}\right| \geq a_{\mathbf{n}}\right)<\infty, \tag{87}
\end{align*}
$$

are equivalent to the one below

$$
\begin{equation*}
\lim (\max ) S_{\mathbf{n}} / a_{\mathbf{n}} \rightarrow 0 \quad \text { a.s. } \tag{88}
\end{equation*}
$$

The above result allows for many applications. Setting $a_{\mathbf{n}}=|\mathbf{n}|^{1 / p}, 1 \leq p \leq 2$, and assuming (85) we get Marcinkiewicz SLLN for fields of random elements, proved by Fazekas in [40].

Corollary 7.0.3. If we assume that $a_{\mathbf{n}}=n_{1}^{1 / p_{1}} \cdots \cdots n_{d}^{1 / p_{d}}$, where $\mathbf{1} \preceq \mathbf{p} \prec \mathbf{2}$, we can obtain results corresponding to the results presented in chapter 3; that is, we get the necessary and sufficient conditions for the strong law of large numbers with asymmetric normalization.

Note also that the claim remains its truth when, in the assumptions, the weak law of large numbers is replaced by the conditions regarding the geometry of Banach space (see [76], Theorem 3.2).

## Chapter 8

## Weak convergence of random fields

This chapter is based on the results obtained in [75], in which we deal with the weak convergence of fields of random elements with values in the metric space. Such problems arise when examining the weak convergence of stochastic processes, empirical processes or randomly stopped empirical sums created from samples from a continuous distribution with "time" in $\mathbb{R}^{q}$. In a more general context, such results can be the basis for the application of random fields in biology, the propagation of electromagnetic waves generated in a medium of random parameters or in the study of turbulent flows.

Theorems from [75] generalize or complement the results contained in the publications: [3], [4], [9], [10], [29] and [31].

### 8.1. Weak convergence of random fields with random indices

We will consider the random field $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ defined on the probabilistic space $(\Omega, \mathfrak{F}, \mathbb{P})$, with values in the separable metric space $(S, \rho)$, with the $\sigma$-algebra of the

Borel sets $\mathfrak{B}$. Let us also add $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ will be a d-dimensional field of random variables defined on the probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, more precisely $\mathbf{N}_{\mathbf{n}}=\left(N_{\mathbf{n}}^{(1)}, N_{\mathbf{n}}^{(2)}, \ldots, N_{\mathbf{n}}^{(d)}\right)$, where $N_{\mathbf{n}}^{(i)}$ for each $1 \leq i \leq d$ and $\mathbf{n} \in \mathbb{N}^{d}$ is a random variable assuming natural values.

Let $Y$ be a random element with values in the metric space $(S, \rho)$ with a distribution of $\mu$ and

$$
\begin{equation*}
\lim (\min ) Y_{\mathbf{n}} \xrightarrow{\mathscr{D}} \mu \tag{89}
\end{equation*}
$$

We give the sufficient conditions (in most cases also necessary) that the random field $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ should meet to ensure the convergence

$$
\begin{equation*}
\lim (\min ) Y_{N_{\mathbf{n}}} \xrightarrow{\mathfrak{D}} \mu \tag{90}
\end{equation*}
$$

without imposing any conditions on the probabilistic relations between random fields $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ and field of random index $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$.

Let $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be a collection of positive numbers such that $k_{\mathbf{n}} \rightarrow \infty$ as $\max \mathbf{n} \rightarrow \infty$, furthermore we assume that $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is non-decreasing in the sense that for every $\mathbf{m}, \mathbf{n} \in \mathbb{N}^{d}, k_{\mathbf{m}} \leq k_{\mathbf{n}}$ provided $\mathbf{m} \preceq \mathbf{n}$. Now, let us introduce the following definition witch generalized Anscombe condition. Note, that in the $d=1$ the concept of norming sequence and generalized Anscombe condition was introduced in [29] by Csörgő and Rychlik.

Definition 8.1.1. ([75], Definition 1) A random field $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is said to satisfy the following generalized Anscombe condition with norming family $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ of positive real numbers such that for every $\varepsilon>0$ there exists $\delta>0$

$$
\begin{equation*}
\limsup _{\min \mathbf{n} \rightarrow \infty} \mathbb{P}\left(\max _{\preceq \mathbf{n} \in D_{\mathbf{n}}(\delta)} \rho\left(Y_{\preceq \mathbf{n}}, Y_{\mathbf{n}}\right) \geq \varepsilon\right) \leq \varepsilon \tag{91}
\end{equation*}
$$

where

$$
D_{\mathbf{n}}(\delta):=\left\{\preceq \mathbf{n} \in \mathbb{N}^{d}:\left|k_{\preceq \mathbf{n}}-k_{\mathbf{n}}\right| \leq \delta k_{\mathbf{n}}\right\} .
$$

Now, we are ready to state extension of Aldous'theorem to random field.

Theorem 8.1.2. ([75], Theorem 1) Let $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ be the random field, then the following conditions are equivalent: If we assume that the random field $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfies the following generalized Anscombe condition:
(i) $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfies generalized Anscombe condition with $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ and $\lim (\min ) Y_{N_{\mathbf{n}}} \xrightarrow{\mathfrak{D}} \mu$;
(ii) $\lim (\min ) Y_{N_{\mathbf{n}}} \xrightarrow{\mathfrak{D}} \mu$ for every random field $\left\{N_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ such that

$$
\begin{equation*}
\lim (\min ) k_{\mathbf{N}_{\mathbf{n}}} / k_{\mathbf{a}_{\mathbf{n}}} \xrightarrow{\mathbb{P}} 1, \tag{92}
\end{equation*}
$$

for a some field $\left\{\mathbf{a}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ taking values in $\mathbb{N}^{d}$ and such that $\min \mathbf{a}_{\mathbf{n}} \rightarrow \infty$, as $\min \mathbf{n} \rightarrow \infty$.

Interpretation of the field $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, which we used in the generalized Anscombe condition, one can find in the from Theorem 1, given in [75]. Namely, if we set that $Y_{\mathbf{n}}:=S_{\mathbf{n}} / B_{\mathbf{n}}$, where $S_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathbf{k}}$ and $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is the field of independent random variables, such that $\mathbb{E} X_{\mathbf{n}}=0, \mathbb{E} S_{\mathbf{n}}^{2}=B_{\mathbf{n}}^{2}<\infty$, and $B_{\mathbf{n}} \rightarrow \infty$ as $\min \mathbf{n} \rightarrow \infty$; then (89) and (90) are equivalent when in the Anscombe condition we use the field $k_{\mathbf{n}}=B_{\mathbf{n}}^{2}$.

In this part of the subsection we will present sufficient and necessary conditions for convergence (90), when we weaken the condition (92), imposed on the random field $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, at the expense of assumptions on the random field $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$, about which we will assume that

$$
\begin{equation*}
\lim (\min ) Y_{\mathbf{n}} \xrightarrow{\mathfrak{D}} \mu \text { (stably). } \tag{93}
\end{equation*}
$$

This time a condition analogous to the Anscombe condition holds for any event $A \in \mathfrak{B}:$

$$
\begin{equation*}
\limsup _{\min \mathbf{n} \rightarrow \infty} \mathbb{P}_{A}\left(\max _{\preceq \mathbf{n} \in D_{\mathbf{n}}(\delta)} d\left(Y_{\preceq \mathbf{n}}, Y_{\mathbf{n}}\right) \geq \varepsilon\right) \leq \varepsilon \mathbb{P}(A) \tag{94}
\end{equation*}
$$

whereas the random field $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ must satisfy the condition that requests that for any $\varepsilon>0$ and $\delta>0$ there be a finite and measurable partition of the space $\Omega$ into
disjoint events $\left\{A_{1}, \ldots, A_{M}\right\}$ and a $d$-dimensional field $\left\{\mathbf{a}_{\mathbf{n}_{j}} \in \mathbb{N}^{d}\right\}, 1 \leq j \leq M$, $\mathbf{n} \in \mathbb{N}^{d}$, such that $\min \mathbf{a}_{\mathbf{n}_{j}} \rightarrow \infty$ as $\min \mathbf{n}_{j} \rightarrow \infty$, and the following inequality holds

$$
\begin{equation*}
\limsup _{\min \mathbf{n} \rightarrow \infty} \sum_{j=1}^{M} \mathbb{P}_{A_{j}}\left(\left|k_{\mathbf{N}_{\mathbf{n}}}-k_{\mathbf{a}_{\mathbf{n}_{j}}}\right|>\delta k_{\mathbf{a}_{\mathbf{n}_{j}}}\right) \leq \varepsilon \tag{95}
\end{equation*}
$$

where $\left\{k_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is the field as in the Anscombe condition (91). In [75] we point out that if we assume (93) and maintain the other assumptions, we also get a stable convergence in (90). On the other hand, as Theorem 3 from [75] shows, in order to obtain (90) with condition (95), we cannot weaken the assumption $Y_{\mathbf{n}} \xrightarrow{\mathfrak{D}} \mu$ (stably). The results shown, mainly generalized the Aldous theorems contained in [3] to nonstationary random fields.

### 8.2. Random Functional Central Limit Theorem

In this part of the chapter we present a functional central limit theorem, for random elements taking values in a certain metric space and having a multidimensional random indices. If this metric space is a set of all functions defined on $T_{d}=\langle 0, \infty)^{d}$, "continuous from above and having limits from below" (cf. def. in [79]), then random elements with values in this space are a very important class of stochastic processes. The results for the low convergence of such random elements may be used in the analysis of the weak convergence of empirical processes.

The results we are discussing generalize the main theorems in [4], [9], [10], [29] and [31]; to introduce them more accurately, we need some additional notations. On the set of all the functions "continuous from above and having limits from below" defined on the set $T_{d}$, we introduce the metric (see def. in [?]); the resulting metric space is denoted $\left(D_{d}[0, \infty), \varrho\right)$, it turns out to be separable and complete (cf. [79]). In the further part of this subsection, the product of vectors and $d$-dimensional fields will be understood as a matrix multiplication, i.e.; let $\mathbf{q}, \mathbf{t} \in T_{d}$ and $0<|\mathbf{q}|<\infty$ and $\mathbf{p}_{\mathbf{n}}=\left(p_{\mathbf{n}}^{(1)}, \ldots, p_{\mathbf{n}}^{(d)}\right)$, where $p_{\mathbf{n}}^{i} \in T_{d}$ for $1 \leq i \leq d$, then

$$
\mathbf{q} \cdot \mathbf{t}:=\left(q_{1} t_{1}, \ldots, q_{d} t_{d}\right), \mathbf{t} \cdot \mathbf{p}_{\mathbf{n}}:=\left(t_{1} p_{\mathbf{n}}^{(1)}, \ldots, t_{d} p_{\mathbf{n}}^{(d)}\right)
$$

For an arbitrary $0<\alpha<\infty$ we define the mapping

$$
F_{\mathbf{q}} x(t)=|\mathbf{q}|^{-\alpha} x\left(q_{1} t_{1}, \ldots, q_{d} t_{d}\right),
$$

with domain and co-domain equal $D_{d}[0, \infty)$.
Let $Z=Z(\mathbf{t}), \mathbf{t} \in T_{d}$, be a random element taking values in $D_{d}[0, \infty)$, $\left\{\mathbf{k}_{\mathbf{n}}=\left(k_{\mathbf{n}}^{(1)}, \ldots, k_{\mathbf{n}}^{(d)}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$ such $d$-dimensional, positive real field, that $\left|\mathbf{k}_{\mathbf{n}}\right|=\prod_{i=1}^{d} k_{\mathbf{n}}^{(i)} \rightarrow \infty$ as $\min \mathbf{n} \rightarrow \infty$ and $\mathbf{n} \preceq \mathbf{m}$ implies $\left|\mathbf{k}_{\mathbf{n}}\right| \leqq\left|\mathbf{k}_{\mathbf{m}}\right|$.

Theorem 8.2.1. ([75], Theorem 3) Let for an arbitrary $\alpha, 0<\alpha<\infty$, every $\mathbf{t} \in T_{d}$ and $\mathbf{k}_{\mathbf{n}} \in T_{d}^{+}$the field of random elements be defined as follows

$$
\begin{equation*}
Y_{\mathbf{n}}(\mathbf{t}):=\left|\mathbf{k}_{\mathbf{n}}\right|^{-\alpha} Z\left(\mathbf{t} \cdot \mathbf{k}_{\mathbf{n}}\right), \quad \mathbf{n} \in \mathbb{N}^{d} \tag{96}
\end{equation*}
$$

Then, or such random field, the following conditions are equivalent :
(i) $\lim _{\min \mathbf{n} \rightarrow \infty} Y_{\mathbf{n}} \xrightarrow{\mathfrak{D}} \mu$ (stably),
(ii) $\lim _{\min \mathbf{n} \rightarrow \infty} Y_{\mathbf{N}_{\mathbf{n}}} \xrightarrow{\mathfrak{D}} \mu$, for any random field $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfying condition

Let us quote a few remarks to this result, given in [75]:

- the processes considered in [9], [10] and [29] are special cases of the process defined by (96); [10] i [29]
- condition (95) is the weakest possible, at which we do not impose any conditions on the structure of dependence between random fields $\left\{Y_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ and $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\} ;$
- in the light of the above remark, the result obtained is the best possible in the aspect considered;
- the result generalized studies [9], [10] and [31];
- equivalence remains true if the considerations are limited to the $D_{d}[0,1]$ space.

As an application, the following random functional limit theorem was obtained (cf. [75], Theorem 5]).

Theorem 8.2.2. Let $Y_{\mathbf{n}}(\mathbf{t}):=(|\mathbf{n}|)^{-1 / 2} \sum_{\mathbf{k} \preceq \mathbf{n} \cdot \mathbf{t}} X_{\mathbf{k}}$, for $\mathbf{t} \in T_{d}[0,1]$. If $\left\{X_{\mathbf{n}}, \mathbf{n} \in\right.$ $\left.\mathbb{N}^{d}\right\}$ is such a stationary, ergodic field of martingale differences with respect to the filtration $\left\{\mathfrak{F}_{\mathbf{n}}=\bigvee_{\mathbf{k} \preceq \mathbf{n}} \sigma\left(X_{\mathbf{k}}\right), \mathbf{n} \in \mathbb{N}^{d}\right\}$, that $\mathbb{E} X_{\mathbf{n}}^{2}=1$ then

$$
\lim (\min ) Y_{\mathbf{N}_{\mathbf{n}}} \xrightarrow{\mathfrak{D}} W \text { in } D_{d}[0,1]
$$

for any field $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ satisfying condition (95) with the normalizing field $\left\{k_{\mathbf{n}}=|n|, \mathbf{n} \in \mathbb{N}^{d}\right\}$, where $W$ is d-parameter Wiener process.

## Chapter 9

## Rate of convergence in the random WLLN

According to the title of this subsection, we will provide the results giving the rate of convergence in the weak law of large numbers for fields of independent random variables and martingales, for their partial sums indexed randomly. More specifically, we determine the order of magnitude of

$$
\begin{equation*}
h(t) \sum_{\mathbf{n} \in \mathbb{N}^{d}} f(\mathbf{n}) \mathbb{P}\left(\left|S_{\mathbf{N}_{\mathbf{n}}}\right| \geq t\left|\mathbf{N}_{n}\right|^{1 / 2} g\left(\mathbf{N}_{\mathbf{n}}\right)\right), \text { as } t \rightarrow 0^{+} \tag{97}
\end{equation*}
$$

where $\left\{\mathbf{N}_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ is a random field with values in $\mathbb{N}^{d}$.

### 9.1. Results for fields of independent random variables

Due to the broadness of the formulation of the results that we want to present, we will limit their discussion to the general idea, omitting the details.

Gut in [51] proved a random version of the Baum-Katz theorem. With the assumptions similar to the classic version of this result - the condition

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{\alpha r-2} \mathbb{P}\left(\left|N_{n}-\lambda n\right|>t n\right)<\infty \tag{98}
\end{equation*}
$$

where $\lambda$ jest is such a random variable that $\mathbb{P}(a \leq \lambda \leq b)=1$ for some $0<a<b \leq$ $\infty$, implies

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{\alpha r-2} \mathbb{P}\left(\left|S_{N_{n}}\right|>t N_{n}^{\alpha}\right)<\infty \tag{99}
\end{equation*}
$$

This result was the premise of our research, and was generalized not only towards random fields and dependence structure, but we also give an order of magnitude of a more general sum. Let us denote:

$$
\begin{equation*}
H(r, s ; t)=\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{r}\left(\log _{+}|\mathbf{n}|\right)^{s} \mathbb{P}\left(\left|\mathbf{N}_{\mathbf{n}}\right|-\lambda|\mathbf{n}||>t| \mathbf{n} \mid\right) \tag{100}
\end{equation*}
$$

where $\lambda$ is such a random variable as in condition (98).

Theorem 9.1.1. If

$$
\begin{equation*}
\lim (\max ) \sup _{x \in \mathbb{R}}\left|\mathbb{P}\left(S_{\mathbf{N}_{\mathbf{n}}}<x\left|\mathbf{N}_{\mathbf{n}}\right|^{1 / 2}\right)-\Phi(x)\right| \rightarrow 0 \tag{101}
\end{equation*}
$$

then with the assumptions analogous to Gut's theorem from [51], there exists such a constant $C$ depending on the function: $f, g, h$ and the dimension $d$ of the index set that

$$
\liminf _{t \rightarrow 0^{+}} h(t)\left\{\sum_{\mathbf{n} \in \mathbb{N}^{d}} f(\mathbf{n}) \mathbb{P}\left(\left|S_{\mathbf{N}_{\mathbf{n}}}\right| \geq t\left|\mathbf{N}_{n}\right|^{1 / 2} g\left(\mathbf{N}_{\mathbf{n}}\right)\right)+H(r, s ; t)\right\} \geq C_{f, g, h ; d}
$$

and

$$
\limsup _{t \rightarrow 0^{+}} h(t)\left\{\sum_{\mathbf{n} \in \mathbb{N}^{d}} f(\mathbf{n}) \mathbb{P}\left(\left|S_{\mathbf{N}_{\mathbf{n}}}\right| \geq t\left|\mathbf{N}_{n}\right|^{1 / 2} g\left(\mathbf{N}_{\mathbf{n}}\right)\right)-H(r, s ; t)\right\} \leq C_{f, g, h ; d}
$$

The exact specification of functions and assumptions is contained in Theorem 2, given in [74].

### 9.2. Results for martingale random fields

As in the previous subsection, we will examine the asymptotics of (97); here we consider the random field $\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ of martingale differences. For the same reasons as before, we will only give the most important facts about the results. However, we will not avoid some new notations:

$$
\begin{aligned}
& F_{a}(\alpha, r, s, u):=\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{r}\left(\log ^{+}|\mathbf{n}|\right)^{s} \Phi\left(-t a_{\mathbf{n}}^{\alpha}(t)\left(\log ^{+} a_{\mathbf{n}}(t)\right)^{u}\right) \\
& F_{b}(\alpha, r, s, u):=\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{r}\left(\log ^{+}|\mathbf{n}|\right)^{s} \Phi\left(-t b_{\mathbf{n}}^{\alpha}(t)\left(\log ^{+} b_{\mathbf{n}}(t)\right)^{u}\right)
\end{aligned}
$$

where $\Phi$ is a normal distribution,

$$
\begin{array}{ll}
a_{\mathbf{n}}:=(a-t) \zeta_{\mathbf{n}}^{2}, & b_{\mathbf{n}}:=(b+t) \zeta_{\mathbf{n}}^{2} \\
\zeta_{\mathbf{n}}^{2}:=\sum_{\mathbf{k} \preceq \mathbf{n}} \sigma_{\mathbf{k}}^{2} \text { and } \quad \sigma_{\mathbf{k}}^{2}:=\mathbb{E} X_{\mathbf{k}}^{2}
\end{array}
$$

Theorem 9.2.1. If the considered random field of martingale differences satisfied (101) and there exist such positive number fields

$$
\left\{b_{y_{\mathbf{k}}}^{2}, \mathbf{k} \in \mathbb{N}^{2}\right\} \text { and }\left\{a_{y_{\mathbf{k}}}^{r}, \mathbf{k} \in \mathbb{N}^{2}\right\}
$$

that for $\mathbf{j} \preceq \mathbf{k} \preceq \mathbf{n}$ we have

$$
\mathbb{E}\left(X_{\mathbf{k}}^{2} \mathbb{I}\left(X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}\right) \leq b_{y_{\mathbf{k}}}^{2} \text { a.s. }
$$

and

$$
\mathbb{E}\left(X_{\mathbf{k}}^{r} \mathbb{I}\left(0 \leq X_{\mathbf{k}} \leq y_{\mathbf{k}}\right) \mid \mathfrak{F}_{\mathbf{j}}\right) \leq a_{y_{\mathbf{k}}}^{r} \text { a.s. }
$$

thus, with these assumptions, if

$$
\max \left[t, \ln \left(\beta x y^{t-1} / A_{t, Y}+1\right)\right]>\alpha x y /\left(e^{t} B_{Y}^{2}\right)
$$

then

$$
\begin{aligned}
\liminf _{t \rightarrow 0^{+}} h(t)\left(\sum _ { \mathbf { n } \in \mathbb { N } ^ { d } } | \mathbf { n } | ^ { r } ( \operatorname { l o g } _ { + } | \mathbf { n } | ) ^ { s } \mathbb { P } \left(\left|S_{N_{\mathbf{n}}}\right| \geq\right.\right. & \left.\left.t M_{\mathbf{n}} g\left(M_{\mathbf{n}}\right)\right)+\widetilde{H}(r, s ; t)\right) \\
& \geq \liminf _{t \rightarrow 0^{+}} F_{b}(\alpha, r, s, u) h(t)
\end{aligned}
$$

9. Rate of convergence in the random...
and

$$
\begin{aligned}
\limsup _{t \rightarrow 0^{+}} h(t)\left(\sum _ { \mathbf { n } \in \mathbb { N } ^ { d } } | \mathbf { n } | ^ { r } ( \operatorname { l o g } _ { + } | \mathbf { n } | ) ^ { s } \mathbb { P } \left(\left|S_{N_{\mathbf{n}}}\right| \geq\right.\right. & \left.\left.t M_{\mathbf{n}} g\left(M_{\mathbf{n}}\right)\right)-\widetilde{H}(r, s ; t)\right) \\
& \leq \limsup _{t \rightarrow 0^{+}} F_{a}(\alpha, r, s, u) h(t)
\end{aligned}
$$

where

$$
M_{\mathbf{n}}=\sum_{\mathbf{k} \preceq \mathbf{N}_{\mathbf{n}}} \sigma_{\mathbf{k}}^{2}, \tilde{H}(r, s ; t)=\sum_{\mathbf{n} \in \mathbb{N}^{d}}|\mathbf{n}|^{r}\left(\log _{+}|\mathbf{n}|\right)^{s} \mathbb{P}\left(\left|M_{\mathbf{n}}-\lambda \zeta_{\mathbf{n}}\right|>t \zeta_{\mathbf{n}}^{2}\right) \text { and }
$$

$\lambda$ is such a random variable as in condition (98).
The complete formulation of the results are given in [77].

## Index of Symbols

:= - equal by definition;
$(\Omega, \mathfrak{F}, \mathbb{P})$ - probability space, $\Omega$ - set, $\mathfrak{F}-\sigma$-algebra of subsets of $\Omega$, $\mathbb{P}$ - probability;
$\mathbb{N}-$ set of natural numbers, $\mathbb{N}=\{1,2,3, \ldots\}, \mathbb{N}_{0}=\mathbb{N} \cup\{0\} ;$
$\mathbb{N}^{d}:=\mathbb{N} \times \mathbb{N} \times \cdots \times \mathbb{N}$ - product of $d$ sets $X$;
$\mathbf{m}=\left(m_{1}, m_{2}, \ldots, m_{d}\right) \in \mathbb{N}^{d}, \mathbf{n}=\left(n_{1}, n_{2}, \ldots, n_{d}\right) \in \mathbb{N}^{d} ;$
$D=\{1,2 \ldots, d\}, \emptyset \neq J \subseteq D$ i $C J:=D \backslash J ;$
$\mathbf{m} \preceq \mathbf{n} \Longleftrightarrow m_{i} \leq n_{i}$ for every $i \in D ;$
$\mathbf{m} \wedge \mathbf{n}:=\left(m_{1} \wedge n_{1}, \ldots, m_{d} \wedge n_{d}\right) ;$
$X, X(\omega)$ - random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$;
$\left\{X_{\mathbf{n}}, \mathbf{n} \in \mathbb{N}^{d}\right\}$ - random fields;
$S_{\mathrm{n}}:=\sum_{\mathbf{k} \preceq \mathbf{n}} X_{\mathrm{k}}$
$\min \mathbf{n}:=\min _{i \in D} n_{i} ;$
$\max \mathbf{n}:=\max _{i \in D} n_{i}$;
$|\mathbf{n}|:=\prod_{i \in D} n_{i} ;$
$\|\mathbf{n}\|_{D}:=\max _{i \in D}\left|n_{i}\right| ;$
$(\mathbf{n}):=\left\{\mathbf{k} \in \mathbb{N}^{d}: \mathbf{k} \preceq \mathbf{n}\right\} ;$
$\mathfrak{F}_{\mathbf{n}}^{J}:=\underset{\left(n_{j} \in \mathbb{N}, j \in C J\right)}{\bigvee} \mathfrak{F}_{\mathbf{n}}, \mathfrak{F}_{\mathbf{n}}^{J}:=\sigma\left\{\underset{\left(n_{j} \in \mathbb{N}, j \in C J\right)}{\bigcup} \mathfrak{F}_{\mathbf{n}}\right\} ;$
$\mathfrak{F}_{\mathbf{n}}^{j}=\mathfrak{F}_{\mathbf{n}}^{J}$ if $J=\{j\} ;$
$\mathcal{G}_{\mathbf{n}}:=\bigvee_{j=1} \mathfrak{F}_{\mathbf{n}}^{j} ;$

$$
\begin{aligned}
& \widetilde{\mathfrak{F}}_{\mathbf{n}-\mathbf{1}}:=\mathcal{G}_{\mathbf{n}-\mathbf{1}} \wedge \mathfrak{F}_{\mathbf{n}}, \text { where } \mathbf{n}-\mathbf{1}:=\left(n_{1}-1, n_{2}-1, \ldots, n_{d}-1\right) ; \\
& \boldsymbol{\alpha}:=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d}\right) ; \\
& \mathbf{n}^{\alpha}:=\left(n_{1}^{\alpha_{1}}, n_{2}^{\alpha_{2}}, \ldots, n_{d}^{\alpha_{d}}\right),\left|\mathbf{n}^{\boldsymbol{\alpha}}\right|:=n_{1}^{\alpha_{1}} \cdot n_{2}^{\alpha_{2}} \cdot \ldots \cdot n_{d}^{\alpha_{d}} ; \\
& p:=\max \left\{k: \alpha_{k}=\alpha_{1}\right\} ; \mathcal{S}_{\theta}^{d}=\left\{\left(i_{1}, \ldots, i_{d}\right) \in \mathbb{N}^{d}: \theta<\frac{i_{l}}{i_{k}}<\frac{1}{\theta}, \text { for all } l \neq k \in D\right\} ; \\
& d_{\theta}(k)=\operatorname{card}\left\{\mathbf{n} \in \mathcal{S}_{\theta}^{d}:|\mathbf{n}|=k\right\}, k \in \mathbb{N} ; \\
& M_{\theta}(k)=\operatorname{card}\left\{\mathbf{n} \in \mathcal{S}_{\theta}^{d}:|\mathbf{n}| \leq k\right\}, k \in \mathbb{N} ; \\
& \widehat{\mathcal{S}}_{\theta}^{d}(\mathbf{n}):=\mathcal{S}_{\theta}^{d} \backslash(\mathbf{n}), \mathbf{n} \in \mathcal{S}_{\theta}^{d} ; \\
& \mathcal{S}_{\theta}^{d}(\mathbf{n}):=\mathcal{S}_{\theta}^{d} \cap(\mathbf{n}), \mathbf{n} \in \mathcal{S}_{\theta}^{d} ; \\
& \mathcal{S}_{\theta}^{d}(|\mathbf{n}|):=\left\{\mathbf{i} \in \mathcal{S}_{\theta}^{d}:|\mathbf{i}| \leq|\mathbf{n}|\right\}, \mathbf{n} \in \mathcal{S}_{\theta}^{d} ; \\
& Y_{\mathbf{n}} \xrightarrow{\mathfrak{D}} \mu \mu \text { weak convergence as } \min \text { or } \max \mathbf{n} \rightarrow \infty ; \\
& \mathbf{i} \vee \mathbf{k}:=\left(i_{1} \vee k_{1}, \ldots, i_{d} \vee k_{d}\right) ; \\
& \mathcal{G}_{\mathbf{k}+\mathbf{1}}^{\prime}:=\bigvee_{\mathbf{j} \nsubseteq \mathbf{k}} \mathfrak{F}_{\mathbf{j}}^{\prime} ;
\end{aligned}
$$
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