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OBJECT RECOGNITION SYSTEM USING DETACHABLE-

ANTENNA RFID PASSIVE TAGS 
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Abstract 

 
This paper describes the design of a new type of sensors used to check the presence of passengers 

in vehicles. The system was built based on UHF RFID tags. An ultra-high frequency (UHF) RFID 

technology allows reading tags from a long range. Each sensor is equipped with detachable antennas. 

Upon loading with a force generated by the mass of the passenger sitting down, the switch closes 

the antenna to RFID electronic circuit and the tag is picked up by the receiver. The key advantage 

of the invention is battery-lessness, which significantly increases its reliability and ease of 

implementation. The prototype of the sensor was built by the author and tested. The author was 

granted a patent no. P.419576 on the invention described in this paper. 

 

1. Introduction 

The first patent for an active Radio Frequency IDentification (RFID) solution 

was granted in the USA at the beginning of 1973. That solution incorporated tags 

with rewritable memory [1]. In the same year, a patent for a passive transponder 

for remote keyless system was assigned. In the 1980s the commercial expansion 

of the RFID technology was taking over Europe and the USA, starting with 

transportation systems for animals tracking. In 1990s RFID was already widely 

used by many companies. As a result, some standards in this area began to shape. 

Since the 2000s the RFID technology has been actively enhanced and improved, 

leading to miniaturisation and price reduction. Today RFID systems are found in 

many indoor applications for direct identification and tracking of products and in 

production and transport. In this technology, the data are stored in electronic RFID 

tags and can be repeatedly and wirelessly read, thus enabling products or devices 

to be identified in real-time.  

Passive tags do not rely on batteries or power sources to operate. When a tag 

is in the range of a magnetic or electric field, generated by the RFID reader, the 

tag receives the power to transmit its data to the reader. This is an important 

advantage of the passive technology over its active counterparts, which require 

access to a power source. RFID tags (transponders) are small communication 

                                                      
1 Poznan University of Technology, Institute of Mechanical Technology, Skłodowska-

Curie Square 5, 60-965 Poznań, Poland, dominik.rybarczyk@put.poznan.pl 
2 Poznan University of Technology, Institute of Mechanical Technology, Skłodowska-

Curie Square 5, 60-965 Poznań, Poland, andrzej.milecki@put.poznan.pl 
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devices in which desired information can be stored. They may have a different 

form, e.g. stickers (labels), tokens or rivets. The RFID tag consists of a dedicated 

integrated circuit and an antenna. There are LF, HF (13.56 MHz) and UHF (868 

– 950 MHz) passive RFID systems, whose common feature is that they use 

magnetic coupling to transfer power and data. The type of coupling determines 

data rate, reading distance and environmental robustness. A special group called 

UHF RFID readers (ultra-high frequency RFID), denotes products with extended 

signal reading distance. This passive system consists of RFID transmitters (also 

known as transponders, labels, RFID tags) and an RFID reader equipped with an 

antenna. The RFID system works as follows: 

 the reader generates a high electromagnetic wave using an antenna 

transmitter, 

 the electromagnetic wave is read out by the tag using an independent antenna 

and converted to DC voltage which is used to charge the capacitor,  

 using the capacitor’s energy the tag generates the electromagnetic wave 

which transmits the requested data recorded in a tag to the reader,  

 the received signal is obtained by a reader, filtered and decoded. 

In the literature, the applications of RFID technology for localisation are also 

described. Most of them are based on trilateration and triangulation. The distance 

and angles between the reader and tag are necessary to know (in these methods). 

M. Bouet et al. [2] proposed a classification and survey of RFID application for 

localisation and positioning, including future trends in this domain.  

A modified trilateration method applied in passive RFID indoor localisation 

system is presented by Savochkin [3]. Thanks to his trilateration method the 

training stage of measurement data collection was excluded. The modification 

uses a simple linear model of the distance v measurement data function, which 

enables to improve the localisation accuracy.   

In a different study, a simple, low-frequency RFID-based localisation method was 

investigated with respect to measuring the RFID tags position recognition 

accuracy in the function of the reader velocity [4]. The RFID reader was installed 

on a small Cartesian robot. Two methods/paths of robot head movements were 

examined. The investigations showed that the measurements precision error was 

approx.  ±2 mm. 

2. RFID systems in vehicles 

In modern public transport i.e. buses, coaches or trains, to ensure the optimal 

cost-effective control of devices such as  the air conditioning system (HVAC), it 

is necessary to detect the number and position of passengers i.e. occupancy of 

seats by passengers. The producers are looking for cheap and energy-saving 

sensors mounted in the seats, which can be used for this purpose. Nowadays, the 

simplest and most commonly seat occupancy detection technology is the mat with 

piezoelectric sensors. The mats can work as simple on/off switches or as a pressure 
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measurement element. In the latter case, the system may be able to distinguish an 

adult passenger from a child. In this sensor, a few piezoresistive elements were 

placed on the surface of the membrane and connected together [5].  

Another seat occupancy detection solution employs capacity switches mounted 

on the seat. There are a number of methods to measure the capacitance between   

an electrode   and   its   surroundings. The investigations to detect whether or not 

a seat is occupied have proven to be reliable with low power consumption. 

Therefore, this solution is suitable for the automotive industry. The capacitive 

occupancy detection sensors are used for airbag systems and for monitoring of 

drivers' vital signs. However, the capacitance sensor must be powered from 

a special capacity measurement system controller by use of a dedicated electronic 

unit. This unit requires an external power supply. 

Because of problems with the supply of energy to the seats of public transport 

vehicles, engineers are trying to limit the amount of on-board wiring by equipping 

each sensor with an independent battery. It is also, expected that the data from the 

sensor will be transmitted wirelessly. If the sensor and its communication unit is 

supplied by the battery and assuming that the typical passenger seat is used for 

approx. 10-15 years, the capacity of the battery becomes a huge problem. In 

addition, the battery life is affected by different factors such as the effect of low 

temperature. Additionally, the battery-equipped sensor requires a proper service 

procedure for dismounting from a seat. For this reason, it is necessary to find new 

methods addressing these disadvantages. 

A broad survey and examination of approaches proposed by scientists and 

companies for different applications of RFID systems is given in the work by Juels 

[6], which focuses on the privacy protection and integrity assurance in RFID 

systems. Onsemi company [7] proposed a solution that uses an RFID sensor in the 

passenger seat. The system allowed the passenger detection and weight 

measurement based on loading measurement. The sensor was referred to as 

a smart, passive device, however the type of reader was not specified. The study 

by Lima Fereira et al. [8] concerns a system for detecting the number of 

passengers in a vehicle using RFID cards. Also, in this solution, the unit does not 

include the use of detachable sensors. It was assumed that each passenger is 

equipped with their own card. The paper also describes the flow of information 

from the transport system. RFID transponders are the subject of numerous patents 

[9]. In one of the designs that transponders are mounted directly in the passenger 

seats. The detection is carried out using a pressure sensor and the force is 

transmitted by means of an elastomeric tank.  Another patented technology is 

a passenger detection system based on the temperature model [10]. The system is 

battery-powered and is composed of pressure sensors, CO2 sensors and 

microwave sensors. 

In the solution developed at MIT [11], a special card had the ability to 

disconnect from the antenna, due to the power generated at the time of sitting 

down. The switch was controlled at the press of a button. The system is directed 
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to mobile solutions (cards). There is no reference to sitting in the vehicle. The 

patent presented in the application [12] concerns belt fastening verification, and 

thus the presence of a child in a seat intended for them. The detection is performed 

by changing the parameters of the coil and thus the resonance circuit. Another 

patented solution [13] presents an RFID module implemented in the door of the 

vehicle. Opening the door is correlated with the button that opens the antenna 

contacts. The patent has no reference to the position of a passenger. 

 Systems for the identification of passengers on aircraft have also been 

developed [14, 15]. Devices described in [14] are based on RFID technology, but 

implemented a different way of identification. Finally, the patent filed by 

Meckesheimer et al. [16] described dynamic seat labelling and passenger 

identification system. The system based on the special placard for displaying 

customer-specific messages includes a receiver, a capacitor, and an electronic 

updateable static display. As compared to the solutions mentioned above, the 

system described in this paper is based on RFID tag with a detachable antenna. 

3. The proposed system structure 

Our solution enables load detection, it is the load that generates the force, e.g. 

the force of gravity. The system is presented in figure 1. Its crucial element is the 

RFID tag connected to an antenna. The connection broken and can be connected 

when the force, e.g. the gravity force, acts on the monostable switch. When the 

force is generated, the RFID tag sends a response to the reader. If there is no load 

above the sensor, the tag does not respond the reader. The most important 

advantage of the proposed solution is that the sensor does not require any power 

supply, which significantly increases its reliability and ease of use. 
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Fig. 1. The illustration of the proposed solution 

for load presence recognition by RFID tag with 

detachable antenna 

Fig. 2. Application of RFID tag in 

a vehicle seat 

This solution may be used in many applications, such as the one considered in 

this paper, is the passenger presence detection on the seat of a bus, tram or other 

public transport vehicles. The design of the system of RFID tag-based sensor in 
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a vehicle seat is presented in figure 2 and in figure 3. If not, the system warns the 

passenger and informs the staff about it.  
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a)                                                                   b) 

Fig. 3. Location and system for seat occupancy detection design  

The proposed solution consists of the RFID tag installed in the passenger seat 

and a UHF RFID reader with a built-in antenna. This type of reader handles 

multiple tags at the same time. The operating range for passive UHF RFID sensors 

is between 5 m and 15 m. In order to recognise individual RFID transceivers in 

the seats, in each of them different numbers (data) should be previously stored in 

the memory. 

Every sensor consists of an RFID tag (integrated circuit – chip) connected with 

an antenna on contact. If the contact is not mechanically activated, which means 

that passenger is not present in the seat, it is open and the RFID circuit is not 

connected to the antenna and the RFID chip cannot communicate with the UHF 

reader.  

When the passenger takes a seat, the gravity force causes closes the contact, 

thus switching it to. ON. In this state the antenna is connected to the RFID chip, 

which communicates with the reader in order to send the number of the occupied 

seat. In order to distinguish whether the place is occupied by a passenger or there 

is luggage on it, two contacts connected serially may be used, as shown in figure 

2 and figure 3a. Alternatively, the antenna could be physically shortened by the 

contact activated by the passenger taking a seat. Additionally, the contact may be 

activated using a mechanical gear or mechanical switch, at the moment when the 

passenger sits on the seat. So, if the seat is occupied, the sensor is “visible” to the 

reader. The reader is connected to the master vehicle control system. In the 

developed solution, the base of the sensor (figure 3b) is made of durable non-

ferromagnetic material e.g. ABS. The base moves when the passenger sits down. 

In the passenger seat, this base is assembled on a spring, which is placed in 

guideways. The casing was made of ferromagnetic material. The important 

advantage of the proposed solution is the low price of passive RFID tags. 
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4. Test set-up description 

The test set-up incorporated the UHF RFID reader type PWSK 4MR connected 

to the PC computer via the RS232 interface (figure 4). For communication, the 

authors wrote a dedicated application in C# language using also, Visual Studio 

software. It enabled establishing a connection with the receiver, configuring its 

basic operating parameters and reading the RFID tag ID number. Additionally, 

the RSSI signal strength, number of counted tags and list of all tags located in the 

working space, can be displayed on the screen (see figure 5). The reading base 

time was 50 ms. The RFID reader enabled simultaneous counting of up to 100 

tags. 
 

 

 
 

x 

RS232 – USB 

conventer 

UHD RFID 

reader + antenna 

 

Fig. 4. Test stand structure 

 

Fig. 5. View from the written application to read data from sensors 

The basic parameters of the receiver are summarised in table 1. From the point 

of view of its use, it is important to have a large signal gain, a compact design 

(antenna mounted inside the receiver) and a large signal gain that can be 

configured. The sensor prototype was built on the RFID tag (figure 6). It was 

modified by cutting off the antenna and soldering a monostable switch with a wire 

of about 100 mm length, thus becoming a new antenna. The length of the wire 

antenna was roughly calculated using the work [17]. Closing the contact (short 

circuiting) and opening it triggers the connection or disconnection of the antenna. 

As a result, the RFID tag is visible or not by the reader. 
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Tab. 1. RFID reader parameters 

Parameter Description 

RFID protocol EPC C1 GEN2, ISO18000-6B / 6C 

Reader amplification 0-30 dB 

Operating frequency 865 - 868 MHz 

Antenna gain 8dBi 

Polarisation of the antenna linear 

Communication interface RS232, RS485 

Leakproofness IP55 

Working temperature -10C to 55C 
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Fig. 6. View of the built prototype sensor 
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5. Experimental test 

In order to verify the proposed solution, experimental tests were performed. At 

first, the range of operation for the original RFID tag and the modified RFID tag 

with an added antenna was checked. The results are collected and presented in 

figure 7. The signal quality was verified by means of the Received Signal Strength 

Indication (RSSI) value. For this article, a higher RSSI value meant better signal 

quality. The modified sensor was characterised by a larger gain, but its operating 

range (distance) was shortened from approx. 8.5 m to 5 m. It was most likely 

caused by the very simple shape and length of the additional antenna, which was 

a straight wire. 

 

Fig. 7. Signal quality of the sensors after and before modification 

 

In the second test, the signal quality was verified while maintaining a constant 

distance from the receiver. The results, presented in figure 8, showed that the RSSI 

parameter was higher for modified RFID. The change in the RSSI parameter 

results from the modified shape and length of the antenna in the modified tag. This 

parameter results from dependencies [18]: 

 

𝑃𝑇 =
𝑃𝑅𝑊𝐷 ∙ 𝐺𝑟 ∙ 𝐺𝑡 ∙ 𝜆2 ∙ 𝜏 ∙ 𝜒

(4𝜋𝑟2)
 

 

where: Pt – power received in the antenna identifier, Prwd – power supplied to 

the terminals of the impedance matching antenna, Gr – gain of the impedance  

– matched antenna, Gt – the gain of the transponder antenna (the module – base 

and antenna impedance matching is assumed), χ – the polarisation matching factor 
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for a given arrangement of radio communications antennas, λ – wavelength, 

r – distance between antennas, τ – the coefficient of power transfer from the 

antenna to the chip. 

  

 

Fig. 8. Signal quality of the sensors after and before modification  

In the last test reported in this paper, the complete system for passenger 

detection is validated. The recorded output signal from the reader is shown in 

figure 9.  

In comparison to the original antenna, the new one had a greater length. This 

resulted in an increase of the signal gain to about 70%, which can be seen in the 

waveform. Nevertheless, the system worked properly and the quality of the signal 

didn’t change significantly. The performed tests confirmed the initial 

assumptions. They were repeated several times and all the results are satisfactory. 
 

 

 
 

x 

Switch on – 

passenger on a seat 

Switch off – no 

passenger on a seat 

 

Fig. 9. Operation of the switch together with RFID sensor 
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6. Experimental test 

The new application of RFID tag presented here can be successfully used in 

various scenarios when detecting elements which generate low force, e.g. gravity 

forces. In this paper, the application of such a sensor for seat occupancy detection 

in modern vehicles, such as buses, coaches or trains is proposed. The system 

provides information not only about the number of passengers but also, about their 

location. The most important advantage of this solution is that there is no need to 

use any additional power supply or wiring, which would be highly problematic in 

vehicles. There is no need to use batteries that are discharge and require 

replacement. The system with such a sensor may be used to check whether the 

passenger has a seatbelt fastened (with additional RFID sensor). After exceeding 

the specified passenger weight (approx. 20 kg), due to the microswitch used in the 

sensor, small movements of the passenger in the seat should not caused accidental 

disconnection of the system 

The system could also, prove useful in production plants to verify the location 

of employees. Increasing reliability of readings and verification, could allow the 

driver to determine whether the seat is occupied by the passenger or his luggage. 

The author was granted a patent no. P.419576 on the invention described in this 

paper. 
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ASSEMBLY MANAGEMENT IN THE SHIPYARD USING 

A WELDING DATABASE  
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Abstract 

 
The paper discusses the problem of increasing the dimensional quality of the ship’s hull at the 

stage of assembly sequence planning. The specifics of assembly of welded structures and problems 

related to thermal distortions are described. The welded joints were classified and the influence of 

welding works on the structure was systematised. A computational control system of the assembly 

sequence based on expert assessment of the important dimensions of the welded structure has been 

proposed. The presented method is open and allows for the extension with additional criteria for the 

optimisation of the assembly sequence. The article contains example calculations for the hull bottom 

section. Tests show the correctness of the algorithm and its sensitivity to control by weights of 

welding directions. 

 

1. Introduction 

One of the most geometrically complex and technologically difficult products 

are the hulls of modern sea and inland vessels. In order to ensure safe and 

economically viable transport of people and goods by waterways, the hull of the 

ship must meet a number of functional, hydrostatic, hydrodynamic, endurance, 

technological and ecological requirements. 

The introduction of welded joints in ship hulls 100 years ago resulted 

in technological changes in shipyards around the world. Mastering the thermal 

joining of steel has led to the developments in the modular method of building 

hulls [1]. These modules are known as sections and blocks – the largest structures 

that a shipyard can move (figure 1). 

In addition to changes in the processing of materials, ship production is also subject 

to widespread worldwide development towards industry 4.0 [2]. The authors [3] 

mention three main challenges facing the shipbuilding industry 4.0: increasing 

production efficiency, ensuring ship safety and balancing economic efficiency with 

ecological responsibility. Shipyard 4.0 is to be an enterprise that intelligently adapts 

to changes in the environment, efficiently manages resources, ergonomically ensuring 

close cooperation with the shipowner and suppliers. However, full development 

                                                      
1 Maritime University of Szczecin, Faculty of Economics and Transport Engineering, 

ul. H. Pobożnego 11, 70-507 Szczecin, Poland, r.rutkowski@am.szczecin.pl 
2 Maritime University of Szczecin, Faculty of Economics and Transport Engineering, 

ul. H. Pobożnego 11, 70-507 Szczecin, Poland, r.iwankowicz@am.szczecin.pl 
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towards the automation of shipbuilding processes requires an even development of 

knowledge in key areas. In the first place, the dimensional quality of ship structures 

requires mastery. This is the basis for the ship production process –properly assembly 

and joining structures requires compliance of dimensions with the design. Given the 

size and complexity of the assembled structures, it is a highly complex and 

multifaceted task. Problems with dimensional quality already appear in the production 

of small vessels, and are critical for seagoing vessels. 

 

 

Fig. 1. An example of a subdivision of a commercial container ship 

In the production process, virtually every technological operation affects 

the dimensional quality. Therefore, these operations should be carefully designed 

in a way that enables predicting distortions as much as possible, which will 

counteract their negative impact on the production process. 

There are a number of measures for controlling the dimensional quality. 

The basic, generalised elements that make up the dimensional quality control 

processes are:  

 issues of dimensioning, tolerance of dimensions and fitting of elements, 

 control and measurement processes, 

 issues related to welding distortions, 

 structure assembly issues. 

The experience of the authors shows that in shipyards of a medium 

technological advancement level, the overall increase in labour consumption 

resulting from the elimination of errors regarding the dimensional quality is at 

the level of 30÷40% of the total labour intensity of ship hull construction. Despite 

this, the problems of dimensional quality of large-size steel constructions are not 
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widely discussed. Individual shipyards introduce own solutions to dimensional 

quality problems. It is purposeful to approach the problem comprehensively when 

developing quality control methods in the construction of large-size ship 

constructions. These methods should provide the foundation for individual 

dimensional quality control systems dedicated to specific shipyards. 

2. Literature review 

The important role of assembly planning automation for the shipbuilding 

industry is emphasised in numerous studies [4, 5, 6]. The demand for the methods 

of planning the assembly sequence of ship hulls was first noted already in 1979 

[7], and many subsequent studies have approached assembly as one of the pivotal 

stages in the ship hull construction cycle [8, 9]. 

In the case of assembly of ship structures, in addition to the standard limitations 

of the geometry of the structure, the specificity of welding works should also be 

taken into account, and although it has been approached by several works 

[10, 11, 12], the proposed methods focus predominantly on the problems of 

modelling assembly and searching for solutions in extensive collections with the 

use of computational intelligence methods. The problems of minimising welding 

distortions during the optimisation of the assembly sequence of the hull have not 

yet been taken into account. 

Forecasting welding strain and its impact on the hull structure is a relatively 

well-explored subject of scientific papers. Asian scholars [13, 14, 15, 16] for 

instance, propose a number of calculation and experimental methods for the 

determination of welding strains. The results of these works were used in 

determining the impact of individual welding works on the stiffness of the 

prefabricated structure. 

Studies in the field of control and measurement [17, 18, 19, 20] describe 

the problem of welding distortions in assembly processes and analyse 

the susceptibility to distortions of various construction points of the hull. 

The assembly sequence is included in the literature mainly in terms of its 

repeatability and statistical processing of data on welding distortions [21]. The 

analysis of structural susceptibility to deformation, the basic element of the 

presented method, is also analysed when designing measurement bases for 

assembly structures in the control and measurement processes. However, these 

analyses are carried out in a different scope – the assembly sequences are not 

investigated, but only the stiffness stages of individual elements and construction 

points with the given assembly procedure.  

Literature analysis showed that the current knowledge enables the integration 

of ship hull assembly planning methods with the prediction of welding distortions. 

For this purpose, it is necessary to develop a mathematical model and its 

implementation in a programming environment, which has been assumed 

as the goal of this article. 
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3. Methodology 

The hull section is a large-size welded construction that is a basic assembly 

unit in the hull construction process. The assembly process of the section 

is disturbed by the basic feature of steel materials, i.e. thermal expansion. This 

effect is very difficult to approach theoretically due to the sheer number of co-

existing construction elements: a single section can incorporate hundreds of 

elements. One of the basic problems in this case is the computational complexity. 

The developed method is characterised by the speed of action allowing for 

application in real production in the execution of the primary objective: reducing 

the welding distortions of the structure. 

On the basis of literature research and observation of shipyard processes, it was 

found that:  

 when welding the fillet joint, the strongest thermal shrinkage occurs in the 

plane of sheathing perpendicular to the weld, while the structure is reinforced 

in the direction parallel to the sheathing, 

 while welding the butt joint, the main thermal contraction occurs in the plane 

of the sheets perpendicular to the weld, while the construction reinforcement 

is negligible. 

 

 

Fig. 2. The influence of basic types of joints on thermal distortion: the fillet joint 

causes shrinkage in the Y-direction and stiffens the structure in the X-direction, the 

butt joint causes shrinkage in the Y-direction 

The proposed method of sequencing is based on the principle that the 

construction should be implemented at the beginning of the assembly, while the 

welded joints that deform the structure to the largest extent should be made 

possible at the latest. 
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4. Theoretical model 

The proposed algorithm (figure 3) is based on the welded joints classification 

system which categorises any set of joints into separable subsets according to 

established criteria. These can be classes related to the geometry of the welded 

joint and the type of connected elements of the structure. In the case of hull 

sections, the basic division is the distinction between the fillet and butt joints. 

 

 

Fig. 3. Algorithm of conduct during sequencing and assembly scheduling  

By joining welding sequencing and scheduling, the following construction 

information is obtained: 

 classification of welded joints, 

 lengths l1, l2, ..., ln and thicknesses a1, a2, ..., an of joints, 

 directions (X, Y or Z) of the deformation and stiffening effects of the welded 

joints. 

Prior to calculations, the following weight factors must be specified: 

𝑤𝑋 , 𝑤𝑌, 𝑤𝑍 ∈ [0,1], 𝑤𝑋 + 𝑤𝑌 + 𝑤𝑍 = 1   (1) 

where: wX, wY, wZ – weights for X, Y and Z directions respectively. 

The higher the weight, the stronger the algorithm “avoids” deformations in 

a given direction. 
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The directions of shrinkage and stiffening of the structure are determined for 

each joint in accordance with the principle shown in figure 2. In the digital record, 

the numbers 1, 2, 3, respectively, are assigned to directions. 

If the interaction of the welded joint i = (1, 2, ..., n) is of the stiffening nature 

in the direction j = (1, 2, 3), then the force of this interaction is determined 

by the indicator: 

𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑖,𝑗 = 𝑙𝑖 ⋅ 𝑎𝑖    (2) 

where: li – length and ai – thickness of joint i. 

If the joint causes shrinkage, the indicator takes on a negative sign: 

𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑖,𝑗 = (−1) ⋅ 𝑙𝑖 ⋅ 𝑎𝑖     (3) 

where: li – length and ai – thickness of joint i. 

A priority indicator shall be determined for each joint: 

𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑖 = ∑ 𝑤𝑗 ⋅ 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑖,𝑗𝑗=1,2,3     (4) 

The lower the priority indicator, the stronger the negative impact of the welded 

joint on the geometry of the structure, taking into account the assumed weighting 

of the directions. 

The welding sequence is represented by the binary square matrix S=(si,j)n×n. Its 

elements are determined by comparing priority indicators. Joint i must be made 

before joint j, when the condition is met: 

𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑖 > 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑗 ⇔ 𝑠𝑖,𝑗 = 1     (5) 

where: si,jX{0,1} – determine if joint i is welded before joint j in the assembly 

sequence. 

On the basis of the assembly sequence and welding times, it is possible to carry 

out a critical path analysis and set boundary deadlines for starting operations. The 

space of acceptable schedules created in this way can be very large. The problem 

of searching for an optimal schedule in it is not the subject of this article. However, 

it should be noted that the optimisation of the schedule at a fixed sequence is 

a multi-criteria problem and an effective tool in its implementation are the 

evolutionary algorithms [22]. 

5. Example study 

The example analysis includes the section of the double bottom consisting of 

outer and inner plating, stiffeners, longitudinal and transverse girders (figure 4). 

Figure 5 presents the section broken down into elements. The black fields show 

the numbering of elements, the white ones – the numbering of welded joints 

between elements. The numbering of elements has been simplified by grouping 

the identical ones, assembled in one technological process. For example, stiffeners 
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combined with the sheet metal plating number 7 are grouped under one number 

23. Some elements are previously prefabricated assemblies, for example, girders 

no. 15 and 16. 

 

Fig. 4. Test section 

 

Fig. 5. The numbering of construction elements and welded joints 

One of the main assumptions of the present method is the influence of 

individual directions of welded joints on the stiffness and deformability of the 

prefabricated structures. In order to illustrate the welding directions for the test 

section, a visualisation of the connection diagram shown in figure 6 was 

performed. It should be noted that the welded joints between the grouped elements 

are also represented symbolically as a single connection. The schematic 

representation of welded joints determines the orientation in the coordinate 

system and facilitates the definition of the effect of shrinkage and stiffening for 

each joint.  

The diagram of joints is also a convenient presentation tool for tracking the 

progress of assembly of the structure according to a fixed sequence. 

According to the algorithm shown in figure 3, it is necessary to determine 

the weights of the welding directions before starting the calculations. The  

Y-direction along stiffeners (w2=1) was taken as the priority. The vertical joints 
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Z were considered to be secondary (w3=0.8), while the X direction was considered 

the least significant for the geometry of the section (w1=0.2). The weight factors 

selected in this way are in accordance with shipbuilding practice, where the 

stiffeners are welded to the plating before girders. The conducted analysis allowed 

to determine the sequence of assembly, the subsequent steps of which are 

illustrated in figure 7 – 10. 

 

 

Fig. 6. Schematic representation of welded joints in the structure 

 

Fig. 7. Beginning of assembly – successive states of the structure – from left to right 

The initial assembly stages include the prefabrication of stiffened pieces 

and the assembly of the central girder. 

 

Fig. 8. The next stages of assembly – adding girders 
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Then, further stiffened pieces are prefabricated and rider plates are connected 

with narrow external and internal plating sheets. This is not a typical solution in 

shipbuilding practice due to the flaccidity of prefabricated elements. The next 

joints proposed by the algorithm add vertical girders. As a result, the assembly 

of girders in subsequent stages will be technologically difficult. 

 

Fig. 9. The following stages of assembly – closing the structure and reinforcing welding 

The plates are connected to the central and side longitudinal girders. Then, 

prefabricated plates are added. In the next stage, the missing joints are completed 

– as a result, the structure is strengthened. 

 

Fig. 10. Adding the last stiffeners and finishing the welding assembly 

The vertical stiffeners of the central longitudinal girder are added in the end. 

The assembly process completes the welding of the remaining joints between the 

already installed elements. 

6. Summary  

The method of designing the assembly sequence proposed in the article, taking 

into account welding distortions, was developed as a result of many years of 

observation of ship design and production processes.   

In shipyards with highly advanced technological facilities, the dimensional 

quality control is based mainly on advanced welding methods as well 
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as repeatability and automation of works. This allows controlling the dimensional 

quality based on the results of control, measurements and statistical methods. 

Advanced control and measurement systems provide data for the design of 

technological surpluses minimising the negative impact of welding distortions. In 

shipyards with a medium and low level of technological facilities, the production 

process is so variable that the only method of limiting the impact of deformations 

is through assembly supplies and permanent dimensional control. After 

completing the welding, the stocks are removed and the remaining dimensional 

errors are repaired by thermal straightening. Such a procedure causes additional 

labour-intensive production and introduces additional stresses to the construction.  

In highly-automated shipyards, assembly planning is a priority and includes 

the technological back-up facilities (automatic machines, welding robots). In less 

technologically advanced shipyards, the order of the assembly often results from 

common practices and experience.  

The method of planning assembly presented in this article is based on 

the estimation of the negative and positive impact of joint welding on 

the geometry of the structure.  

The test analyses showed the correctness of the calculation algorithm and the 

sensitivity of the obtained results to control by means of direction weights. 

Calculations conducted for weights w1=0.2; w2=1; w3=0.8 resulted in a non-

typical sequence from the point of view of shipbuilding practice. Particularly the 

assembly of the side girders may be difficult, although not impossible. However, 

lowering the assembly flexibility is the expected phenomenon because the 

planning was focused on minimising structural deformation. Factors such as 

flaccidity of prefabricates, welding positions and availability of structures for 

welding machines were not taken into account. 

The presented model is characterised by its development potential, e.g. 

expanding it with new welded joints classes and introducing additional rules for 

establishing priority relations between connections. 

The developed calculation algorithm will be subsequently verified by the finite 

element method, upon which it is planned for laboratory tests on the actual 

structure. 

In addition to the primary purpose – to systematise the order of assembly work 

from the point of view of welding distortion, the proposed method determines the 

degree of deformation resistance of particular points of the structure. Such data 

will be invaluable in the process of designing measurement bases, constituting the 

main element of the expanding matrix, necessary for the correct assembly of large-

sized constructions.  

Determination of the degree of stiffness of individual points of the matrix 

at individual stages of production is one of the biggest problems in the design 

of control and measurement systems. The solutions proposed in the article open 

a number of possibilities to improve the dimensional quality in the construction 

of ship structures. 
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Abstract 

 
The purpose of this study was to apply the biofeedback EEG method as a tool to support 

concentration training among athletes. The training consisted of displaying stimulation information 

about changes in the power of the beta wave in real time during participation in game-target 

shooting. The value of beta power was received from electrode Cz by using Smart BCI amplifier. 

The study was divided into 2 sessions. Each session was subdivided into 2 stages (first stage – 

calibration the value of beta power, second stage – training concentration repeated three times). One 

woman and two men participated in the study. FFT spectral analysis and statistical analysis were 

performed on the data obtained. Statistically significant differences were observed between the first 

and second session for all participants. Also were observed an increase in the value of the beta power 

from C4 electrode and at the same time a decrease in the value of the beta power from C3 electrode. 

The one-way ANOVA analysis in some cases showed statistically significant differences between 

trails during one session. 

 

1. Introduction 

Nowadays the cooperation of a sport and exercise psychologist with athletes 

before competitions is essential. Support from a psychologist before major 

competitions is known to have positive effects on the final results of athletes. 

J. Blecharz and D. Nowicki propose a model consisting of three attributes: 

concentration, composure and self-confidence [1]. These attributes should be 

possessed by each athlete, and yet the central issue is that athletes should get 

proper concentration, composure and confidence just when they most need it. This 

is a complicated process, therefore athletes need support from a psychologist. 

One of the methods used by sport and exercise psychologists is the biofeedback 

method, consisting of three stages: measurement of physiological parameters 

(data acquisition), data processing and display of simulations in real time, i.e. the 

changes of physiological parameters. Biofeedback helps to understand the 

psychology and motility of an athlete’s own body. The main goal of the 
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biofeedback system is the development of self-regulation [2], [3]. Monitoring 

parameter changes allows determining the emotional state of the person examined, 

who at the same time can observe the stimulus. This, in turn, may affect the 

behaviour of patients, which is the way a biofeedback loop is created. Depending 

on what kind of physiological parameter is measured, such as 

electroencephalography (EEG), electrocardiography (ECG), electromyography 

(EMG) and others, there are many kinds of commercially available biofeedback 

devices. 

2. Electroencephalography 

Electroencephalography is a non-invasive diagnostic method used for 

examination of brain activity. The potentials generated by millions of nerve cells 

are registered with the use of an electroencephalograph. The device consists of an 

amplifier, electrodes placed at the surface of the head and a cap, which is used to 

keep the electrodes in place. The 10-20 system recommended by the International 

Federation of Clinical Neurophysiology determines the distribution and 

nomenclature of the electrodes. 

 

Tab. 2.1 Description of brain waves [5], [6] 

Name Frequency Description 

Gamma 
Above 30 

Hz 

Gamma oscillations are associated with cognitive activity, e.g. 

intensely focused attention. Gamma oscillations are also 

observed during working memory maintenance and assist the 

brain in processing and binding information from different areas 

of the brain. 

Beta 15–30 Hz 

Mid Beta (16-20 Hz) is related to active problem solving, 

intellectual activity, outward focus, and attention. More Beta is 

required when learning a task than once it has been mastered. 

High Beta (19-22 Hz) can also be observed during negative 

ruminating in some individuals. 

SMR* 12–15 Hz 

SMR is associated with relaxed attentiveness, decreased anxiety 

and impulsivity. It may also correlate with a decrease in 

involuntary motor activity. 

Alpha 8–12 Hz 

Alpha, by adolescence, is the dominant rhythm in EEG and is 

generally associated with a state of relaxation and self-

awareness. 

Theta 4–8 Hz 
Theta can be associated with internal orientation, intuition, 

drowsy states or memory function. 

Delta 0.5–4 Hz 

Delta is dominant during deep sleep and is associated with 

memory consolidation, while in wakefulness it is associated with 

learning disabilities, cognitive impairment, and brain injury. 

 *SMR- Sensorimotor Rhythm 
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The EEG signal presents five types of brain waves with unwanted registered 

noise known as artifacts. The artifacts are divided into two groups: biological 

artifacts and technical artifacts [4]. Biological artifacts are generated by every body 

movement, blinking eyes, muscle tension (in particular jaw tension). The noise from 

the power grid and problems associated with devices are the source of technical 

artifacts. Special algorithms and filters are used in order to eliminate the artifacts 

before processing the data. 

There are two methods used for EEG data analysis. The first is the analysis in 

the time domain, although in practice the spectral analysis is used, which means 

analysis in the frequency domain. One of the algorithms used in the spectral analysis 

is the Fourier Transform, described by formula 2.1. However, calculating the 

transform directly from the formula is rather ineffective due to the high 

computational complexity. In order to speed up the process, a Fast Fourier 

Transform (FFT) is used, which gives a discrete Fourier transform (DFT). 

 

𝑋(𝒇) = ∫ 𝒙(𝒕)𝒆−𝒋𝟐𝝅𝒇𝒕∞

−∞
𝒅𝒕   (2.1), [7] 

 

3. EEG biofeedback. Related work. 

The period of athletes' preparation for specific competitions is a complicated 

process including numerous elements. Trainers know that good physical 

preparation is not enough to achieve the goal. In the athlete's training, the mental 

side is as important as the physical work. Trainers employ different methods to 

properly prepare the athlete for the most important competitions. One of them is 

the EEG biofeedback system, also known as neurofeedback (NFB). 

Psychologists use this method with an increasing frequency in the treatment of 

nervous system disorders and cooperation with athletes. By using this system, 

athletes can teach self-regulation skills and enhance their performance during 

competition. The mechanism of the biofeedback system is explained in figure 3. 

In the case of neurofeedback, brain activity is measured by selected electrodes. 

Subsequently, data are processed by filters and algorithms. Filtered data present 

a wave with a specific frequency. Consequently, it is possible to select a wave 

for visual or auditory simulations, e.g. alpha in simulations for reducing stress 

and anxiety. It is worth pointing out that selected electrodes must be from the 

area of the head associated with the chosen activity of the brain. In examinations, 

one or two electrodes are typically used [5]. 

Interest in the biofeedback method in sports has increased since 2006. That 

year the football World Cup was held, in which Italy defeated France. The press 

reported that several Italian players who played for AC Milan used biofeedback 

to help them with their mental preparation. It was reported that the team 

psychologist used biofeedback technology to create what he called the “Mind 

Room”. In that room the football players were shown short video clips of 
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successful and unsuccessful performances while receiving feedback about 

brainwaves and cardiovascular activity [8], [9].  

The neurofeedback training stimulated the increase of the amplitude of SMR 

and beta1 (13–20 Hz) and the decrease of the amplitude of theta and beta2  

(20–30 Hz) to improve cognitive performance [10]. The regulation of slow 

potentials from T3 and T4 electrodes can improve concentration and enhance self-

confidence among archers [11]. Stimulation based on the alpha-theta coefficient 

(focus factor) from the Pz electrode can improve the performance of dance 

performances [12], [13], [14]. There is also the possibility of combining two types 

of biofeedback, such as HR and EEG biofeedback in one training session. The 

stimulation of the value of heart rhythm and alpha amplitude (from C3 and C4 

electrodes) can influence the behaviour of patients in different stress situations 

[15]. However, the use of HR biofeedback with SMR and theta wave stimulation 

was shown to improve the balance in gymnastics [16]. The reduction of theta 

amplitude and stimulation of the alpha/theta ratio from the Fz electrode can 

support a golf player’s skills [17], [18], and also stimulation of SMR amplitude 

from Cz electrode [19].  

 

 
Fig. 1. Mechanism of the biofeedback system 
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4. The case study 

4.1. The purpose of research 

The aim of the research is to verify the training of NFB concentration among 

athletes on the basis of spectral analysis of collected data. The NFB training was 

based on stimulation of power beta in the range 16–24 Hz from the Cz electrode. 

4.2. Research procedure 

One woman and two men aged 23 took part in this study. All participants train 

athletics and swimming in the same sports club. The study was divided into two 

sessions with an interval of one week. During one session the calibration of the 

value of beta power was applied, then concentration training was repeated three 

times. The calibration and stimulation of beta power were performed in 

OpenVibe, free open-source software. The EEG signal was recorded with  

a 24–channel Smart BCI mobile amplifier. 

4.3. Calibration 

The value of the beta wave power was calibrated during the relaxation session. 

The participants were asked to look at the image displayed on the monitor for 30 

seconds. The data for calibration was received by 5 electrodes: Fz, C3, Cz, C4 and 

Pz. The Laplacian filter was used to convert five channels into one channel 

(LF_channel). The signal was filtered in the 16–24 Hz range. Then, 1 s epochs 

were selected every 0.1 s and the power of beta was calculated and averaged. 

Finally, the mean and variance of the beta wave power were calculated. These 

values are used to estimate the range of power beta for an NFB session. 

4.4. NFB session 

Neurofeedback concentration training included the game-target shooting with 

simulations, which displayed the changes of power beta value in real time. The 

simulations changed the colour depending on the value of power beta. The 

participants played a game about 2–3 minutes with a 5-minute break. figure 2. 

point b) presents the neurofeedback scenario in OpenVibe software. The box 

‘Crop’ included the mean and variance of power beta values, which were 

calculated in the calibration process. Formula 4.1 and 4.2 were applied for 

assessment of the range of power beta value. 

                            Min_crop_value=  �̅� − 3√𝛿2                                    (4.1) 

                           Max_crop_value=  �̅� + 3√𝛿2                                    (4.2) 

      �̅� – mean 

     𝛿2 – variance 
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Fig. 2. a) Calibration process, b) Neurofeedback scenario 

5. Data processing 

The spectral analysis was performed for the obtained data. The FFT was 

conducted with the use of OpenVibe software. The data were divided into 1 s 

epochs with 0.00625 s intervals. The 70 s fragments in the frequency domain with 

about 12,000 samples were selected for statistical analysis. The Student’s t-test 

and the one-way Anova analysis were applied in Statistica software. 

5.1. Student’s t-test 

In order to compare the mean values from the two sessions, the student's t-test 

was used. The values from each NFB session were averaged (for Fz, Pz, C3, C4, 

Cz electrodes and for data from the Laplacian filter). As a result, the average 

values from the first and the second sessions were obtained. The Student's t-test 

was to verify whether the differences between the mean values of the two sessions 
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were statistically significant, and therefore whether the student's t-test result 

would be significant at p<0.05. Separately for each participant, the box plots were 

compared on the same scale for the electrodes Fz, C3, Cz, C4 and Pz. 

5.2. The one-way Anova analysis 

The one-way Anova analysis of variance was used to compare the variance of 

power beta values from NFB training in a single session. Employing this method 

enabled a comparative analysis of the results from each sample and from each 

electrode and for the SF channel. As in the case of the Student’s t-test, the purpose 

of the ANOVA analysis is to determine whether the differences between samples 

are statistically significant (p<0.05). 

6. Results 

6.1. Calibration results 

Table 2 presents the calibration results of all the persons examined. In each 

session, the calibration was repeated at least three times in order to correctly verify 

the mean value and variance of power beta. Large differences in the power of beta 

between participants were noted, therefore, the final results of the statistical 

analysis were considered individually. In participant 2 during the calibration, 

much higher mean and variance values were observed compared to the values 

observed during the "neurofeedback" scenario. For this reason, the min_crop and 

max_crop values were set to reflect on the observations (empirical). 

Tab. 2. The results of calibration 

Participant  Session Mean 

[μV2] 
Variance 

[μV2] 
Min_crop 

[μV2] 
Max_crop 

[μV2] 

1 
I 10.55 4.61 4.10   17.00 

II 10.30 9.16 1.22 19.38 

2 
I 38.57 19.98 6.50 22.00 

II 35.54 22.98 6.50 22.00 

3 
I 2.83 0.64 0.45 5.25 

II 3.92 1.69 0.50 7.82 

6.2. Student’s t-test results 

In the case of participant 1 and participant 3, the decrease in values of power 

beta in the second session was observed. Participant 2 presents higher values in 

the second session compared to the first one. Each person examined presents much 

lower power beta values from C3 in comparison with electrode C4. It must be 

noted that electrode C3 is placed at the left hemisphere of the brain, C4 at the right 

hemisphere. Only participant 1 presents statistically significant differences 

between the first and the second session in all cases. 
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Tab.3. p-value calculated by T-student test 

Participant Fz C3 Cz C4 Pz LF_channel 

1 <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

2 >0.05 <0.05 >0.05 >0.05 <0.05 <0.05 

3 >0.05 >0.05 <0.05 <0.05 >0.05 <0.05 

 

 

Fig. 3 Box plot Participant 1 

 

Fig. 4 Box plot Participant 2 

 

Fig. 5 Box plot Participant 3 
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6.3. The one-way Anova analysis results 

The results of the Anova analysis present statistically significant differences in 

almost all cases. Exceptions occurred in the cases of electrode Fz and the 

LF_channel in the first session for participant 1, in the case of the LF_channel in 

the first and second session for participant 2. Figures 6 and 7 present the changes 

in the beta power value between NFB training sessions. 

Participant 2 presents the same trend in two sessions. The third attempt in two 

sessions shows the highest values of the amplitudes of beta. Participant 1 and 

participant 3 do not show the same trend in two sessions. 

Tab. 4 p-value calculated by Anova analysis 

Participant Session Fz C3 Cz C4 Pz LF_channel 

1 
I >0.05 <0.05 <0.05 <0.05 <0.05 >0.05 

II <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

2 
I <0.05 <0.05 <0.05 <0.05 <0.05 >0.05 

II <0.05 <0.05 <0.05 <0.05 <0.05 >0.05 

3 
I <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

II <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

 

 

Fig. 6 Participant 1 

 

Fig. 7 Participant 2 
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Fig. 8 Participant 3 

7. Conclusion and discussion 

The research results show that the use of the EEG biofeedback method 

influences the change of the beta wave value during the concentration training. In 

the case of all participants, the differences were statistically significant both 

between the NFB training and between the sessions. Changes that occurred 

between the trials and sessions did not occur in the same way among all examined 

persons. One of the common features found in all participants is the occurrence of 

large differences between the C3 and C4 electrodes. This indicates that the activity 

of the beta wave may have a different character due to the hemisphere of the brain. 

Also in all participants, the results of the student's t-test showed that the 

differences between sessions for the LF_channel are statistically significant. 

However, it should be pointed out that this study was preliminary and further 

examination will be conducted with more participants to confirm the above 

results. In addition, the study can be carried out together with the participation of 

the control group to compare the results with the research group. In addition, the 

recorded resting signal before and after the session could illustrate the changes 

that took place after the end of the training session. What is more, recording the 

results obtained during the game could inform about the progress during the 

session and check whether this type of training, along with the display of the beta 

power value, improves the targeting ability. 

In further research, the calibration procedure should be modified. During the 

calibration in the case of participant 2, the values were much higher compared to 

the values from the same Cz electrode. Therefore, it is necessary to calibrate by 

means of an amplifier with more channels or to calibrate the power beta only from 

the Cz electrode. 
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Abstract 

 
Scraper conveyors are widely used in many industries for transport of bulk materials. In 

underground mining they belong to a group of basic transport devices. The critical elements in the 

powertrain for the chain are sprocket drums. The low durability of sprocket drums, which, so far, 

are made in a form of steel castings, means that they must be replaced many times during the 

operation. In order to improve the durability of sprocket drums, as a part of a research project carried 

out in the Department of Mining Mechanization and Robotisation at the Silesian University of 

Technology in cooperation with Ryfama (Famur S.A.), a new generation of sprocket drums has been 

developed. One of the innovative ideas was the use of ADI alloy cast iron for casting sprocket drums. 

In order to check their suitability, a sprocket drum was installed in an armoured face conveyor (AFC) 

operating in one of the Polish hard coal mines. It was exploited for 2 years until the conveyor was 

removed from use. This chapter presents the results of measurements of the geometry of seats of the 

sprocket drum made of ADI after its use in the AFC. The measurements were made using a structural 

light scanner installed on an industrial robot’s arm. The aim of the work was to assess sprocket drum 

wear based on a comparison of its geometry with the new drum geometry. 

 

1. Introduction 

Scraper conveyors are widely used in many industries for transport of bulk 

materials (eg. in power stations and in heat and power stations for transport of 

solid fuels and slag, or in cement, chemical and fertilizer plants). In underground 

mining, including hard coal mining, they belong to a group of basic transport 

devices, which are an important element of the spoil haulage system. Thanks to 

their simple, modular construction, high resistance to environmental factors and 

the ability to work at high inclinations, they are widely used in particularly 

difficult operating conditions. In longwall mining systems for solid minerals used 

in hard coal mining or potassium salt, scraper conveyors – armoured face 

conveyor (AFC) and beam stage loader (BSL) are a part of mechanized 

complexes. The armoured face conveyor (figure1), located parallel to the face of 

a longwall, is used not only for transport of spoil, but also fulfills many important 
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functions (including a track for a cutting machine and a kinematic bond for roof 

supports). In Polish hard coal mining, AFC of a length of about 250 meters are 

driven by electric motors with a total power P exceeding 1000 kW (most often 

3400 kW, 3315 kW or 2400 kW). The high-efficiency longwall systems are 

now equipped with AFC with engine power P exceeding 2500 kW [9]. The drive 

power of longwall conveyors designed for working in longwall works up to 500 

m long and can reach up to 31800 kW. In this way, transport efficiency Q up to 

6200 t/h [1] is assured. 

The physicochemical properties of rock output with different grain size and 

the operating principle of the scraper conveyor (chain links equipped with 

scrapers are moved along the pans) make it subject to intensive abrasive wear 

[2],[8]. Sprocket drums are critical elements in transferring the drive onto the 

chain. The interaction of chain links with sprocket drums makes them wear out 

quickly. This leads to interference in tooth meshing process, as a result of which 

chain links may jam and, in extreme cases, jump over the teeth of the sprocket 

drum [11],[14]. The low durability of sprocket drums, which are, so far, made in 

a form of steel castings, means that they must be replaced many times during the 

operation of a conveyor. This generates additional costs, and in the event of 

a failure – unplanned shutdowns of the entire technological system. 

In order to improve the durability of sprocket drums used in high–efficiency 

mining scraper conveyors, as a part of a research project carried out in the 

Department of Mining Mechanization and Robotisation of the Faculty of Mining, 

Safety Engineering and Industrial Automation at the Silesian University of 

Technology in cooperation with Ryfama (Famur S.A.), a new generation of 

sprocket drums has been developed. Due to the complicated stereometry resulting 

from the nature of the interaction of sprocket drum sockets with chain links, 

sprocket drums are currently made in the form of cast steel or forgings, in the form 

of uniform wreaths or split elements. One of the innovative ideas was the use of 

ADI alloy cast iron for casting sprocket drums. The ADI (Austempered Ductile 

Iron) is a construction material obtained as a result of heat treatment of ductile 

iron castings. This kind of treatment forms the base of the cast iron in such a way 

that a specific phase mixture consisting of plate ferrite and austenite is formed. It 

provides a good combination of strength and plastic properties and high wear 

resistance, giving the opportunity to replace cast steel and surface hardened steel 

[10],[15]. 

This chapter presents the results of measurements of the geometry of seats of 

the sprocket drum made of ADI after its use in the AFC for a period of two years. 

The measurements were made using a structural light scanner installed on an 

industrial robot’s arm. The basis for assessing the wear and tear of the sprocket 

drum was to compare its geometry with the geometry of a new drum. The purpose 

of measurements was to determine the usefulness of ADI cast iron for the 

production of sprocket drums in terms of increasing their durability. 
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2. Interaction of the chain with the sprocket drum 

of the scraper conveyor 

Among the AFCs used in the underground coal mining conveyors with head 

and tail drive dominate, equipped with two central chains (the right and the left 

one). Scrapers that move spoil are attached to horizontal links with clamps. Chain 

movement is caused by conveyor drives via sprocket drums (figure2). 

The interaction of sprocket drums with two central chains connected with scrapers 

is the source of additional loads on teeth and drums sockets resulting from the 

weight of moving scrapers, the mass forces acting on them during the rotation on 

the sprocket drum and side loads caused by the rigid connection of chains with 

scrapers. 

The link chain in the aspect of interaction with sockets of a sprocket drum 

consists alternately of active horizontal and passive vertical links. Both 

the horizontal and vertical links have the shape of flattened rings, in which two 

toruses (front and back) and two rolls can be distinguished. When analyzing 

the interaction of the sprocket drum with the link chain, the most important 

parameters of links are the chain pitch t meaning the internal length of the link, 

and the thickness of the link d meaning the diameter of the rod from which the 

link is made. The shape of links of the chain means that the interlocking notches 

of the sprocket drum, which are adapted to this type of chain, have the form of 

sockets. The horizontal links of the chain are arranged in these sockets, while the 

vertical links occupy the position in tooth grooves. For this reason, sprocket drum 

teeth are not uniform, but consist of segments that rear toruses of the horizontal 

links are in contact with. 

 

  

Fig. 1. A scraper conveyor 

(AFC) installed in the longwall 

of a coal mine [18] 

Fig. 2. The drive frame with visible sprocket drum 

(based on [13]) 

The bottom of the socket is also not uniform, as it is separated by a longitudinal 

tooth groove, in which vertical links of the chain are arranged. In addition, in the 
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middle part of the bottom of the socket there is a transverse scraper groove. 

Practically, the bottom of the socket consists of four fragments of the plane, each 

with a small surface area (figure3). The front (non–working) flanks (1R, 2R, 1L 

& 2L) cooperate with the front torus of the horizontal link, while the rear 

(working) flanks of the tooth (3R, 4R, 3L & 4L) cooperate with the back torus of 

the horizontal link. 

The conducted wear research in connection with the analysis of the dynamic 

load conditions and the stress in interlocking of the sprocket drum with the link 

chain clearly indicate that high stress concentrations and the accompanying 

abrasive wear occur in certain characteristic nodes of the sockets of the sprocket 

drums [4],[6],[7]. Their location results closely from the way these elements work 

together. The slipping of the front torus of the chain on the limited surface of the 

bottom of the socket is accompanied by high pressure and friction forces, which 

determine the abrasive wear of the front part of the bottom of the socket. The rear 

part of the bottom of the socket and the flank of teeth on the working side are also 

worn down in the point of contact of these elements with the back torus of 

horizontal links [12]. The direction of movement of the scraper chain transporting 

spoil determines the basic direction of rotation of the sprocket drum. This causes 

the asymmetrical wear of bottoms of sockets and flanks of teeth. 

 

 

Fig. 3. View of two adjacent sockets of the sprocket drum (view “W” from Fig. 2) with tooth 

flank markings: 1 – front right, 2 – front left, 3 – rear right, 4 – rear left, R – right link 

chain, L – left link chain 
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The forces acting on the bottom of sockets and on the working flanks of teeth 

depend on the value of force in the branch of the chain running on the sprocket 

drum. The higher the value of the force transmitted by chain links running on the 

sprocket drum the higher the value of all reactions between the horizontal link 

entering into the meshing and the bottom of the socket and the flank of the tooth 

[6],[12]. 

3. Measurement of stereometry of sprocket drums with the use of a 

structural light scanner 

The research object was a sprocket drum made of ADI cast iron. It was 

designed to cooperate with two center link chains, size 34126 mm (with pitch 

t = 126 mm and thickness of the link d = 34 mm). In order to check the suitability 

of ADI cast iron, the sprocket drum was installed in an AFC operating in one of 

the Polish hard coal mines. It was exploited in three mining walls (in two of them 

in the head drive, and in the third wall in the ail drive until the conveyor was 

removed from use). During this time, this conveyor transported about 1,400,000 

tonnes of coal. 

For the purpose of analyzing the wear intensity of the sprocket drum made of 

ADI cast iron, its geometry was measured before and after its operation. Due to 

the complicated stereometry of sprocket drums, for the measurement of their 

geometry, or current monitoring of technical condition, non–contact methods 

based on the image analysis obtained, e.g. from the vision system are extremely 

useful [5]. Hence, determination of operational wear and tear of the new 

generation of the sprocket drum was based on the comparison of grids built on the 

surface of the new drum and after its exploitation, obtained as a result of 3D 

scanning. 

The automated scanning process was carried out on a robotic measuring stand 

in the laboratory of the Department of Mining Mechanization and Robotisation at 

the Silesian University of Technology [3], which was equipped with a robot KR–

16–2 on a linear unit KL 250–3 [20] (figure 4a) (manufactured by KUKA 

Roboter). A smartSCAN 3D–HE structural light scanner [21] (manufactured by 

Breuckmann–Aicon) was attached to the robot’s arm. The scanning object was 

placed on a turntable with a vertical axis of rotation PEV–1–2500 (produced by 

ZAP Robotics), which changed its position as the scan progressed. Data 

acquisition and their initial processing after the completion of the scanning 

process was carried out in the OptoCAT – the dedicated software for 

Breuckmann–Aicon scanners (figure 4b). 

For the purpose of scanning sprocket drums, a suitable program was 

developed, invoked from the internal memory of the robot control system. For 

each positioning of the turntable, 14 scans were performed with different robot’s 

arm positions. These scans were automatically combined in the OptoCAT 

environment, as a result of which a grid was obtained that mapped the shape of 
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the surface of the object being scanned. The surface of the sprocket drum 

reconstructed in this way was subjected to a treatment aimed, among other things, 

at cleaning it of unnecessary background elements and patching holes created in 

the scanning process. The obtained 3D model, for the needs of further processing, 

was saved in the “stl” format enabling its import into CAD and metrology 

programs. The analysis of the size and distribution of teeth and sockets of the 

sprocket drum wear and tear was carried out in the metrology software GOM 

Inspect Professional [19]. 

 

a) b) 

  

Fig. 4. Scanning the sprocket drum on a robotic stand equipped with a structured light 

scanner (a) and a window view of the dedicated OptoCAT software for data acquisition and 

processing (b) 

4. Analysis of wear and tear of the new generation sprocket drum for 

AFC 

The meshing of links of the chain with teeth of the sprocket drum and 

disengaging of links in the conditions of the slip of links on the tooth flank are 

accompanied by significant pressure and friction forces having a decisive impact 

on the drum teeth wear. Bottoms of sockets also undergo abrasive wear during the 

contact with toruses of links. The effect of the long–term interaction of horizontal 

links with bottoms of sockets is the deformation of the bottom of the socket and 

the flank of teeth. This is disclosed by tooth wear maps of sprocket drums (figure 

5) obtained as a result of overlapping grids imaging the surface of the drum after 

removal from use and a new drum. There are visible areas of particularly high 

wear, reaching up to 10 mm. These areas (in red) concentrate on the bottom of 

sockets, especially on the side of the working part of the teeth and on the rear flank 

of the teeth (for the situation shown in figure 5 this is the right side of each of 

sockets). 

From the point of view of the correct cooperation of link chains with sprocket 

drums and the preservation of sufficient meshing efficiency, in practice, two 

values determine the degree of abrasive wear of the drums: 
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 decrease in thickness of the teeth, which results in an increase in the length 

of sockets cooperating with horizontal links, 

 lowering of the position of the bottom of the drum socket (decreasing 

the distance of the bottom of the socket from the axis of rotation of the drum), 

which results in reducing the length of sockets cooperating with horizontal 

links. 

Other wear, corrosion and abrasive–corrosion defects in the practical operation 

of sprocket drums are of secondary importance and may either be omitted or taken 

into account when assessing the degree of wear and tear only on a subsidiary basis. 

To determine the reduction in thickness of the teeth, values of sockets wear on 

rear flanks and front flanks of the teeth were determined. The rear (working) 

flanks of the teeth transfer the load to the back toruses of the horizontal links. The 

frontal (non–working) flanks come into contact with front toruses of horizontal 

links when the chain engages and disengages. 

In order to determine the distribution of wear on the surface of sockets and 

flanks of the teeth, cross–sections were made in planes perpendicular to the axis 

of rotation of the sprocket drum, spaced every one millimeter. In a given section, 

wear was determined for each tooth flank as the distance between the outlines of 

new and used drum measured perpendicular to the cross–sectional line at a given 

location (measuring point). On this basis, average values were determined for 

wear of all seven sockets in a given cross–section of the sprocket drum, the rear 

flank and the front flank cooperating with the right link chain and the left link 

chain (figure 6). The continuous lines show the tooth flank wear curves 

cooperating with the right link chain and the dashed lines – the wear of flank teeth 

cooperating with the left link chain (see figure 3). The lines in blue refer to the 

wear of the rear flank of the tooth, while the lines in red refer to the wear of the 

front flank of the tooth. 

  

Fig. 5. Map of wear distribution of sockets 

and flanks of teeth of sprocket drum made 

of ADI cast iron 

Fig. 6. The average wear of teeth of the 

sprocket drum made of ADI cast iron as 

a function of the distance of the cross–

sections from the axis of the link chain 
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The highest values of teeth wear occur on their edge at the tooth groove in 

which the vertical links of the chain are located. As the analyzed section moves 

away from the tooth groove (link chain axis), the average consumption values 

decrease considerably. This is due to the geometrical relationship of drum sockets 

and horizontal links of the chain. To avoid the horizontal link jamming in the drum 

socket, the flank teeth have a larger radius of curvature from the radius of the 

link’s torus (for the analyzed chain size 34126 mm, the radius of curvature of the 

teeth segments is 55 mm with the width of tooth groove of the 45 mm, and the 

radius of the torus is 52 mm (according to standards: [16],[17]). This results in 

a point contact of the back horizontal link torus with tooth segments on the edge 

at the tooth groove in the new drum. As the wear increases, the curvature of the 

flank adjusts to the shape of the torus and contact of these elements becomes linear 

and the wear extends over the wider tooth width. The farther away from the tooth 

groove (the link chain axis), the smaller the wear. While at the edge of the tooth 

groove the wear on the rear flanks (3R, 4R, 3L & 4L) was about 6 ÷ 7.5 mm, at 

a distance of 10 mm from the groove it was about 5 mm, and at a distance of 

20 mm from the groove it was less than 4 mm. The average wear of the front flank 

(1R, 2R, 1L & 2L), with less contact with links at the high load, is clearly smaller 

by 1.5÷2.0 mm. The wear of teeth cooperating with the left link chain has the same 

character as of those cooperating with the right link chain. However, while 

the average values of the left tooth flank wear (2R & 2L, 4R & 4L) are not much 

different for the right and the left link chain, the wear of the right flank of the teeth 

interacting with the left link chain (1L & 3L – dashed lines) is greater by about 

1 mm than the wear of right flanks of teeth cooperating with the right link chain 

(1R & 3R – solid lines). This applies to both rear and front flanks of teeth. The 

reason for this situation may be the conveyor’s operation in a transversely inclined 

wall, when the chain is pressed with the force of gravity to one side of the drum. 

figure 7 shows distributions of teeth wear of the tested sprocket drum. All four 

flanks of seven teeth cooperating with the right link chain (a÷d) and the left link 

chain (e÷h) were analyzed separately (a total of approximately 1.8 million 

measurement points). The wear and tear distributions of front (non–working) and 

rear (working) flanks of the examined sprocket drum are clearly different. In 

addition, the share of wear in the specified variability ranges for right and left 

flanks is different. Certain differentiation can also be seen in the case of sockets 

cooperating with the right and the left link chain. 

In the case of front flanks, the largest share was in the range of: 

 from 2 to 3 mm – right flanks (1R & 1L) – 18% and 23%, respectively 

 from 1 to 2 mm – left flanks (2R & 2L) – about 27 ÷ 28%. 
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a) 

 

b) 

 

c) 

 

d) 

 

e) 

 

f) 

 

g) 

 

h) 

 

Fig. 7. Histograms of tooth flank wear of sprocket drum made of ADI cast iron: a) front 

right – right link chain, b) rear right – right link chain, c) front left – right link chain, d) rear 

left – right link chain, e) front right – left link chain, f) rear right – left link chain, g) front 

left – left link chain, h) rear left – left link chain 
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Distributions of wear values in both mentioned cases differ. In the case of right 

flanks, the wear of 1 to 5 mm or even 6 mm has the largest share. For 

approximately 70% of the measuring points located on the surface of these parts 

of drum sockets interacting with the right link chain (figure 7a) and the left link 

chain (figure 7e), the wear was within 1 to 5 mm. These distributions are 

asymmetrical (right–sided), which means that the wear is of a relatively small 

value. In the case of left flanks, for about 2/3 of the measuring points distributed 

on these surfaces of the drum socket, the wear did not exceed 3 mm (figure 7c 

& figure 7g). Distributions of the value of the examined quantity are similar to the 

exponential distribution. 

The wear and tear distributions on working flanks (rear) of teeth have 

a completely different character (figure 7b, d, f, h). In the case of right flanks, the 

distribution of the surface area of sockets of the tested sprocket drum is bimodal. 

The share of points in which the wear was between 1 and 3 mm and between 6 

and 7 mm (figure 7b & figure 7f) was clearly larger in relation to the share for the 

remaining separated wear of the surface of sprocket drum sockets’ intervals. In 

turn, for the left flank of teeth the largest share of the wear was: 

 from 1 to 2 mm – for sockets cooperating with the right link chain (~25%) – 

figure 7d, 

 from 1 to 3 mm – for sockets cooperating with the left link chain (40%) 

– figure 7h. 

The bimodal distribution of working (rear) flanks of teeth resulted from the 

fact that, apart from the small wear (<3 mm) of the sides of sockets on a relatively 

large surface, there was increased wear, especially in the area of the tooth groove 

(about 5 – 7 mm). 

Tab. 1. Summary of basic values statistics of wear and tear for sockets of a sprocket drum 

made of ADI cast iron 

Right link chain Left link chain 
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 [mm]  [mm] 

1R ~0 18.0 3.5 2,5 1L ~0 29.9 3.9 2.1 

2R ~0 29.9 2.9 2,6 2L ~0 18.6 2.9 2.6 

3R ~0 29.0 5.4 3,1 3L ~0 29.5 5.6 3.0 

4R ~0 29.7 4.6 3,2 4L ~0 21.5 4.4 2.9 
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The average values of the wear of working (rear) flanks of sprocket drum teeth 

cooperating with both link chains were at the level of 5.4 – 5.6 mm (for the right 

flanks) and 4.4 – 4.6 mm (for the left flanks) (table 1). The standard deviation of 

the flank wear of teeth was approximately 3 mm. In turn, the average wear of flank 

surfaces of non–working (front) teeth flanks was in the range from 3.5 to 3.9 mm 

(right flanks) and up to 2.9 mm – in the case of left flanks. The standard deviation 

was somewhat smaller in this case, since it ranged from 2.1 to 2.6 mm. As it has 

already been stated, the higher average values of wear of right flank surfaces 

(cooperating with both the left and the right link chain) could be due to the 

transverse slope of the conveyor. 

From the point of view of wear of sprocket drums, in addition to the thinning 

of teeth, wear of the bottom of sockets is of particular importance in practice. It 

causes the horizontal links to reposition in sockets, as a result of which they do 

not lie on the entire surface of the socket bottom but are inclined relatively to the 

bottom of the socket. The back torus links of the chain recline on rear flanks of 

drum teeth above the bottom of the socket. This increases the probability of the 

torus slipping of the back horizontal link on the rear tooth flank and prolongs the 

friction path during this slip, thus increasing the wear. The length of the socket 

decreases, which results in the possibility of blocking the horizontal links in the 

socket, forcing ejectors of the chain to support the disengagement of links. Forced 

link disengagement during the work of chain ejectors causes slippage of the 

horizontal link on both the rear and the front flank of the tooth, dramatically 

increasing the wear of these surfaces. 

In order to assess the size of the wear and tear of the bottom of the socket, 

cross–sections of superimposed reconstructed surfaces of the sprocket drum were 

made with radial planes passing through the axis of rotation of the drum. The 

planes were led at angular intervals of 0.5°, which corresponds to the arrangement 

of subsequent cross–sectional lines of socket of 2.2 mm. In each cross–section, 

the average values of the socket bottom wear measured perpendicular to its surface 

were determined. The location of particular cross–sections is determined by the 

angular distance measured from the axis of the scraper groove (from –11° to –18° 

for the front part of the socket and from +11° to + 18° for the rear part of the slot) 

– figure 8. The continuous lines denote the wear of bottoms of the socket 

cooperating with the right link chain, and the dashed lines – the wear of the socket 

cooperating with the left link chain. Red lines refer to the wear of the right part of 

the socket, while the lines in green refer to the wear of the left part of the socket.  

The largest values of the wear of bottoms of sockets occur on the edge of the 

bottom at the scraper groove. As the cross–section travels away from the scraper 

groove, the average wear values decrease rapidly in the front and the rear of the 

socket. While at the edge of the scraper groove, the average wear of the front part 

of the socket was about 7 ÷ 8 mm, and about 6 ÷ 7 mm in the rear part of the 

socket, at a distance of 10 mm from the scraper groove the wear of both parts of 

the socket did not exceed 5 mm. The average wear of the front part of the socket 
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was larger at the edge of the scraper groove, and the wear at the base of the tooth 

was smaller than at the rear of the socket. The wear of bottoms of the sockets 

cooperating with the left link chain had the same character and similar value to 

the ones cooperating with the right chain. 

 

 

Fig. 8. Average wear of the teeth of the sprocket drum made of ADI cast iron as a function of 

the angular distance of the cross-sectional plane of the drum from the scraper groove 

5. Conclusions 

The results of measurements of the wear and tear of a new generation of 

sprocket drums for high efficiency armoured face conveyors presented in this 

paper have confirmed significant advantages resulting from the material used. The 

material properties of ADI cast iron, including an ability of the casting surface to 

cure under the influence of an external load, meant that the wear of sockets of the 

tested sprocket drum did not exceed the value requiring its replacement in a much 

longer period of use than for conventional drums. This drum was operated on the 

runway of three longwalls in the period of two years. The size and nature of the 

wear indicate that it could be used again. 

 

Material losses at the rear working flank of tooth, which do not exceed 4 mm 

at a distance of 20 mm from the tooth groove, indicate that the sprocket drum can 

be further used in the next longwall work. The ability to cure the surface of the 

cast, made of ADI cast iron, under the influence of external forces, guarantees the 

wear of teeth at a similar rate to the current rate. Conventional drums made in the 

form of cast steel castings, after working for an average of 4 to 6 months, must 

usually be replaced with new ones due to excessive abrasion of sockets preventing 

their proper cooperation with the chain. Under the guarantee of the conveyor 

manufacturer for transporting 2 million tonnes of spoil, two sprocket drums are 
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replaced on average, so that the guaranteed mass of transported material is carried 

out by three drums in each conveyor drive. On average, therefore, the durability 

of conventional drums allows to transport only about 400,000 ÷ 600,000 t coal 

mined. After the clash of the hardened layer, obtained as a result of the surface 

hardening to a depth of 5 ÷ 7 mm, the abrasive wear proceeds at a rapid pace. 

When using ADI cast iron, this problem does not occur due to the above–

mentioned properties of this type of material. Based on the analysis of the 

measurement results, it was found that the durability of the new generation 

of sprocket drums made of ADI cast iron is at least 3 times higher than in the 

case of conventional steel drums. 
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Abstract 

 
Time series can be used by the specialists in many sciences, not only mathematicians, physicists 

and computer scientists, recently, also specialists in the field of finance to modelling any processes 

and phenomena which involves temporal measurement e.g. weather forecasting, earthquake 

prediction, power demand forecasting or exchange rate prediction. 

A concept of the fractal dimension as a measure of variability of a time-series graph of exchange 

rates is presented in this paper. Two methods of calculating the fractal dimension of time-series 

graph are described. The first method is the most known box method by Kolmogorov, the second 

one is a new method that uses the Hölder exponent. The paper contains the results of computer 

modelling the values of analysed exchange rates of some currencies with use the fractal dimensions 

obtained in above-mentioned methods in 2000-2016 period. 

 

1. Introduction 

The developments in science and computer technology improve the 

effectiveness of data analysis. However, an accurate prediction of the future 

course of events is still largely impossible. New and still relatively undeveloped 

theories suggest that determinism and an apparently random course of events are 

not mutually exclusive but co-exist [1]. Fractal geometry is one of these theories. 

Benoit Mandelbrot, in his work “How long is the coast of Britain? Statistical 

self-similarity and fractional dimension” [2], introduced the concept of fractals 

and fractal dimension. He claimed that everything is a fractal and shapes such as 

rectangles, circles and triangles are artificially created in order to simplify the 

description of the surrounding world. The concept of the fractal dimension has 

been introduced as the measure of the complexity of the shapes surrounding us. 

The fractal dimension defines the curve winding level and, in some sense, the 

amount of space containing this curve that is filled [3]. In order to define the 

fractal’s dimensionality Mandelbrot simplified the definition of a dimension 

formulated by Hausdorff in 1919. His definition strictly corresponds to the 
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volumetric/capacitive definition of dimension developed by Kolmogrov in 

1958 [4]. While, in the case of classic shapes, the dimension is an integer number, 

in fractal dimension it is usually a non-integer. 

It was immediately revealed that the chaos theory and fractal geometry are 

applicable in many areas of life i.e. finances. 

Recently, we observed a large variety of methods used in financial data 

analysis, especially in financial time-series analysis. There were many 

publications on the modelling of the financial time-series using selected fractal 

methods [5-14]. Conducting time-series analysis of e.g. prices of securities or 

currency exchange rates, where the plot of the price versus time usually transforms 

into double logarithmic plot, a scaled range analysis method is used [12]. Possible 

measures of the plot regularity are e.g. Hurst exponent [15-18] or Minkowski’s 

dimension [18]. In our work, we do not apply the scaled range analysis method, 

as it was resolved that the Hölder exponent should be introduced as the measure 

of the variation of the currency exchange plot, which is a number in range (0, 1). 

The Hölder function and the Hölder exponent are frequently used in the works of 

Polish authors [12,19]. As the Hölder exponent approaches zero, the variability of 

a process is higher. Contrarily, the process is smoother for the exponent values 

closer to one. Given that the Hölder exponent is  1,0  then the fractal 

dimension of the Hölder series  
1tt

x  is a number [21]: 

  


2dim
1

n

tt
x ,    (1) 

which follows that the fractal dimension of the plot is a number in the range (1, 

2).  

As the Hölder exponent determines the process properties, similarly, the fractal 

dimension is the measure of the process variability. The fractal dimension of the 

time-series plot gives the information on how frayed the plot is, in other words, 

the degree to which it fills the plane [4]. 

The aim of our paper is to present the potential of modelling the exchange rates 

of the selected foreign currencies based on the selected methods and concepts of 

fractal geometry. Using the fractal dimension, with the help of the chaos theory 

and the fractal geometry, we analyse the time development of the exchange rates 

based on the data from 2001-2016. The data collected in 2016 were used to verify 

the model based on the data from 2015 and the model obtained from the data 

recorded in the period from 2001 to 2015. The fractal dimension is defined by the 

Hölder exponent of the Hölder sequence using the  “box-counting method” 

(procedure I) [4] and averaging method (procedure II). Moreover, we investigated 

which of the presented methods of determining the fractal dimension is more 

successful at modelling the currency exchange rates. 

In the work, we analysed 13 foreign currencies: US dollar, Australian dollar, 

Canadian dollar, euro, Hungarian forint, Swiss franc, Pound sterling, Japanese 
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yen, Czech koruna, Danish krone, Norwegian krone, Swedish krona and 

International Monetary Fund unit compared to Polish zloty. In the case of the 

Japanese yen and Hungarian forint, 100 units of these currencies are considered. 

Otherwise, 1 unit of the currency is analysed. The exchange rate data was retrieved 

from the National Polish Bank NBP archive [22]. 

2. Hölder sequences 

The Hölder functions are one of the key construction elements of FRAMA 

models [12, 13, 19]. In this work, we use Hölder functions to model the 

deterministic trends of the irregular series of empirical data directly. An unusual 

similarity of the plots of some bi-Hölder functions (e.g. Weierstrass function) to 

the stock quotes is the premise for our approach [20]. We follow one of the rules 

of the book author [21]: 

"Some models in economy and other subjects violate a basic rule: if the model 

does not work, then it should not be developed, but its foundation needs to be 

changed. In each case, the prediction boundaries of the given system must be 

defined first.” 

The function   R,0:f  is called a bi-Hölder function with the exponent 

  in the range  T,0 , if following criteria are met: 

a) there exists 0b , such that 

    
stbsftf   for  Tts ,0,  . 

b) there exists 0, 0 a , such that for each  0,0    and for each  Tt ,0  

there is  Ts ,0  meeting the condition 

 st0  and     
stasftf  . 

Example [20]. For each  1,0  and sufficiently large 1  Weierstrass function 

given by 

   






1

2 sin
k

kk t 
 for 0t  

is a bi-Hölder function with the exponent   in range  1 ,0 . 

If   R,0:f  is bi - Hölder function with  exponent   in range  T,0  then 

[20]: 

   2dim fB , 

where 
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         ,0  :, Tttftf  . 

It implies that determining the box-dimension of the function f  plot, we 

simultaneously specify the exponent  , and that by determining the exponent   

we simultaneously specify the box-dimension of the function f . 

An irregular sequence of empirical data might, but does not have to, be 

a distorted sequence of the bi-Hölder function values. 

A sequence  
1tt

x  is called a Hölder sequence, if there exist constants 0b , 

 1,0  and sequences of positive numbers  




1tt ,   0
1








tt , such that for each 

:Nk  
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where   is the mean of the sequence. 

Then for each Nk  we have: 
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lim ,   (2) 

where  1,0  is a Hölder exponent. 

3. Procedures for designating a Hölder exponent and fractal 

dimension 

Procedures presented in this chapter are the modifications of the procedures 

described by K. Falconer [20]. The first procedure is a widely known method 

based on counting the number of “boxes” covering the analysed plot [4,21]. In our 

case it is the plot of the daily currency exchange values  N
tt

x
1  collected during 

one year in the 2000-2015 period,  256 ,251N  depending on the analysis period 

or 4045N  for the 2000-2015 analysis period. 

Procedure I: 

Step 1 

Let 2min k , 21max k . 

For each 
maxminminmin ..., ,2k ,1k , kkk   we designate: 
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Step 2 

The parameters of the linear model 
,..., ,2  ,1  ,  ,lnln maxminminmin kkkkkkP kk    

are estimated with Least Square Method. The determinant coefficient 2R  is 

calculated. 

Step 3 

If ,95,02 R  then we assume that  N
tt

x
1  is a Hölder sequence with eb   

parameter, a Hölder exponent   and a fractal dimension given by formula (1). 

If 95,02 R  then we scrub further research. 

 

Procedure II: 

The property (2) justifies the following procedure for parameters  ,b  

estimation for irregular sequences of empirical data.  

Step 1 

Let 20max k . For each 
max ..., ,2 ,1 kk   we designate 

  .
1

n

ttktk xx
    

Step 2 

The parameters of the linear model  
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, ..., ,2 ,1 ,lnln maxkkk kk    

are estimated with Least Square Method. The determinant coefficient 2R  is 

calculated. 

Step 3 

If 95.02 R , then we assume that  N
tt

x
1  is a Hölder sequence with eb   

and   parameters and fractal dimension given by formula (1). 

If 95.02 R  then we scrub the further research. 

4. The currency exchange modelling procedure 

Step 1 

We assume that the model of currency exchange takes the following form: 

tt ttx    210 , Nt ,...,2,1    (3) 

where  256 ,251N  or 4045N  depending on the study period. We carry out 

the calculations for: 

a) each year in the 2000-2015 period and 

b) full range of the data 2000-2015. 

The parameters of the model (3) 
0 , 

1 , 
2  are estimated with the use of the 

Least Squares Method. The exponent   is the Hölder exponent estimated in 

procedures I and II, Ntt ,...,2,1  ,   is the sequence of the residuals of model (3). 

 

Step 2 

We designate the standard deviation   of the sequences of residuals 

Ntt ,...,2,1  ,  , where  256 ,251N  or 4045N  in the period of analysis in 

the case of a) and b). 

Step 3 

The following measures of quality of models are introduced: 

 the number l is the percentage share of the currency exchange rate falling into 

  3,3  range in the estimation period, 

 the number l1/2 is the percentage share of the currency exchange rate falling 

into   3,3  range in the half-year period after estimation, 

 the number l1 is the percentage share of the currency exchange rate falling 

into   3,3  range in one year period after estimation. 

5. Results 

The value of the determination coefficient meets the required criterion  

( 95.02 R ) regardless the applied procedure (I or II) for each currency and sub-
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period with one exception: the fractal dimension calculated according to 

procedure II for CHF currency based on the data from 2015, 901.02 R . Having 

had excluded this exception, the model (3) was chosen, which, according to the 

procedure described in Section 3, showed that the model quality indicator 

(l number) obtained through both procedures I and II falls within the range 

[98.4%, 100%] for all analysed annual periods. In the case of Swiss franc in 2015 

the l number is 94.1% and 95.3% for procedures I and II respectively. 

A percentage share of the CHF contained in the range   3,3  is larger for 

procedure II than for procedure I, despite having a lower value 901.02 R  that 

did not meet the criterion ( 95.02 R ). 

Tab. 1. The fractal dimension dim(𝒙𝒕) 𝒕=𝟏
𝒏 , standard deviation σ of residuals of models (3), 

the percentage contribution of the currency exchange rates in range 3  in half-year l1/2 

and annual l1 period following the estimation obtained in procedure I. Shaded cells in both 

tables correspond to the values of l1/2 and l1 which are less than 50% 

    2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 

U
S

D
 

dim 1.42 1.34 1.36 1.36 1.37 1.34 1.32 1.34 1.39 1.40 1.37 1.34 1.34 1.37 1.34 

  0.10 0.08 0.09 0.07 0.09 0.07 0.06 0.15 0.15 0.15 0.09 0.12 0.05 0.04 0.08 

l1/2[%] 100 100 100 30.2 99.2 100 100 64.6 18.9 100 13.5 100 68.3 37.8 81.0 

l1[%] 93.2 73.5 76.2 15.1 92.9 93.3 61.4 32.2 9.4 66.3 6.7 100 34.1 20.1 61.9 

A
U

D
 

dim 1.37 1.42 1.31 1.31 1.39 1.38 1.29 1.37 1.36 1.43 1.36 1.33 1.35 1.38 1.37 

  0.07 0.04 0.05 0.07 0.05 0.03 0.05 0.06 0.06 0.06 0.05 0.09 0.07 0.04 0.08 

l1/2[%] 100 29.4 66.4 42.1 100 74.6 100 0.0 63.8 97.6 23.0 89.6 46.0 96.9 98.4 

l1[%] 92.4 14.6 33.2 21.0 69 55.6 91.7 0.0 31.8 89.7 11.5 45.4 23.0 78.3 75.8 

C
A

D
 

dim 1.41 1.35 1.34 1.39 1.38 1.36 1.33 1.37 1.38 1.39 1.34 1.37 1.38 1.41 1.36 

  0.07 0.05 0.06 0.06 0.06 0.06 0.07 0.08 0.09 0.12 0.07 0.09 0.05 0.03 0.06 

l1/2[%] 100 32.5 72.7 64.3 65.9 75.4 33.1 74.8 26.8 100 17.5 100 85.7 22.0 75.4 

l1[%] 100 16.2 36.3 32.1 33.7 37.7 38.6 45.9 13.3 53.2 8.7 97.2 42.9 11.0 57.1 

E
U

R
 

dim 1.37 1.40 1.35 1.34 1.38 1.38 1.37 1.35 1.40 1.46 1.36 1.32 1.40 1.36 1.33 

  0.13 0.11 0.06 0.05 0.07 0.06 0.04 0.14 0.13 0.08 0.08 0.08 0.05 0.03 0.04 

l1/2[%] 100 100 83.6 41.3 66.7 100 100 68.5 72.4 100 8.7 94.4 100 33.9 42.9 

l1[%] 100 100 41.8 20.6 33.3 71.4 68.1 40.0 36.1 69.0 4.4 94.4 82.9 46.1 21.4 

H
U

F
 

dim 1.42 1.42 1.37 1.36 1.33 1.35 1.34 1.37 1.37 1.38 1.37 1.39 1.38 1.36 1.42 

  0.05 0.03 0.04 0.03 0.03 0.02 0.01 0.03 0.03 0.02 0.02 0.02 0.02 0.01 0.01 

l1/2[%] 100 85.7 99.2 42.1 87.3 93.7 75.6 99.2 100 66.7 86.5 68.0 100 56.7 78.6 

l1[%] 100 43.5 87.5 21.0 58.3 74.6 37.8 62.4 100 63.9 43.3 84.1 100 28.3 89.3 

C
H

F
 

dim 1.35 1.38 1.39 1.37 1.38 1.40 1.37 1.35 1.40 1.42 1.36 1.33 1.42 1.35 1.31 

  0.09 0.08 0.05 0.04 0.05 0.04 0.04 0.12 0.10 0.09 0.11 0.07 0.04 0.03 0.10 

l1/2[%] 88.8 100 100 41.3 73.8 100 85.8 77.2 66.9 100 16.7 99.2 100 6.3 100 

l1[%] 73.7 100 58.6 20.6 36.9 87.3 63.8 43.9 33.3 90.1 8.3 99.6 76.6 3.1 99.2 

G
B

P
 

dim 1.38 1.36 1.34 1.33 1.41 1.41 1.27 1.38 1.37 1.40 1.36 1.34 1.38 1.40 1.35 

  0.18 0.16 0.12 0.08 0.12 0.09 0.10 0.14 0.17 0.18 0.12 0.14 0.07 0.05 0.10 

l1/2[%] 100 95.2 84.4 13.5 73.0 100 66.1 78.7 60.6 100 13.5 100 100 46.5 23.0 

l1[%] 100 97.6 42.2 6.7 36.5 80.6 55.9 54.5 30.2 83.3 6.7 100 100 46.1 11.5 
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JP
Y

 
dim 1.36 1.39 1.36 1.36 1.35 1.39 1.37 1.35 1.41 1.43 1.37 1.30 1.41 1.32 1.34 

  0.12 0.11 0.09 0.06 0.08 0.04 0.06 0.23 0.17 0.16 0.12 0.21 0.08 0.06 0.06 

l1/2[%] 97.6 100 68.8 40.5 74.6 91.3 100 65.4 68.5 100 12.7 75.2 100 31.5 56.3 

l1[%] 98.8 71.9 34.4 20.2 37.3 52.0 70.5 32.5 34.1 72.6 6.3 78.5 73.0 15.7 49.2 

C
Z

K
 

dim 1.38 1.36 1.36 1.36 1.41 1.33 1.37 1.37 1.40 1.47 1.37 1.32 1.35 1.38 1.37 
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l1/2[%] 98.4 100 100 38.1 48.4 100 94.5 81.9 69.3 100 11.1 89.6 100 66.9 49.2 

l1[%] 90.8 84 64.5 19.0 24.2 61.9 71.3 63.1 34.5 75.0 5.6 83.7 65.5 70.1 24.6 

D
K

K
 

dim 1.36 1.40 1.35 1.35 1.38 1.38 1.37 1.35 1.40 1.46 1.36 1.32 1.41 1.36 1.33 

  0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.01 0.00 0.01 

l1/2[%] 100 100 83.6 41.3 65.9 100 100 69.3 73.2 100 8.7 93.6 100 26.8 46.8 

l1[%] 100 100 41.8 20.6 32.9 70.6 67.3 40.4 36.5 69.0 4.4 93.2 79.0 18.9 23.4 

N
O

K
 

dim 1.38 1.33 1.43 1.38 1.38 1.40 1.35 1.40 1.31 1.43 1.36 1.35 1.41 1.32 1.38 

  0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 

l1/2[%] 100 92.9 87.5 50.0 81.0 23.0 100 7.9 68.5 100 11.1 100 29.4 96.9 48.4 

l1[%] 93.6 66.8 43.8 25.0 73.8 11.5 89.0 3.9 34.1 56.7 5.6 57.0 14.7 75.6 24.2 

S
E

K
 

dim 1.36 1.39 1.38 1.37 1.41 1.38 1.38 1.38 1.37 1.39 1.38 1.39 1.43 1.34 1.39 

  0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 

l1/2[%] 100 100 74.2 60.3 39.7 100 100 20.5 66.9 100 17.5 100 40.5 87.4 72.2 

l1[%] 98.4 98.8 37.1 31.0 19.8 98.4 76.0 60.4 33.3 85.3 8.7 89.2 22.2 85.0 36.1 

X
D

R
 

dim 1.45 1.44 1.40 1.34 1.40 1.37 1.30 1.34 1.39 1.39 1.36 1.32 1.39 1.38 1.41 

  0.15 0.12 0.09 0.07 0.10 0.08 0.07 0.20 0.19 0.16 0.11 0.15 0.06 0.04 0.07 

l1/2[%] 100 100 93.0 28.6 95.2 100 100 70.1 58.3 100 11.9 100 97 62.2 62.7 

l1[%] 99 92.9 46.5 14.3 90.5 90.1 67.3 34.9 29.0 68.3 6.0 100 49.2 36.6 32.5 

Source: own work 

Tab. 2. The fractal dimension dim(𝒙𝒕) 𝒕=𝟏
𝒏 , standard deviation σ of residuals of models (3), 

the percentage contribution of the currency exchange rates in range 3  in half-year l1/2 

and annual l1 period following the estimation obtained in procedure II. Shaded cells in both 

tables correspond to the values of l1/2 and l1 which are less than 50% 

    2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 

U
S

D
 

dim 1.62 1.54 1.45 1.48 1.49 1.46 1.42 1.46 1.56 1.50 1.53 1.49 1.49 1.52 1.54 

  0.10 0.08 0.09 0.07 0.09 0.07 0.06 0.16 0.15 0.15 0.09 0.12 0.05 0.04 0.08 

l1/2[%] 100 100 100 38.1 94.4 100 100 69.3 18.9 100 15.1 100 73.0 48.8 88.1 

l1[%] 91.2 81.0 75.4 19.0 86.5 96.4 61.8 34.5 9.4 67.5 7.5 100 36.5 27.6 65.9 

A
U

D
 

dim 1.50 1.65 1.46 1.39 1.56 1.60 1.47 1.52 1.49 1.58 1.54 1.46 1.44 1.52 1.51 

  0.07 0.04 0.05 0.07 0.05 0.03 0.05 0.06 0.06 0.06 0.05 0.09 0.07 0.05 0.08 

l1/2[%] 100 30.2 66.4 41.3 100 81.0 100 0.0 63.8 96.8 26.2 88.8 46.0 96.9 97.6 

l1[%] 95.6 15.0 33.2 20.6 100 61.9 96.1 0.0 31.8 89.7 13.1 45.0 23.0 74.4 72.2 

C
A

D
 

dim 1.59 1.51 1.43 1.54 1.52 1.46 1.50 1.51 1.51 1.47 1.48 1.54 1.55 1.65 1.52 

  0.07 0.05 0.06 0.06 0.06 0.06 0.07 0.09 0.09 0.12 0.07 0.09 0.05 0.03 0.06 

l1/2[%] 100 33.3 71.9 65.9 64.3 75.4 30.7 72.4 26.0 100 21.4 100 91.3 23.6 73.8 

l1[%] 100 16.6 35.9 32.9 32.1 37.7 34.3 52.9 12.9 59.9 10.7 89.2 45.6 11.8 56.0 

E
U R
 dim 1.47 1.54 1.52 1.44 1.47 1.46 1.48 1.48 1.58 1.63 1.50 1.46 1.53 1.53 1.45 

  0.13 0.11 0.06 0.05 0.08 0.06 0.04 0.15 0.13 0.08 0.08 0.08 0.05 0.03 0.04 
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l1/2[%] 100 100 82.8 41.3 69.8 100 100 63.8 73.2 100 9.5 95.2 
100.

0 
36.2 47.6 

l1[%] 100 100 41.4 20.6 34.9 84.1 67.7 41.2 36.5 69.0 4.8 95.2 93.3 56.7 23.8 

H
U

F
 

dim 1.53 1.58 1.56 1.48 1.42 1.50 1.46 1.50 1.51 1.61 1.50 1.55 1.50 1.51 1.66 

  0.05 0.03 0.04 0.03 0.03 0.02 0.01 0.03 0.03 0.02 0.02 0.02 0.03 0.01 0.01 

l1/2[%] 100 85.7 96.1 42.9 96.0 82.5 75.6 99.2 100 51.6 92.1 64.8 100 59.1 77.0 

l1[%] 100 43.1 87.9 21.4 64.7 71.8 37.8 73.7 99.6 49.2 47.6 81.7 100 34.6 88.5 

C
H

F
 

dim 1.44 1.55 1.60 1.49 1.50 1.50 1.47 1.52 1.58 1.52 1.60 1.46 1.60 1.51 1.55 

  0.09 0.08 0.05 0.04 0.05 0.05 0.04 0.13 0.10 0.09 0.11 0.07 0.04 0.03 0.10 

l1/2[%] 94.4 100 100 42.9 73.8 100 85.8 75.6 66.9 100 16.7 99.2 100 6.3 100 

l1[%] 78.1 100 62.1 21.4 36.9 97.6 63.8 45.5 33.3 91.3 8.3 99.6 85.3 3.1 97.2 

G
B

P
 

dim 1.55 1.54 1.49 1.42 1.55 1.54 1.41 1.55 1.50 1.49 1.55 1.49 1.52 1.60 1.53 

  0.17 0.16 0.12 0.08 0.12 0.09 0.10 0.15 0.17 0.18 0.12 0.14 0.07 0.05 0.10 

l1/2[%] 100 89.7 84.4 14.3 73.8 100 54.3 69.3 61.4 100 15.9 100 100 44.9 23.0 

l1[%] 100 94.9 43.0 7.1 36.9 78.6 47.6 60.0 30.6 86.5 7.9 100 100 44.9 11.5 

JP
Y

 

dim 1.51 1.50 1.47 1.45 1.50 1.51 1.47 1.47 1.66 1.56 1.52 1.44 1.54 1.48 1.56 

  0.12 0.11 0.10 0.06 0.08 0.05 0.06 0.24 0.17 0.16 0.13 0.22 0.08 0.06 0.06 

l1/2[%] 96.8 100 69.5 40.5 88.9 96.0 100 72.4 67.7 100 12.7 68.8 100 42.5 42.9 

l1[%] 98.4 76.3 34.8 20.2 51.2 55.2 71.3 36.1 33.7 80.2 6.3 62.5 77.4 21.3 31.7 

C
Z

K
 

dim 1.53 1.47 1.51 1.52 1.51 1.45 1.47 1.52 1.54 1.70 1.50 1.47 1.45 1.59 1.51 
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l1/2[%] 98.4 100 100 38.9 54.0 100 96.9 76.4 71.7 100 11.1 90.4 100 67.7 52.4 

l1[%] 93.6 100 62.1 19.4 27.0 65.5 72.4 68.6 35.7 81.0 5.6 85.3 69.4 57.9 26.2 

D
K

K
 

dim 1.47 1.54 1.52 1.44 1.47 1.46 1.48 1.48 1.58 1.63 1.50 1.45 1.54 1.53 1.45 

  0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.01 0.00 0.01 

l1/2[%] 100 100 83.6 41.3 69.8 100 100 63.8 73.2 100 9.5 93.6 100 27.6 52.4 

l1[%] 100 100 41.8 20.6 34.9 84.5 68.5 41.2 36.5 69.0 4.8 93.2 85.7 29.1 26.2 

N
O

K
 

dim 1.52 1.46 1.64 1.49 1.50 1.54 1.44 1.56 1.48 1.56 1.50 1.54 1.53 1.48 1.58 

  0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 

l1/2[%] 100 88.1 90.6 54.0 87.3 27.8 100 7.9 68.5 100 11.1 99.2 30.2 99.2 48.4 

l1[%] 88.0 51.4 45.3 27.0 89.3 13.9 87.0 3.9 34.1 58.7 5.6 54.2 15.1 91.3 24.2 

S
E

K
 

dim 1.50 1.54 1.51 1.47 1.53 1.48 1.56 1.56 1.51 1.54 1.48 1.56 1.58 1.50 1.49 

  0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 

l1/2[%] 99.2 100 75.0 61.1 40.5 100 99.2 13.4 66.9 100 20.6 100 64.3 89.8 79.4 

l1[%] 95.2 99.6 37.5 31.3 20.2 93.3 76.0 56.1 33.3 90.1 10.3 86.9 37.3 82.3 39.7 

X
D

R
 

dim 1.61 1.60 1.56 1.44 1.53 1.47 1.41 1.46 1.56 1.51 1.50 1.46 1.52 1.56 1.61 

  0.15 0.12 0.09 0.07 0.10 0.08 0.07 0.21 0.18 0.16 0.12 0.15 0.07 0.04 0.07 

l1/2[%] 100 100 93.0 34.1 98.4 100 100 78.7 56.7 100 13.5 100 100 68.5 73.0 

l1[%] 100 99.6 46.5 17.1 99.2 92.9 67.7 39.2 28.2 69.0 6.7 100 54.4 57.9 39.7 

Source: own work 

The results obtained for each considered currency based on the exchange rate 

data for years in the period 2001-2015 are shown in tables 1 and 2. There are: 

fractal dimension values, standard deviation values of residuals of models, σ, the 

percentage contribution of the currency exchange rates in range   3,3  in half-
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year l1/2 and annual l1 period following the estimation. Tables 1 and 2 show the 

results obtained on the basis of procedures I and II respectively. 

Shaded cells in both tables correspond to the values of l1/2 and l1 which are less 

than 50%. Comparing the shaded areas in both tables we notice that they follow 

a similar pattern. Moreover, the number of shaded cells is identical in both cases. 

It might indicate that, although the fractal dimension values calculated according 

to procedure I are lower than the corresponding values calculated using procedure 

II, the different procedures of determining the fractal dimension yield models 

having similar quality indicators for every considered currency and time period. 

Figure 1 presents a comparison between an average fractal dimension for all 

analysed currencies determined on the basis of a one-year observation period and 

fractal dimension values based on the full data range 2001-2015. The condition 

99.02 R is met for the full data range for all analysed currencies independently 

of the procedure.  

Figure 1 confirms the results involving the fractal dimension presented in 

tables 1 and 2. We may find that the fractal dimension obtained using both 

procedures are significantly different. However, the mean fractal dimension 

values determined for the consecutive years of the 2001-2015 period and the 

fractal dimension values calculated for the entire period using the same method 

are very similar. 

 

Fig. 1. An average fractal dimension for all analysed currencies determined on the basis of 

a one-year observation period and fractal dimension values based on the full data range 

2001-2015. dim(I)_śr -  An average fractal dimension value determined on the basis of a one-

year observation period in procedure I, dim(II)_śr - An average fractal dimension value 

determined on the basis of a one-year observation period in procedure II, dim(I) - A fractal 

dimension value determined on the basis of full data range in procedure I, dim(II) - A fractal 

dimension value determined on the basis of full data range in procedure II (Source: own 

work) 

The value of the fractal dimension of the currency exchange rate can be used 

to analyse trends of the investigated currency. Based on the plot shown in 
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figure 1 we may find that the exchange rates of all currencies behave similarly. 

The fractal dimension determined for all considered currencies according to the 

same procedure remains almost at constant level. This demonstrates that all 

considered currencies have similar fluctuation levels. The dimension values for 

all analysed currencies fall within the range (1.36;1.39) for procedure I and within 

(1.50;1.53) for procedure II. 

Figure 2 shows the exchange rates of the selected currencies: USD (figure 2a), 

EUR (figure 2b), CHF (figure 2c) and GBP (figure 2d) (black line) along with the 

theoretical values calculated from model (3), 
tx̂ , over the 2001-2016 period. The 

red solid line corresponds to the results obtained from procedure I. The green 

dotted line corresponds to the results obtained from procedure II. Additionally, 

a range  3ˆ,3ˆ  tt xx  is shown in the figure, the blue solid line denoting 

procedure I results and the purple dotted line  – procedure II results. The model 

was based on the data from 2001-2015. Using the plots presented in figure 2, it 

can be stated  that the results from both procedures I and II yield the models 

described by the functions following almost identical plots. Furthermore, currency 

exchange rates in 2016 fit into the predicted interval for each presented case. In 

this situation, the model quality indicator for the one-year forecast equals 100%. 

a)                                                               b) 

 
c)                                                               d) 

 

Fig. 2. The exchange rates of the selected currencies such as USD (Fig. 2a), EUR (Fig. 2b), 

CHF (Fig. 2c) and GBP (Fig .2d) in the 2001-2016 period (Source: own work) 

Similarly to figure 2, figure 3 shows the exchange rates of USD in 2001-2016 

period. However, the presented models given by the equation (3) and obtained 

using procedure I were only estimated on the basis of the annual observation along 
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with a one-year forecast period. Similarly, a  3ˆ,3ˆ  tt xx  range is shown. 

The blue line indicates periods when %502/1 l  and the red line indicated periods 

when %502/1 l , see table 1. 

Based on the charts in figure 3, we conclude that the proposed form of the 

model accurately reflects the exchange rate of the analysed currency in the 

estimation period. Note that the one-year models with prediction did not work 

with similar efficiency. The selected model quality indicator does not always 

correctly describe trend maintenance for all currencies and years. An example is 

the model obtained for USD from the data from 2008. 

 

Fig. 3. The exchange rates of USD in 2001-2016 period with its theoretical value and a range 

 3ˆ,3ˆ  tt xx  determined in procedure I on the basis of the annual observation with 

a one-year forecast period (Source: own work) 

6. Summary 

In this work, the exchange rates of 13 currencies in the 2001-2016 period were 

analysed. The fractal dimensions of the financial time series of the foreign 

currencies in 2001-2015 period and one-year periods during 2001-2015 were 

calculated. The value of the fractal dimension for a given currency in a given 

period enables quantitative specification of the irregularities of the exchange rate 

in that period. The fluctuations of the exchange rates are similar for all considered 

currencies. Furthermore, the models defined by the use of the fractal dimension 

describing the behaviour of the given exchange rates were proposed. It turns out 

that the proposed form of the model reflects the actual currency exchange rate in 

the estimation period accurately, however, not always within the considered 

prediction period, especially when the lengths of the prediction and estimation 
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periods are similar. In the case where the model construction time is significantly 

longer than the model verification time, the fractal analysis predicts the future 

course of the exchange rates of a given currency. It was observed that the model 

construction time, especially the length of the study period, is critical in 

forecasting. 

In conclusion, the fractal dimension was applied in modelling the behaviour of 

the exchange rates, i.e. highly noisy data. The obtained results are very 

satisfactory, therefore the procedures presented in the paper might be used with 

different time-series data, not only from the financial domain. 
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Abstract 

 
The objective of this paper is the technological analysis of three future solar tower power plants 

(STPP), which are part of the Algerian energy programme and will be installed in the highlands and 

the Sahara. The increased production of solar systems is one of the best solutions to meet the needs 

of the electricity market and reduction of the greenhouse effect. The installation of a solar tower 

power plants consists of studying several factors of several degrees of freedom. The Direct Normal 

Irradiation, DNI, is the most important of these factors and its high value increases the performance 

of the solar power plant. 

In this paper, we exploit the performance of the System Advisor Model, SAM, by various 

simulations based on real data obtained from the meteorological files of the studied sites. The choice 

of the solar field is a difficult task, as e.g. a choice of Solar Multiple, SM, between 1.4 and 1.6 is 

suitable for high optical performance with a lower surface of the field, and the starting arrangement 

must be very close to the optimum configuration, based on the experience obtained from the plants 

already in operation. The thermal energy storage capacity, TES, is insufficient for the whole night, 

it covers between 2 and 4 hours, hence it becomes necessary to use an auxiliary energy source. In 

addition, the interaction between the parameters and performance has led to selecting the optimal 

configuration of the Concentrated Solar Power, CSP. 

 

1. Introduction 

Algeria's commitment to renewable energy has brought global and sustainable 

solutions to the environmental challenges as well as the problem of preserving 

fossil energy resources. 

Algeria’s highlighted its solar potential as one of the highest in the world (over 2 

million km2 of its territory receives annual daily average insolation of approx. 

2,500 kWh/m2) [1, 2] by launching important projects in solar thermodynamics. 

The renewable energy programme involves the installation of renewable power 

stations capable of producing 22,000 MW by 2030 for the national market, i.e. 
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more than 37% of national electricity production – while maintaining the export 

option as a strategic objective, Fig.1 [3]. The world market for solar 

thermodynamics (CSP) is estimated at 14 GW in 2020 and 72 GW in the 2035 

horizon, which constitutes a rapid strong growth compared to the 2012 capacity, 

amounting to 2.8 GW [4]. This strategic choice is motivated by the immense solar 

energy potential of "Sahara and High Plateau". This energy constitutes the major 

axis of the programme, which is devoted to solar thermal energy [5]. 

 

Fig. 1. The new national programme for the development of renewable energy (2015 - 2030) 

[6] 

Solar power systems have a quasi - zero proportional cost: there is no fuel, only 

expenses (maintenance, guarding, repairs, etc..) which depend very little on the 

production. However, it incurs substantial investment costs, considerably higher 

compared to fossil techniques or other renewable energies [7.8]. 

Since solar energy is insufficiently dense, it is necessary to concentrate it, by 

means of reflecting mirrors, in order to obtain the operating temperatures enabling 

the production of electricity. Solar radiation can be concentrated on a linear or 

point receiver. The receiver absorbs the energy reflected by the mirror and 

transfers it into a thermodynamic heat transfer fluid [9.10]. 

The performance of the solar system is measured by its concentration factor. This 

coefficient evaluates the intensity of solar concentration. Whenever the 

concentration factor is high, the temperature reached will be high. Linear 

concentration systems generally have a lower concentration factor compared to 

point concentrators [11]. 

The body of literature in the field includes several studies into the feasibility of 

solar energy. S. Boudaoud et al. [12] carried out a technical and economic analysis 

of electricity costs and the economic feasibility of tower solar power plants in 

Algeria. O. Behar et al. [13] evaluated a wide range of clear sky solar radiation 

models, based on theoretical input parameters for the Algerian climate, in order to 

choose the best performance estimators of solar energy projects for which 

meteorological and radiometric measurement stations are not available. S. Mihoub 

et al. [14], proposed a methodology for optimal designing the configuration of the 
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future Algerian solar tower power plant. The model is expected to minimise the 

electricity costs (LCOE) and the maximise the annual production of electricity. 

Given that the optimisation of the solar system performance is necessary for the 

investigation of future projects planned in Algeria, this paper applies the System 

Advisor Model (SAM) software to optimise the configuration of the CSP 

(Concentrated Solar Power). A numerical simulation under SAM, based on the 

DNI (real and satellite data), is carried out to find the best performance parameters 

in question (SM, PE, CF, TES ...). Finally, from the interaction of these 

parameters, the optimal configuration of the CSP is found. 

2. Modelling of the central CSP 

2.1. The general model of CSP 

In a typical configuration, a heat - transfer fluid (salt molten) is heated in the 

receiver and used to power a conventional steam - turbine power cycle to generate 

electricity (see Figure3). 

 

Fig. 2. Illustration of a solar tower power plant of a molten salt 

2.2. Evaluation of solar radiation 

The solar radiation intensity is an important factor in the evaluation of CSP 

plants. The direct normal irradiance (DNI) is the amount of direct normal solar 

radiation received per unit area. There are three techniques to assess the evolution 

of DNI over time for a given location [15,16]: 
 real data 

 satellite data. 

 a combination of real and satellite data. 
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3. Modelling the Heliostats Field 

3.1. Modelling geometric parameters 

Optimisation of the design of the heliostats field is a trade - off between optical 

performance and cost, which is why this process includes both optical and 

economic analysis. This implantation can be performed by determining the 

optimum values of the radial spacing ∆R and the azimuth spacing ∆AZ. 

 

Fig. 3. Implementation of the heliostats field 

There are various optimisation procedures to establish these two geometric 

position parameters. One of the most effective procedures is the radial offset 

arrangement, shown in Fig. 3. [17]. The evaluation of the radial and azimuthal 

distance can be evaluated by empirical equations 1 and 2. These parameters also 

depend on the angle (α) between the heliostat, the ground and the tower as shown 

in Fig.4 [18.19]. 

 

Fig. 4. Representation of the optical angle α 

∆R HM⁄ = 63.0093 − 0.587313θ + 0.018423909θ2 +  cos ϕ (2.808733 −
0.1480498θ + 0.001489201θ2)    (1) 
∆AZ WM⁄ = 2.46812 − 0.0401054θ + 0.000923594θ2 + cos ϕ (0.17344593 −
  0.009112590θ + 0.00012761θ2)   (2) 

: Heliostat azimuth angle, 0° is south. : Receiver elevation angle from heliostat 

in degrees.  
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3.2. Modelling energy parameters 

The size of the heliostat field affects the optical performance and depends on 

the desired power and temperature of the heat transfer fluid at the output. 

The total incident thermal energy is given by the following equation (3): 

Qh =  Id ×  Ah × Nh        (3) 

such as: 

Id - the direct normal irradiation (DNI); Ah  - the surface of the heliostat; Nh - the 

number of the heliostat. 

The efficiency of the field ηh is defined from the following equation (4): 

ηh =
Qrec

Qinc
=

Qrec

Id+Ah+Nh
      (4) 

such as: 

Qrec  - heat flow of the receiver, Qinc  - heat flow of the incident 

The efficiency is obtained from the loss due to different factors (Cosine, 

shading, blocking, overflow, reflection, dispersion) and it is given by the 

following equation (5) [20]. 

η
h

= η
cos

. η
omb

. η
bloc

. η
deb

. η
ref

. η
disp

     (5) 

such as: 

ηcos  - loss due to cosine effect; ηomb  - loss due to shading effect; ηbloc  - loss due to 

blocking effect; ηdeb - loss due to overflow; ηref - loss due to reflection; ηdisp - loss 

due to dispersion: 

4. Receiver Modelling 

The receiver presented in the study is an external model consisting of vertically 

arranged pipes through which a heat transfer fluid is pumped in the vertical 

direction. Inside the pipe, three types of heat transfer occur (convection, 

conduction and radiation). The exchange with the outside is by means of radiation 

(solar and radiation loss), by convection (loss at the body of the receiver) and by 

conduction (loss through thermal bridges). 

 

 

Fig.5. Energy balance of the external receiver [19] 
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Figure 5 groups together the different heat exchanges of the receiver with the 

external environment. 

The heat flux of the receiver is expressed by (6): 

Qrec =  qhtf +  qconv + qrad + qref     (6) 

with: 

Qrec =  Si. Id        (7) 

such as: 

qhtf  - heat flow of molten salt; qconv  - loss of convection heat flow; qrad  - loss 

of radiation heat flux; qref  - loss of reflection flux; Si  - total surface. 

The incidence of solar radiation 𝐼𝑑on the receiver is evaluated by the flux map 

radiation model. 

The distribution of the radiation flux is integrated with (DELSOL 3 algorithm), 

based on direct radiation from 950 W/m2 [15.21]. 

The energy absorbed by the heat transfer fluid (𝑞ℎ𝑡𝑓) is given by the 

following equation (8): 

qhtf = mhtf. Chtf(Thtf(x+dx) − Thtf(x)) = USi. (Tst − Thtf)  (8) 

with:  

USi =
1

Rcond+Rconv
       (9) 

Rcond =
ln

Dot
Dit

2.π.Lt.Kt.Nt
       (10) 

Rcond =
2

π.hhtf.Lt.Dt.Nt
       (11) 

The loss by convection is given by equation (12): 

qconv = Si. hconv. (Tst − Tic−air)     (12) 

The radiation loss 𝑞𝑟𝑎𝑑 has a negligible value because the absorber shows a 

high absorption of short waves of solar radiation, the same as for loss by reflection 

𝑞𝑟𝑒𝑓, due to the lower emissivity of the long thermal waves. 

5. Modelling Solar Power Plant performance 

The performance of a well-configured solar tower system is based on 

several parameters, such as power generation injected to the grid, incident solar 

radiation and storage capacity. The capacity factor and the solar multiple are the 

most important factors characterising the performance of a central solar tower 

system. 

5.1. Capacity Factor (CF) 

The ratio of the energy generated by the system in partial time Egp and the 

energy generated in full-time Egf determines the capacity factor, and is given by 

equation (13), [22] 
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CF =
Egp

365.24.Egf
         (13) 

5.2. Solar Multiple SM  

The ratio of energy to design point (thermal power produced by the field of 

heliostatsqsf for different DNI values) and the thermal power required by the 

power block under nominal conditions 𝑞𝑝𝑏 determines the Solar Multiple (SM). 

It is expressed by equation (14) [22]: 

SM =
qsf

qpb
         (14) 

For a system without a storage mode, SM=1 

6. Model parameters and meteorological data 

6.1. Model parameters 

Tab. 1. Location parameters for different regions 

Parameter Design 

parameters 

Djelfa El Oued Béchar 

Location DNI (W/M²)) 1050 750 700 

Latitude (°) 34.68 33.50 31.50 

Longitude (°) 3.25 6.78 - 2.25 

Elevation (m) 1144 69 816 

Tab. 2. Characteristics of the components of the solar tower system 

Parameter Design parameters Value 

Field of heliostats Surface of the heliostat (m²) 144 

Tower and Receiver Diameter of pipes (mm) 

Thickness of pipes (mm) 

Type of pipe material  

(Stainless steel) 

60 

1 .25 

AISI316 

Fluid 

 

Coolant 

HTF type (molten salt) 

 

Input Temperature (°C) 

Output Temperature (°C) 

60% NaNO3 ,40% KNO3 

 

565 

290 

Power Block 

 

Design turbine output (MWe) 

Thermodynamic cycle efficiency 

(%) 

Operating pressure of the boiler 

(bar) 

Type of cooling capacitor 

20 

37 

100 

Air 

Energy storage Type of storage 

Load storage in full hours  

Two tanks 

0-12h 
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6.2. Meteorological data 

In this work, the data for calculations were derived from the annual 

meteorological database, known as the reference year test (TRY) or typical 

meteorological year (TMY). It consists of measured values which are statistically 

selected from the annual individual values measured over a long period. 

The file formats used are file extensions: TMY2, TMY3, EPW and CSV. 

7. Results and discussion  

To optimise the performance of the solar tower system for different regions, the 

solar fields are optimised by the variation of the Solar Multiple (SM) as a function 

of storage hours (TES), in order to find the optimal dimensions of the system and 

maximise the production of electricity and the capacity factor of the solar tower 

system. In our study, we use the System Advisor Model (SAM) software which 

proved to be among the most suitable tools with respect to our study. 

7.1. Region of Béchar 

 

Fig. 6. The solar multiple effect (SM) on electrical production/(the surface of heliostats)m2 

under different values of TES (BECHAR) 
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Fig. 7. The solar multiple effect on the surface of the heliostats mirrors (m2) and the length 

of the tower (m) (BECHAR) 

In Figure 6, it can be observed that the electrical production per square meter 

of heliostat increases proportionally with the SM, except for the decrease recorded 

in the interval SM = [1.4, 1.5] due to the increase in the surfaces of the heliostats 

mirrors and the decrease in the length of the tower, which are influenced by the 

loss due to the effects of the heliostat field as indicated in Figure 7. Beyond SM = 

1.6, the increase in the solar field area has no effect on electrical production which 

converges and increases slightly due to the effects corresponding to the enormous 

expansion of the solar field and atmospheric attenuation. 

 

Fig. 8. The effect of TES on electrical production/m2 (surface heliostats) under different 

values of the solar multiple (BECHAR) 
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Fig. 9. The multiple solar effect on CF capacity factor under different TES values 

(BECHAR) 

For SM = 2.0, 2.2 and 2.4 the electrical production per m2 increases to peak at: 

42.53 w/m2, 47.07 w/m2 and 48.55 w/m2 for TES = 2h, then it decreases as shown 

in Figure 8. The configuration of the plant in these values requires a large area, 

which is economically impractical. Therefore, the electrical production at the start 

of our system for SM = 1.8 is larger, decreases slightly to TES = 2h and then 

coincides with the curve corresponding to SM = 1.6. 

The capacity factor CF evolves proportionally with the SM. The graphs 

converge, as shown in Figure 9, except for the graph corresponding to TES = 0h 

and SM = 2.2, which begins to descend slightly. This decrease is due to the loss 

of excess of the non-stored energy received by the receiver. 

From the above, we can conclude that the optimal point of operation of our 

system corresponds to the following coordinates: SM = 1.8, TES = 2h and the 

electrical production is 11.44 GWh/year. 

7.2. Region of El Oued 

In Figure 10, it can be seen that the electrical production per square meter of 

heliostat’s increases proportionally with the SM, except that there is a decrease 

recorded in the interval SM = [1.2 1.4] where the length of the tower has exceeded 

the surface of the corresponding heliostat mirrors, - thus  decreasing to 80 m to 

resume the increase in electricity production in the interval SM = [1.4 1.5], as 

shown in Figure 11. Beyond SM = 1.5, the curves of electrical production continue 

parallel to their growth, however, the value of the electrical output remains 

constant, at SM = 1.2, showing the optimal surface of the solar field. 
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Fig.10. The Solar Multiple effect on electrical production/m2 (surface heliostats) under 

different TES values (EL OUED) 

 

Fig. 11. The Solar Multiple Effect on Surface Mirrors Heliostats (m2) and Length of Tower 

(m) (EL OUED) 

 

For SM = 2.0, 2.2 and 2.4, the electrical production per m2 increases until the 

peak values: 45.07 w/m2, 45.18 w/m2 and 44.79 w/m2 for TES = 2h then it drops 

as explained in Figure 12. The configuration of the plant in these values requires 

a large area of the heliostat field, which is not profitable. Consequently, the 

electrical production at the start of our system for SM = 1.2 is greater, drops 

slightly up to TES = 2h and then coincides with the curve corresponding to SM = 

1.8. 
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Fig. 12. The effect of TES on electricity production/m2 (surface heliostats) under different 

values of solar multiple (EL OUED) 

 

Fig. 13. The solar multiple (SM) effect on capacity factor (CF) under different TES values 

 (EL OUED) 

The capacity factor (CF) evolves proportionally with the solar multiple (SM), 

the curves increase in parallel and tend towards close values, as shown in 

Figure.13, except for the curve corresponding to TES = 0h and SM = 2.2 which 

begins to descend slightly due to the loss of excess of the non- stored energy 

received. 

From the above, we can conclude that the optimal point of operation of our 

system corresponds to the following coordinates SM = 1.2, TES = 2h and the 

electrical production is 7.4 GWh/year. 
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7.3. Region of Djelfa 

In Figures 14, 15 and 16 the following variations can be distinguished: 

 For TES = 0h-4h: the electrical production per square meter of heliostat’s 

increases respectively with SM = 1.2, SM = 1.6 and SM = 2 and subsequently 

decreases. 

 For TES = 6h-12h: the electrical production per square meter of heliostat 

increases proportionally with the SM to a converging value. 

 For SM = 2.0, 2.2 and 2.4: The electricity production per m2 of heliostat 

increases proportionally with TES. For the other SM, the electrical 

production increases until TES = 2h then it decreases. Except for SM = 1.8, 

the electrical production is viable for TES exceeding 4h. The configuration 

of our system becomes unprofitable (a large area, large dimensioning of the 

tower). On the other hand, the starting power of the plant is much better for 

SM = 1.5 and remains almost stable for TES = 4h. 

 The capacity factor (CF) evolves proportionally with the solar multiple (SM, 

the curves increase proportionally and tend towards close values, except for 

TES = 0h, 2h and 4h, as in Figure 17. 

 

 
Fig. 14. Solar Multiple (SM) effect on electrical production/m2 (surface heliostats) under 

different TES values (DJELFA) 
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Fig. 15. Solar Multiple (SM) effect on mirror surface heliostats (m2) and length of the tower 

(m) (DJELFA) 

 
Fig. 16. The effect of TES on electrical production/m2 (surface heliostats) under different 

solar multiple values (DJELFA) 
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Fig. 17. Solar Multiple (SM) Effect on Capacity Factor (CF) under Different TES Values 

(DJELFA) 

From the above, we can conclude that the optimal point of operation of our 

system corresponds to the following coordinates SM = 1.5, TES = 4h and the 

electrical production is 18.45 GWh/year. 

Tab. 3. Parameters of the model validation (simulated case location: DjelfaetBatna, Algeria. 

Planta Solar 20 location: Sanlucar, Andualusia, Spain) 

Parameter 

Planta Solar 

20  

(PS20) [23] 

Simulated 

case, scenario 

1[12] 

Simulated 

case, scenario 

2[12] 

Simulated 

case, our 

study 

Annual DNI  

(kW h/m2) 
1944 1907.30 1907.30 2416.3 

Hybridisation  

(%) 
15 0 15 0 

Net energy 

production 

(GW h/year) 

48 18.15 44.40 18.45 

Net energy 

production 

difference (%) 

7.5  

(scenario 2 

and PS20) 

  

1.6  

(scenario 1 

and our 

study) 

Annual capacity 

factor  

(%) 

27 10.6 26 10.5 

7.4. Optimisation of the field of heliostats 

From the analysis of the optimal points of operation of our CSP system of three 

regions, presented in the preceding section, we can conclude that the optimal 
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heliostat field corresponds to the solar multiple and storage hours: SM = 1.8, TES 

= 2h for Becher region; SM = 1.2, TES = 2h for El Oued region and SM = 1.5, 

TES = 4h for Djelfa region. 

The simulation results are shown in Figures 18, 19 and 20. 

 

 

Fig. 18. CSP heliostats field configuration of Béchar region 

 

 

Fig. 19. CSP heliostats field configuration of El Oued region 
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Fig. 20. CSP heliostats field configuration of Djelfa region 

8. Conclusion 

In this paper, we presented a comparative study of three power stations located 

in the regions of El Oued, Béchar and Djelfa, which are part of the Algerian energy 

programme. Each plant is equipped with a molten salt storage mode, the receiver 

is of external type and the implantation of the field of heliostats that has been 

defined for an annual production of 20 MW. 

The results obtained from different simulations with SAM software, based on 

real data of the first two regions and those collected by satellite for Djelfa region, 

lead to the following observations. 

 The "DNI" is the fundamental factor of a region choice. A high value of DNI 

corresponds to a high performance of the solar power plant resulting in high 

production and storage capacity. Therefore, the study of thermodynamic 

plants is much more interesting for DNI than GHI' and DHI. 

 Satellite meteorological data give higher results (Djelfa) compared to the real 

data. In this case, the electrical production can be twice as high as in the real 

data because the latter takes into account atmospheric conditions (cloud, 

wind, pollution...). 

 There is a strong relationship between Solar Multiple (SM), power generation 

and storage capacity. Higher SM corresponds to higher production and 

storage capacity. The hours of storage do not cover the whole night, the 

increase in the number of heliostats and, therefore, the SM factor , is essential 

for a primary or an auxiliary source of energy to guarantee its permanent 

activity during all the day. 

 The design of a field of heliostats is related to a set of parameters having a 

large number of degrees of freedom and the influence of these parameters on 

each other. The starting layout must be very close to the optimum 

configuration (the height of the tower, the surface of mirrors, dimension of 
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the receiver...), therefore, a more economical and better-performing heliostat 

concentrator is much needed. 

 

As prospects for future research, we will use the performance of the Solar 

Advisor Model (SAM) for integrating financial modelling into actual project 

models. 
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Abstract 

 
Mobile robots are becoming more and more popular in indoor conditions applications. Typical 

mapping robots are equipped with big, heavy and expensive computing units onboard. In the paper 

authors attempt to take advantage of the building's infrastructure and present a robot that is not bound 

by these restrictions. The paper presents a low-cost, high-performance and relatively simple 

structure for mapping, localisation, and navigation, which is then subjected to experimental 

verification. The paper describes a system that is divided into two main modules. The first module 

is the mobile platform with sensors and minimum amount of computing capability. The second 

module is a high-performance computer performing all calculations related to mapping, localisation 

and navigation. The robot collects information from the environment and sends it directly to the 

central computer where mapping and localisation is executed. Subsequently, the central computer 

sends the processed data to the mobile platform. Because the main processing computer is physically 

separated from the mobile robot platform, the system is fully modular and one computer may be 

used to control multiple robots. As a result of the proposed solution, a small, light and inexpensive 

mobile platform with the capability for navigating through self-created environment map can be 

built. 

 

1. Introduction 

The rapid development of robot technology, autonomous navigation and 

intelligent mobile robot systems causes that these are being applied in many areas. 

However, numerous problems must be faced concerning the use of mobile robots. 

The widespread use of robots makes the authors try to use universal tools for the 

construction of mobile robots such as a universal operating system. Other popular 

elements found in mobile robots are LIDAR sensors and odometry systems. One 

of many examples is ROS-driven wheelchair (Robot Operating System) [1] where 

the authors proposed a system assisting human operators to avoid obstacles. The 

                                                      
1 Politechnika Poznańska, Wydział Budowy Maszyn i Zarządzania, Instytut Technologii 

Mechanicznej, ul. Piotrowo 3, 61-138 Poznań, Polska, daniel.wyrwal@put.poznan.pl 
2 Politechnika Poznańska, Wydział Budowy Maszyn i Zarządzania, Instytut Technologii 

Mechanicznej, ul. Piotrowo 3, 61-138 Poznań, Polska, tymoteusz.lindner@put.poznan.pl 
3 Politechnika Poznańska, Wydział Budowy Maszyn i Zarządzania, Instytut Technologii 

Mechanicznej, ul. Piotrowo 3, 61-138 Poznań, Polska, 

tomasz.z.kaplon@doctorate.put.poznan.pl 

 



88 

 

next example is a system for walkers that is presented in [2]. This setup is built to 

help the elderly and individuals with movement disorders as an assistance and 

rehabilitation tool. This paper presents a “smart” walker that is able to guide the 

users and navigate in an indoor environment as well as to create a map of the 

environment and detect the fall of a human. In the same paper [2] authors 

compared gmapping, hector slam and amcl algorithms as alternative methods for 

mapping the environment and establish location in a known map. All robots 

presented in [3]–[11] utilise the Robot Operating System, and almost all of them 

use LIDAR sensors and odometry data or other systems to determine the position. 

Unlike in the mentioned study by Cechowicz and Bogucki [4] gyroscope and 

odometry data showed good results in the determination of the position of 

a mobile platform in a short period of time. Researchers have shown that all 

currently-built robots have large dimensions and/or a heavy and expensive 

computer on board [1], [2], [6], [8] or are deprived of the ability to create a map 

of the environment to  navigate within [4], [9], [10], [12]   

This paper proposes a solution consisting in the separation of the robot with 

the minimum amount of components needed for LIDAR support, motors control 

and encoders read from a large computing unit, which can be remote from the 

robot, for example in another room and do it by utilising a Wi-Fi network, which 

is present in many buildings. Authors found two publications [10], [13] where 

a system based on wireless communication between ROS nodes was presented. 

However, the map created with a first presented robot was located in only one 

room and did not take the advantage of the wireless network. The second 

publication described a Cloud-Based system where data that was sent to the cloud 

and was restricted to simple ROS Messages. 

2. The system setup 

In this section, we present the detailed system design and setup for both the 

hardware and software components and connections and interactions between 

components of the system. The proposed solution can optimise the cost of buying 

and maintaining mobile robots that will work in an indoor environment with a Wi-

Fi network. 

Our robot platform is based on a popular construction where the entire 

component is placed on disk driven by two wheels mounted on the sides of a robot 

and one rear caster wheel. This setup allows the robot to turn around in place as 

well as move forward, backward and turn during movement. A similar design has 

been implemented in numerous studies [4], [5], [8], [9], [12], [14], [15]. The robot 

is shown and described in figure 1.  
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Fig.1. The mapping robot 

The scheme of hardware components is presented in figure 2. The system 

consists of DC motors with incremental encoders and planetary gears, DC motors 

driver with L298 H-bridge, board with a microcontroller operating the motors and 

obtaining data from the encoders. Additionally, the platform is equipped with 

a RPLIDAR A2 device and a Raspberry Pi 3B+ minicomputer to control LIDAR. 

 

 

Fig. 2. Hardware scheme of the mapping robot 

The platform presented in figure 1 additionally carries a Jetson TX2 board and 

Stereo Labs 2K ZED camera; however, these components and results that were 

obtained with them will not be discussed in this article.  

There is one additional component that is very important but is not placed 

physically on the platform - a PC computer. It was resolved that a big and heavy 

processing computer should not be placed directly on the robot, instead the data 

would be computed remotely. 
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3. Robot Operating System 

This section presents software components used in the presented robot.   

3.1. Robot Operating System (ROS):  

ROS [16] is an open-source operating system for robotics. It provides services 

that are expected from an operating system from hardware abstraction, low-level 

device control, message-passing and package management. It also provides tools 

and libraries for obtaining, building, writing and running code across multiple 

devices. In our mobile system, ROS is used to control different parts of the system 

such as the LIDAR and microcontroller board, whilst maintaining communication 

with each other. Moreover, it is used to send and receive data to all components 

by wire or wirelessly. 

3.2. Simultaneous Localisation and Mapping (SLAM) 

SLAM is one of the complex problems of robotics. It specifically deals with 

creating a map of the environment whilst localising the robot and successfully 

navigating through the environment to reach a desired destination. It is considered 

a difficult problem due to the fact that for localisation, the robot needs a consistent 

map. To create a consistent map, on the other hand, it needs accurate 

determination of its location. The dependence between the map of the surrounding 

environment and the robot position makes SLAM a difficult problem to tackle. 

Based on the study comparing two mapping algorithms: gmapping and hector 

slam with similar results [2], it was resolved that the gmapping algorithm would 

be employed in the study due to the simplicity of its  implementation and  the 

availability of documentation. In the study, the authors used gmapping to create a 

map and localise itself in it. The data used to create map were obtained from two 

sources– two encoders on wheels and LIDAR. Odometry was used to provide high 

rate but inaccurate data about position of the robot and LIDAR corrected the 

position described by the encoders and provided data for the construction of the 

environment map. 

3.3. System analysis 

We propose a system where the complex computation of localisation and 

mapping is performed on a remote machine. The system puts to use the Wi-Fi 

infrastructure that is often available in big office buildings. In the proposed 

system, a PC computer is placed in one room and small mobile platform obtains 

information from sensors, sends them to the remote PC and receives back the 

velocity commands without computing complex algorithm. The remote PC has all 

the information about the robot, such as its position, the map of the environment, 

the encoder position and LIDAR scans. Subsequently, the PC computes the map 

and then a global path and a local path, based on the actual position of the robot 
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and the actual LIDAR scan. The whole computation is done on i7-5500 processor 

and takes 0.2s to compute and align the data with the existing map. It is very 

difficult and expensive to place platform with this amount of processing power on 

a small mobile platform. In comparison, Raspberry Pi 3 needs 2 – 5s to compute 

the same data. Because of that slow computation time, it is impossible to use SBC 

like Raspberry Pi to run the said SLAM algorithm and the authors abandoned 

further attempts to use RPi as the main computation unit. 

To make the system work, the authors used several ROS packages. The first 

one was navigation [17] package. It was responsible for moving and navigation 

through the known map. The navigation stack was responsible for calculating the 

global path and a local path based on the global and local costmap. This package 

was one of the most complex problems to compute, therefore, it was moved to the 

remote PC. The navigation_stack [17], and the SLAM algorithm were working 

simultaneously. To compute the map and localise the robot the  authors used 

gmapping [18] algorithm. The results of gmapping, global costmap and local 

costmap are shown in figure 4.  

One of the components on the mobile platform was Raspberry Pi minicomputer 

that runs Ubuntu MATE operating system, which is a GNU/Linux compilation for 

ARM processors. Ubuntu was used because it is officially supported by ROS. 

Packages that run directly on the robot are: rplidar [19], diff_drive_controller [20] 

and rosserial_python [21]. The first is used to handle LIDAR. The next package 

was modified to convert commands such as the velocity and turning to the speed 

of each wheel. The last package was responsible for communication with 

microcontroller board through the serial port. A simplified diagram of the system 

is shown in figure 3. 

ROS works on the concept of nodes and topics. Nodes are simple programmes 

and topics are the way to communicate between nodes. Nodes and topics are 

independent of the programming language. Programmes used by authors are 

written in C++, C and python. ROS provides the mechanism for the topic to work 

and it is based on TCP/IP and UDP communication. TCP/IP connection can be 

established both within one computer and via cable as well as wirelessly. Because 

of this feature of ROS, authors proposed to utilise Wi-Fi connection. Both the 

mobile platform and PC was connected to the same Wi-Fi network. Ros_master 

node was run on mobile platform and ROS_MASTER_URI was set to IP address 

of the robot on both PC and robot.  
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Fig. 3. Simplified scheme of the presented system 

4. Results 

The robot’s task was to move from the starting point to the end designated by 

the operator in an unknown environment. Along the way, the system had to create 

a map and avoid obstacles. The designated point has to be either on the known 

part of the map or the unmapped area. The task is complete when the robot is 

within 0.5 m of the destination. The environment was the hallway of an office 

building with a flat floor.  

The results of the system work are presented in figure 4. The image on the left 

shows a simple map that was created on a remote machine and red dots that 

presents LIDAR data. On the right, the local costmap and the outline of the robot 

are marked.  

 

 

Fig. 4. a) the created map, b) the map witch local and global costmap 

The work of all the ROS packages is shown in figure 5, showing a map with walls 

of the room. Additionally, global and local costmaps are shown. LIDAR data is 

presented as red dots along the walls. The outline of the robot and its global path are 

visible.  
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Fig. 5. Visualisation of the moving robot 

In figure 6, the 50x40 m map is presented. The place where the PC computing 

the map was located and the actual position of robot. The maximum distance 

between the robot and the computer was approx. 70 m through walls, which means 

it would be impossible to perform without the system proposed by authors.  
 

 

Fig. 6. The floor map of the office building 
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5. Conclusions and further research 

The proposed system that consists of a remote PC and a small mobile platform 

of limited processing power proved to be a suitable solution for small mobile 

platforms that are not able to carry out a big and heavy computer that is essential 

to compute complex SLAM algorithms.  The authors utilised the infrastructure of 

the building Internet network to communicate between the mobile platform and 

the remote PC. The wireless network utilised by the authors was a standard Wi-Fi 

network found in big office buildings. Moreover, the system proposed in this 

article can cooperate in a similar manner with other robots that send data to the 

main computer.  

The proposed system does have certain drawbacks. The stability of the network 

connection is required for the system to work. Additionally, any delay on the part 

of the system may prove to exceed the capacity of some real-time applications 

such as fast-moving robots.  

The future research will concentrate on the improvements of the motion 

detection procedure, as it is crucial for the accuracy and practical applications. 

One of the example solutions is to use smart MEMS sensors as  in different studies 

[4]. The second improvement the authors will implement is to utilise cameras. 

Similar construction where presented in other studies [4], [7], [9], [10]. The 

authors will try to send the data from the camera to a remote PC and send back 

only minimal information the robot needs to operate. It should reduce the cost of 

high-performance computers that would no longer be required on robots with 

computer vision systems.  
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Abstract 

 
The presented study shows the results of experimental design process of the architectural 

documentation, for a simplified sample of public building. Two approaches to design with the use 

of computer tools were presented: computer-aided design and modelling of building information, 

represented by respective Autodesk programmes: AutoCAD and Revit. The first section presents 

the practical application of BIM, i.e. tools and differences in working with both approaches in the 

works on 3D models. The second section presents selected fragments from the modelling process 

stages, as well as creating technical documentation. The results were discussed in section three to 

indicate the benefits of the BIM technology: short working time, the ease of use, the system’s 

capability to automatically update the 3D model based on changes introduced in 2D drawings. The 

presented fragments of the design process show that although working in CAD environment is more 

laborious, it simplifies the creation of object elements, which are furthermore characterised by 

a greater detail. Therefore, the assumption that BIM accelerates and optimises the process of design 

has been justified and extensively confirmed. 

 

1. Introduction 

1.1. Building information modelling in practice 

Up to the 1980s, designers and constructors had to resolve to the traditional 

technical drawing method: the rapitographs and paper. AutoCAD-80 for a CP/M-

80 computer and AutoCAD-86 for an IBM-Victor 9000 computer, presented at 

the COMDEX'82 by Autodesk, revolutionised the construction industry. 

Computer-aided design software tools began to take the market of 2D drawings 

and 3D models. In the second half of the 1980s, Autodesk was considered one of 

the most dynamically growing companies in the thriving software industry.  

In mechanical engineering, SolidWorks company, founded in 1993, was the 

first to offer a widely available 3D CAD system working in the Windows 

environment and on a PC platform. This enabled the constructors to carry out an 

efficient process of modelling machine parts and assemblies. Thanks to this 
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approach, among others, it was possible to improve the process of generating 2D 

documentation based on three-dimensional models, and visualisation of modelled 

components [1]. 

In construction, the capabilities of 3D modelling were, however, largely 

insufficient as to effectively improve the work of designers from across industries. 

Building Information Modelling (BIM) is a digital representation of physical and 

functional characteristics of a facility. BIM and similar technologies feature more 

than just 3D (width, height, and depth) as they may encompass further dimensions, 

such as 4D (time), 5D (cost), and even 6D (as-built operation). The underlying 

idea of the system is to focus data around a single source of information, also 

referred to as a Common Data Environment. Thus, a project would revolve around 

reports, drawings and models contained in the Common Data Environment. 

Everything would be better-organised and better-planned. Essentially, it became 

more important to spend additional time planning so that the execution could be 

done seamlessly and with no time waste. One of the biggest advantages of working 

with BIM is avoiding collisions [2]. The idea of many designers working on one 

model, supervised by the project manager, is a solution that eliminates the overlap 

between the drawing of particular construction parts and installations in one place. 

Furthermore, this approach allows implementing the newest technologies for the 

analysis and presentation of the three-dimensional models, including Virtual 

Reality (VR) or 3D printing [3]. 

The first documented use of the term "model building information" appeared 

in a 1992 paper. The acronym BIM denoting "Building Information Modelling" 

was first used by Jerry Laiserin in works from the beginning of the 21st century. 

Parallel to the development of the BIM idea, many platforms supporting design 

software were developed. Laiserin, in consultation with major software providers 

(Autodesk, Bentley Systems and Graphisoft), accounting for over 90% of the US 

market (in 2002), introduced the BIM as systematisation of the most recent 

possibilities of software-supported design in construction. 

There are currently four levels under which Building Information Modelling 

can be classified. At Levels 0 and 1 there is either a lack of BIM or an over-

reliance on different systems of data. In April 2016, the UK Government 

mandated compliance with BIM Level 2 in order to fund any public sector 

construction project. At Level 2 there is a structure to the data for a built asset 

which requires collaboration across the supply chain. BIM Level 3 will be defined 

and targeted once the construction industry has achieved compliance with Level 

2. As of April 2016, all UK government construction suppliers tendering for 

centrally-procured government projects must be working at BIM Level 2. 

Virtually all objects for the London Olympics were designed with the use of BIM 

[4], and in addition, all government projects in the USA should be developed in 

BIM as well. 
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Fig. 1. Visualisation of a community centre building in Wierzbica. The South-West view 

The project documentation implemented in this paper contains a reconstruction 

of a village community centre building in Wierzbica – Fig. 1. The building was 

erected in the 20th century as a one-storey building, without a basement, in 

traditional technology with brick walls. The structural layout of the building has 

remained unchanged since its erection. The building’s dimensions are approx. 

12.2 x 18.2 m and it is made of full silicate brick, concrete blocks on cement and 

lime mortar. The wall thickness is approx. 42 cm and 24 cm. Ceilings - WPS 

prefabricated slabs laid on steel beams IPN 140 and 2xC180, approximate spacing 

115 cm. Non-plastered walls from outside; from the inside plastered with cement. 

The foundation walls with a cavity below the existing ground level approx. 130 

cm, width of foundation walls approx. 40-45 cm. Roof truss structure – wooden, 

in a rafter system, roofing – flat plate. The project included the modernisation of 

the existing building. A new roof truss was designed – a gable roof sloped at 30-

58%. The roof is covered with a standing seam plate. The external walls of the 

building have been lifted to one level. The entire building was insulated with 

materials which fulfilling the requirements of thermal conditions for buildings.  

1.2. Modelling tools 

There is a wide variety of commercially-available CAD and BIM software. 

However, the most popular manufacturer is Autodesk, hence AutoCAD 2019 and 

Revit 2019 have been chosen for the sake of the article. AutoCAD has been 

immensely popular among the majority of companies in the construction industry 

for many years all over the world. This is a leading product of Autodesk, which 

has been constantly developed for 39 years. It enables preparing the technical 

documentation on a plane and modelling in the three-dimensional space. 

AutoCAD programme contains various work areas, including drawing and 

description, standard version or 3D modelling. Each is equipped with tools 
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dedicated to working in a selected area. However, all commands and functions for 

drawing, modifying and modelling are available in relevant workspaces [5].  

Autodesk Revit is a building information modelling application for architects, 

landscape architects, structural engineers, mechanical, electrical and plumbing 

engineers, designers and contractors. The original software was developed by 

Charles River Software, founded in 1997, renamed Revit Technology Corporation 

in 2000, and acquired by Autodesk in 2002. Extensive software capabilities, as 

well as compatibility with drawings performed in AutoCAD and other CAD 

programs are among the key factors deciding of its popularity in the design 

industry. 

1.3. The designing process: AutoCAD v Revit 

AutoCAD and Revit represent two completely different approaches to 

modelling. Instead of designing with a ruler and a pen, AutoCAD allows drawing 

2D lines representing real elements, hence the term Computer-Aided Design. In 

contrast, in Revit designers build 3D components equipped with real-life 

information, hence the term Building Information Modelling [6]. In AutoCAD, 

each element must be drawn separately: it has to be worked on a plan then on 

a façade or a section. The advantage of this approach is that processes can be 

somehow unrestrained because the drawings are not linked to each other. 

 

 

Fig. 2. a) Designed building 3D model, during working at AutoCAD. North–East view  

b) Ground floor plan, drawn in AutoCAD 

In general, designing processes require considering all the facets of the 

building simultaneously. That is because whatever is done in a plan is generated 

in the design of any façade, section, or 3D view. As a result, the approach it forces 

to follow during the designing process resembles that of architects’, who always 

take the project as an indivisible whole. Furthermore, modifications are almost 

always manual and time-consuming in AutoCAD, whereas any new adjustment 

in Revit will be incorporated into every single view, thus preventing the disruption 

of last-minute discrepancies. In AutoCAD, processes are quite “linear,” involving 
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a constant back and forth between all the parties [7]. Revit’s advantage consists in 

the structural, mechanical, and electrical models being all linked to the main 

architectural model to detect and track any clashes between the elements in real-

time. AutoCAD follows linear coordination involving a constant back and forth 

between all associated groups. On the other hand, Revit has an advantage as all 

models can be linked to the central architectural model, so as to keep track of real-

time clashes between them. 

2. Methods 

The modelling is much faster in Revit, although working in AutoCAD is not 

an excessively complicated process. Modelling three-dimensional solid features 

begins with creating a two-dimensional sketch that defines a portion of the shape 

of parts. Sketching involves creating lines, arcs, circles, and dimensions, which 

resembles drawing in any CAD programme. In the 2D project, it is possible to 

create geometry in any sequence necessary. The 3D modelling sequence 

resembles the creation of a physical part, and the creation of one feature usually 

depends on the previous one. This feature hierarchy allows tracking the meaning 

of the geometry [8].  

 

 

Fig. 3. Modelling three-dimensional solid features in AutoCAD a) with a two-dimensional 

sketch b) with polysolid command 

The technique used for creating designing assemblies is known as the top-

down design (or skeletal modelling) – Fig. 3a. The modelling process begins with 

sketches that represent a certain (or all) parts of the assembly. Individual parts of 

models are then created using geometries from a single sketch in the context of 

the assembly model. Assembly models may be also created using the bottom-up 

approach (Fig. 3b), in which previously modelled components are put together to 

represent the final assembly. When the assembly of components is complete, the 

traditional three-view drawing can be created. Both the effect of the drawing and 

modelling approaches result in a familiar engineering drawing [9]. In the 2D 

approach, the drawing captures the physical information needed to create the part. 
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In the solid modelling approach, the drawing is one of several uses for the created 

model. 

The Revit and AutoCAD examples represent a completely different approach 

to designing. In the Autodesk’s BIM environment, the work is based on ready-

made 3D models grouped into families. This approach allows seamless placing 

multiple models in the workspace and setting connections between them. The 

formatting of elements within families is largely limited by their authors.  

 

 

Fig. 4. Modelling walls - processes in Revit and AutoCAD 

The portal is officially supported by Autodesk and contains 394,911 BIM 

objects from 1,414 producers. The number of resources is growing in response to 

the demand of manufacturers who require that their parts are modelled to become 

available for architects, contractors and installers representing various industries 

(who place them in projects, thus promoting their companies). However, each user 

of the Revit programme can model libraries with the use of available standard 

environment. Working with this programme starts by insertion of the axis and 

reference levels of the construction objects. Users select the type of plan from: 

structural plans, floor plans or ceiling plans (Fig. 5). At any time, it is possible to 

add additional axes and levels, which can be combined by parametric constraints 

with selected objects. By inserting additional family models, the designer selects 

the sizes, colours, textures, materials or layers. The user interface includes 

a feature inaccessible for AutoCAD – a project browser. It enables switching 

between plans, 3D views, elevations, sections, renderings, schedules, sheets, 

legends or families [11].  

Each view is a drawing or a model, which can be independently modified in 

terms of dimensioning or view, and in addition preparing for printing from the 

sheets. However, the biggest advantage of working with this programme are 

dynamic changes, implemented in parallel in all drawings and models of a project. 

Regardless of the number of views a given project is divided into, the smallest 

change will be compiled in all elements, including statements, materials, 

schedules or detail views. This is the most , the invaluable feature of Revit for 



102 

 

contractors who can modify the project in real time, by removing the created 

sections, prepare statements of materials and bill of quantity for subsequent parts 

of the works [12]. With Revit, site managers and investors can follow the progress 

and timeliness of construction. Other construction process stakeholders, including 

at later stages users or managers of construction facilities have access to the 

project. This is the reason, why BIM technology is often not only mentioned in 

the 3D aspect, but also 4D – scheduling, 5D - estimating, 6D - sustainability, or 

7D – facility management applications [13]. 

 

 

Fig. 5. Working with Revit project browser 

3. Discussion of results 

Based on the object model, Revit automatically creates (Fig. 6) plans, 3D 

views, elevations, sections, renderings, schedules, sheets, legends, families etc. 

Each change in a selected place triggers change in all others. Fig. 6 shows the 

views in the neighbouring windows of the programme: 6a – ground floor plan, 6b 

- section A-A, 6c - rendered 3D view, 6d - 3D view. The images show the process 

of modifying the driveway and the sidewalk around the building, which is 

a subordinate area of the terrain model. In the view of the neighbouring open 

windows, after selecting the terrain model in the ground floor plan, the remaining 

views are also edited. The terrain model is represented by highlighting purple 

lines. Even the slightest change in the shape of the envelope will be included in 
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the whole project. The only exception is the view in Fig. 6c, which is a rendered 

3D project and it is represented by a raster graphics image. Prior to rendering, the 

user can decide to export or save the image to a project, which will be available 

under the names saved in the project browser under Renderings. This is the next 

advantage of Revit over AutoCAD, as in the latter the rendered images may only 

be exported to external files.  

 

 

Fig. 6. Working in 4 adjacent open windows in Revit (modifying the driveway and the 

sidewalk around the building) 

Table 1 presents the material quantity prepared in Revit. The user decides 

about the data given in subsequent columns and rows of the table, most of which 

is imported from the family models, while e.g. descriptions and other information 

can be filled directly in the table. The table can be created from the ranges 

available in the tabs: fields, filter, sorting/grouping, formatting, appearance and it 

takes less than 1 minute. The programme provides tools that allow creating lists 

with material take-off properties in a considerably wide range, such as: assembly 

code, cost, description, family, level, manufacturer, model, type, mark, image, 

unit weight etc. In AutoCAD this process is much longer because, it is obligatory 

to introduce quantities by hand, which involves tedious creating and formatting 

the table, counting, dimensioning of inserted elements, and filling in the cells. 

Source: Own work with Revit.With respect to AutoCAD, it can be extremely 

time-consuming to draw design details, which is why building material 

manufacturers share their drawings to simplify designers work and limit it to 

customising drawings. Given that the design templates rarely directly reflect the 

manufacturer's adopted solutions, each drawing requires a lot of time. It is possible 

to map such views based on a 3D model. However, it requires a designer to 

consider a very detailed approach to modelling at an early stage of the project, 
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which may prove to be worthless in AutoCAD. In Revit, due to families of walls, 

windows, stairs, etc, which already contain detailed models, views of any detail 

are generated instantly and the depth or extent of their visibility can be modified 

at any time. This is another solution that can extremely speed up and facilitate the 

designer’s work. Fig. 6a. presents a fragment of the part modelling section through 

the foundation substructure, flooring and wall in a shaded view, generated in 5 

clicks in Revit. 

Tab. 1. A section of material quantity in Revit 
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Fig. 8. Detail of building foundations made in a) Revit b) AutoCAD 

In Revit environment, certain inconveniences were also encountered as in the 

case of certain functionalities, and two that are particularly problematic in Revit, 

AutoCAD proves easier in operation. The first aspect is the difficult user-

programme communication. The Revit interface is not equipped with a command 

line, therefore, the knowledge of command functionality is required, even though 

the subsequent steps are displayed in the lower-left of the programme’s interface 

(Fig. 9a). The user must predict sequences of events, which to a certain extent 

requires memorising the programme sequences. In AutoCAD, each step of the 

user is monitored and described by the programme in the command line, from 

which the user can call further commands (Fig. 9b). The second advantage of 

AutoCAD is the ability to draw and configure simple, non-parameterised 

geometrical figures that can be modified with considerable freedom. The designer 

is thus not limited to imported available family models. Achieving a similar level 

of freedom in Revit environment requires expert knowledge of the interface and 

family methodology creation. In addition, making small changes to the drawings 

can be faster, however, the designer must remember to enter them in each drawing. 

As mentioned earlier, in Revit, a single chosen drawing or model view needs to 

be modified to take effect in other views. 

 

  

Fig. 9. The view of a communication module: a) Revit, b) AutoCAD 

The simple building construction was selected as an example of civil structure 

design optimisation with a BIM application. In this case, the time spent on the 

b 
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project process is relatively short, and the time savings amounted 32 h, i.e. 31%. 

The time of preparation of 3 floor plans, 4 elevations, 2 sections and building a 3D 

model with terrain, the imposition of materials and textures were counted. The 

total working time for Revit was 73h, and for AutoCAD 105h. Dimensioning and 

preparation for printing were not included. Given the capabilities of Revit, in the 

case of larger projects, e.g. 250 h of AutoCAD, the time gain would save 77.5 h. 

Therefore, employing BIM brings measurable profits in the form of saved work 

hours and money.  

In the reported analysis, default programme settings were used to enable the 

comparison and description of authoritative results. The presented example covers 

only the architectural industry, but it can be assumed that in other industries: 

construction, electricity or water and sewage supply, these profits can be even 

greater. In addition, in real conditions, the entire project would be supervised by 

a manager, ensuring that design conflicts and errors would be avoided.  

4. Conclusions 

Elimination of collisions, high accuracy of projects and extensive benefits of 

working with a parameterised building model are but a few features determining 

the increasing popularity of tools for working in BIM across industries. As 

demonstrated in the paper, the methodology of working with the programme is 

not intuitive and requires the designers previously working in the AutoCAD 

environment to reset their habits, e.g. regarding models for generating floor plans, 

elevations or sections being imported or modelled from object families. 

The paper presents the results of a comparative analysis of building 

information modelling standard and working in the computer-aided design 

environment. Dynamically generated views allow instant modification and 

customisation of the entire project in real time. Working on a small building 

allowed indicating the full spectrum of benefits and advantages of BIM 

technology. The results show that application of the BIM standard can optimise 

the civil structure designing process, which is particularly beneficial with respect 

to: dynamic introduction of changes in all drawings and models, simplified 

process of generating material quantity, drawing construction details, shortening 

designing time. however, the BIM approach involves certain inconveniences at 

work compared to the AutoCAD programme, such as the lack of a command line 

and the inability to quickly draw simple geometric figures.  

Although the scope of the works reported in the paper was limited to the 

modelling process for the architectural industry in BIM technology, the gains in 

work time amounted to 31%. In subsequent studies, authors will present research 

results into the possibilities of cooperation between designers from different 

industries, collision elimination and project management in the BIM environment. 

This area, even in commercial applications, is not widely implemented due to high 

knowledge requirements.  
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Abstract 

 
The aim of the work is to analyse human physiological reactions by using the authors' 

measurement system. The research was carried based on a procedure designed to consider various 

conditions of psychomotor activity, including short movie, a set of pictures, a live spider and cycling. 

The response of participants to individual stimuli was measured with the use of a measuring band 

with a set of appropriate sensors such as a galvanic reaction sensor, heart rate sensor, thermometer, 

and accelerometer. 

The research described in the paper concerned emotions and reactions to phobias, stress, fear 

and physical effort. Analysing these reactions allows to better understand the relationship between 

content that is noticeable with the senses such as sight, hearing, physical effort and the specific 

reaction of the human body to these stimuli.  

Research procedure covered specific test scenarios prepared to trigger specific reactions. Results 

show, that the most informative features were these selected from galvanic skin reaction sensor and 

heart rate sensor. 

 

1. Introduction 

For centuries, efforts have been made to better understand the structure and 

functioning of the human body. The measurement of psychophysical activity has 

been present in scientific research in various fields for many years. Given the 

technical limitations, it had been originally based on surveys and observations of 

the person examined. Nowadays however, the progress of technology and the 

emergence of innovative measurement techniques provide a broader view of the 

emotions experienced [2]. There is an extensive body of literature related to 
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emotion modelling [1] [3]. In their work [3] Chandler and Cornes overview 

biometric techniques applicable in measuring emotions, including: fingerprints, 

iris and facial recognition, skin conductivity (GSR) and facial thermography. So 

far, the developed measurement techniques are but partially successful and the 

question remains which of them can provide the most useful information for 

a respondent's survey, ensuring the least possible interaction with the user, while 

at the same time measuring a matter as esoteric as emotions [1]. A different 

analysis [4] focused on analysing the application of electrocardiogram as a tool 

for clinical diagnosis. The authors present a new approach to ECG data analysis 

based on autocorrelation (AC) and discrete cosine transform (DCT). The study, 

conducted on two sets of public databases, shows that ECG data might be 

successfully applied to monitor psychomotor activity. 

In the literature ECG is widely applied in research on human physiological 

reactions. It is used to detect stress [5] or investigate pain-related characteristics 

[6]. It is also popular in cognitive workload analysis [7 8].   

ECG was also proved to be useful as a new biometric modality for the 

recognition of human identity [9 10 11]. 

Physical activity testing is becoming an increasingly visible and common 

research tool, nevertheless, the effort of measurement is often hampered by the 

challenge of using relevant, reliable measures that also fit into a given research 

project. The assessment of motor activity is a multidimensional construct and, 

therefore, there is no measure that can evaluate all aspects of an activity. 

Researchers need to approach the choice of activity measurement with a clear 

concept of what type of data they intend to collect [12]. Another paper [13] 

discusses the benefits of physical activity monitoring and presents the overview 

of physical activity measuring techniques including traditional self-report 

questionnaires and direct observation as well as methods based on different 

devices such as accelerometers, pedometers, heart-rate monitors and armbands. 

What is more, the paper discusses the quality of physical activity measurement 

depending on such factors as age, gender, body weight or psychiatric and medical 

co-morbidities of responders. 

2. Research 

The research hypothesis put forward in the study reported in this paper is: It is 

possible to construct a low-cost intelligent armband, tracking the human body in 

various conditions of psychomotor activity. 

2.1. Research parameters 

In order to determine the research parameters for the examination of the 

psychomotor activity of the human body, authors used the scientific field of 

psychophysiology, which deals with the study of mutual relationships between the 
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physiological and psychological domain. It focuses on the study of relationships 

between emotions, behavioural patterns in relation to brain function and changes 

in consciousness [14]. From the point of view of the psychophysiology of an 

organism, the following parameters were used to analyse the physiological 

reactions of a human being in various conditions of psychomotor activity:  

1. galvanic skin reaction (GSR) - a measure of changes in the electrical 

resistance of the skin, which depends on the degree of its hydration mostly 

caused by the activity of sweat glands controlled by the sympathetic system. 

The examination of the galvanic reaction of the skin enables tracking: the 

emotions experienced, the degree of loss of mineral components, 

spontaneous reactions of the body [15, 16].  

2. heart function - a measure of heart rate with the ECG (electrocardiography). 

It is a graphical representation of the electrical activity of the heart muscle. 

ECG measurement allows to: supervise the work of the human body, 

diagnose diseases of the human body, determine the efficiency of the body 

during an exercise test, examine the accompanying emotions and detect 

spontaneous reactions of the body [17]. 

3. body vibrations - this is possible based on the analysis of two variables: (1) 

an acceleration of the body, determined by means of an accelerometer, whose 

task is to measure linear and angular acceleration, and (2) an angular position 

determined by means of a gyroscope - based on the principle of momentum 

preservation by measuring the angular velocities of an object rotating around 

one of the axes: X, Y, Z. In our study, the focus is on measuring body 

vibration because of the complexity of measuring physical activity [18], the 

purpose of research, and the conditions for conducting experiments.  

4. skin temperature [19] - human skin surface temperature is one of the basic 

terms used in thermodynamics and is defined as a state of thermodynamic 

equilibrium. Measuring the temperature of the human body under the 

influence of the external environment allows us to see reactions to stimuli 

such as stress and fear, during which an increase in the temperature of the 

human body surface is expected [20]. 

2.2. Description of the system 

The main aim of the study was to determine the objective physiological 

response in different psychomotor conditions. The use of the authors’ measuring 

system ensured objectivity in the form of a personal survey and relies only on the 

individual reactions of respondents concerning their sensations. This measuring 

system consists of (1) a wristband (figure 1A) with a built-in system and (2) 

a desktop application.  
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Fig. 1. Measuring Systems: Measuring Band (A), Wiring Diagram of Measuring Band (B), 

Microsoft Band 2 (C) 

 

The wristband consists of: 

 Arduino Nano used as the main control unit is a platform based on the 

ATmega168 microcontroller, clocked at 16 MHz, with built-in support for 

both analogue and digital input/output circuits. 

 The MPU6050 accelerometer with a built-in temperature sensor and 

gyroscope for recording of movement and temperature data. It is connected 

to the microcontroller via a bidirectional TWI (Two Wire Interface) bus. The 

sensor is attached by connecting the analogue port 4 with the data line, the 

analogue port 5 with the clock line, and the 3.3 V power supply from the 

microcontroller with the sensor [14]. 

 The Galvanic Reaction Sensor manufactured by Seeed Studio is powered by 

3.3V via the analogue port 2 and the power supply from the microcontroller. 

It uses two electrodes - attached to the heart and middle finger - measuring 

skin conductivity in the form of voltage. 

 The heart rate sensor in the form of the clip to the index finger. 

All wristband components connections are shown in figure 1.B The GSR 

readout is expressed as an Om (Ohm) resistance unit. 
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The application connects with the wristband and saves the measurements to 

the database while creating a live graph of the read data. 

In order to compare and verify the results obtained, the authors used the 

Microsoft Band 2 (figure 1.C) - a commercial product reading similar parameters 

such as: pulse, galvanic reaction, location of the body or its temperature. It was 

chosen because of the authors' earlier experience with this device in the area of 

conducting scientific research involving the measurement of physiological 

functions [21]. GSR measurement was expressed as a unit of mV (skin tone). Both 

in the case of the original measurement system and the Microsoft Band 2 band, 

the pulse reading was expressed in BPM unit (beats per minute). 

2.3. Research scenarios 

In order to trigger specific reactions, special test scenarios had been developed. 

The first one was a prepared family cartoon, during which the respondent was 

unexpectedly interrupted by the graphics depicting a horror movie character and 

a loud scream (figure 2). The first part of the cartoon was calm and neutral. This 

type of film allowed us to examine the so-called background of a given 

respondent, i.e. to conduct a study of the reaction of the organism in a calm and 

natural environment. Pop-out graphics with sound allowed us to examine the 

reaction to stress and fear.  

 

 

Fig. 2. A shot from a fairy tale and a shot depicting 

 a scene with a "negative emotional charge" 
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In the second part of the experiment, the participants were presented with 

a series of photos. The series contained:  

 images commonly considered relaxing (figure 3), 

 images described as drastic, 

 images similar in content to the first series, allowing for calming and 

relaxing. 

Images used in the research were taken from the IAPS database [22]. 

This purpose of the slide show was to examine the difference in the reception 

of content that evokes different emotions on the psychomotor level. 

 

 

Fig. 3. Composition of four "pleasant" photos 

An additional stimulus used in this part of the study was to place a terrarium 

with a live Brachypelma vagans spider in front of the tested person (figure 4). The 

spider was shown after the last series of photos was displayed. During the 

presentation, information about the toxicity of its venom and aggressiveness was 

given to the participant. Subsequently, the respondent was encouraged to take the 

spider in hand. In order to intensify the emotions, the respondent was informed 

about the way in which the spider attacks and the consequences related to it. In 

the end, the terrarium was never opened during the research; after all, the aim of 

the experiment was not the reaction to the touch but the very sight of the spider. 
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Fig. 4. Spider Brachypelma vagans 

The third part of the experiment consisted in examining the reaction of the 

human body to physical effort in the form of cycling while listening to music and 

without external stimuli (figure 5). For this purpose, the study was conducted 

twice on each of the following of respondents with a break of at least 48 hours to 

eliminate the impact of the first attempt. 

 

 

Fig. 5. Selected respondents during cycling 

Two series of measurements were carried out, covering the same factors except 

for one - without and with music. The other factors were identical: the same 

duration of the effort of 5 minutes. This time it was divided into five periods. The 

5-minute duration of the study was divided into 5 periods:  



115 

 

 the respondent had to maintain a constant speed of 6 km/h for 90 seconds,  

 maintaining a constant speed of 15 km/h for 120 seconds,  

 reducing the speed to the initial 6 km/h in 60 seconds  

 acceleration of the test to the maximum speed that can be achieved by the 

tester and holding it for 15 seconds,  

 gradual decrease in the speed until a complete stop in 15 seconds. 

2.4. Research group 

The research was conducted on people of similar ages between 22 and 25 years 

old. The number of examined persons was 15. The subjects were 5 women and 10 

men. In addition, as the experiment with the film was characterised by the greatest 

ease of measurement and its results believed to be the most promising, in this case, 

10 additional subjects were put to test, 3 women and 7 men respectively. 

The study was carried out on respondents who considered themselves to be 

inherently frightened, and those who considered themselves to be difficult to 

frighten. Moreover, the study group included both people terrified of spiders and 

those who own or used to own spiders.  

2.5. Conduct of the study 

During the early attempts at the experiment, the heart response sensor was 

located at the wrist with other sensors, but as it emerged, the clip to the index 

finger effectively extended the range of values read by the sensor, thus providing 

greater accuracy.  

During the development of the results, the main emphasis was put on the 

analysis of GSR sensor readings. The GSR readings were combined with heart 

rate readings. The latency was determined by comparing the results with GSR and 

accelerometer readings. The GSR values read with a specially-designed 

measuring system were compared with the values obtained from Microsoft Band 

2. In a similar way, the heart rate read with the Microsoft band was compared with 

the heart rate calculated with the readings obtained with the authors' measuring 

system. The temperature readings served as an additional parameter and were not 

taken into account. The measurement readings were carried out at a frequency of 

49 Hz. In this way, the data processed were subjected to statistical analysis and 

statistical tests. 

During the analysis of the results for particular research scenarios, detailed 

values were not given because for the analysis of the research aimed to specify the 

trends among the examined persons, rather than to analyse the changes in 

individual values.  
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3. Test results 

The process of developing the measurements was divided into four sections, 

which described a case of a selected person for a research scenario based on a film 

with a scene with a negative emotional charge and a summary of the results of all 

respondents for each scenario. 

3.1. Summary of GSR waveforms 

Below (figure 6) a list of sensor readings is presented: GSR, thermometer and 

accelerometer on one chart for the research scenario of a film with a scene with 

a negative emotional charge. 

 

 

Fig. 6. Summary of GSR waveforms, temperature and accelerometer for the selected test 

subject 

For most of the measurement time, the graphs were stable. However, special 

attention should be paid to the relationship between accelerometer readings and 

GSR sensor measurements. On 240 seconds of the measurement there was a scene 

with a negative emotional charge in the film, which caused a movement of the 

respondent's hand, which was noted on the accelerometer chart. Immediately after 

the recorded hand movement, there was a sharp drop in GSR readings. In this way, 

at the further stage of the development of the results, latencies for stimuli were 

determined. 
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3.2. Summary of heart rate measurement 

The course of heart rate readings was determined using the Gauss function. 

Below (figure 7) the approximation of the heart rate for the collected 

measurements is presented. The black dot indicates the average heart rate at the 

time of recording the heartbeat, while the blue line shows the heart rate waveform 

adjusted by the Gauss function. 

 

 

Fig. 7. Summary of heart rate measurement and heart rate adjustment 

The presented fragment of the diagram (figure 7) shows a sudden drop and 

then an increase in heart rate, which indicates an external stimulus, which was 

a scene with a negative emotional charge in the film. 

3.3. Comparison of results from the authors' measurement system and 

Microsoft Band 2 

In the first section, the heart rate and GSR readings from the authors' 

measurement system were compared with those from Microsoft Band 2 (figure 8). 

In the course of the test, clear and extensive disproportions in the values of 

readings are noticeable, but the course of the variability of graphs overlaps, which 

is marked on the distance from 240th second to the end of the graphs. This proves 

the correctness of the implementation of the heart rate monitor in the authors' 

measurement system. 

GSR charts of the authors' measurement system and Microsoft Band 2 (figure 

9) are characterised by different waveforms. In the case of the authors' 

measurement system, an increase in the value in time is noticeable, while for 

Microsoft Band 2 a decrease in the value in time was noted. Apparently, 

measurement disproportions may have been caused by a different location of the 
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sensors. In the case of our measuring system, the GSR sensor was placed on the 

fingers, while the Microsoft Band 2 wristband was placed on the wrist of the same 

hand. In addition, the authors' measuring system analyses the conductivity of the 

skin while Microsoft Band 2 measures the skin resistance. In both analysed cases, 

however, there is a sudden breakdown of the diagrams immediately after 240th 

second, which proves the occurrence of an external stimulus. The antagonistic 

character of the graphs and the observed reaction at the same time to the scene of 

a negative emotional charge in the film testify to the correct implementation of 

the GSR sensor in the authors' measurement system. 

 

 

Fig. 8. Summary of the pulse rate for the authors' measurement system and Microsoft 

Band 2 

The graphs show Ohm and mV units respectively. While Microsoft Band 2 

operates with the Ohm unit, The authors’ measurement system examines this 

parameter by expressing its value in the mV unit. It is caused by the fact that the 

GSR sensor used in the authors’ measurement system is connected to the Arduino 

Nano microcontroller which can return values only in V.  

During the analysis of the next section, on the basis of the received data, 

correlation coefficients were calculated to verify the relationships between the 

measuring systems. Due to the highest number of examined subjects, the most 

reliable results were obtained in the scenario of a film with a scene containing 

a negative emotional charge. In other cases, the correlations do not show clear 

results, most likely due to the insufficiency of data, stemming from difficulties in 

reading some of it from the Microsoft Band 2 wristband. Moreover, disproportions 

in the results of the differences in correlation could be caused not only by the same 

reading but also by the conditions of readings, which include the time of the study. 
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Fig. 9. Summary of the GSR readings of the authors' measurement system with 

Microsoft Band 2 

Using the Student's t-test, the results of mean heart rate and GSR values before 

and after the occurrence of the stimulus between the measurement systems were 

compared, producing information regarding the absence of statistically significant 

differences. Because statistically there were no differences in the results between 

measurement systems, it proves the correct implementation of the authors' 

measurement system. 

In order to statistically analyse the results obtained for the first section of the 

research, the Student's t-test was performed for a set of pairs of comparative data. 

3.4. Results of ANOVA test 

For the remaining sections, the statistical test of ANOVA was used to examine the 

relationship between the mean heart rate and GSR values for particular scenarios. The 

results between the bands were also compared. Similarly to the Student's t-test, the 

results showed that the differences are not statistically significant.  

In other cases, the ANOVA method was used because of the higher number of 

comparative data after 4, 8, 16 series, respectively.  

The diagram in figure 10 shows that for each series the median remains at a similar 

level. Series 3 and 4 are characterised by much larger measurement fluctuations 

compared to series 1 and 2. The largest measurement range is found in series 4. 
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Fig. 10. Average heart rate values in consecutive measurement series 

for the authors' measuring system 

Analysing the graph in figure 11, it can be observed that for the first three series 

the median remains at a similar level, whereas for the fourth series the value of 

the middle interval decreased. Series 1 and 2 are characterised by much greater 

measurement fluctuations in relation to series 3 and 4. 

 

 

Fig. 11. Average heart rate values in the consecutive measurement series for Microsoft 

Band 2 

The diagram in figure 12 shows that in each of the series for cycling effort the 

median remains at a similar level. Moreover, measurement ranges in most series 

are maintained at a similar level except for series 3 and 4, larger measurement 

ranges are visible. 
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Fig. 12. Average GSR values in subsequent measurement series for 

the authors' measurement system 

Fig. 13 shows a comparison of the average GSR values of the subsequent 

cycling effort series with music and without an external stimulus for the Microsoft 

Band 2. 

 

 

Fig. 13. Average GSR values in the following series of measurements for Microsoft Band 2 

The chart (figure 13) shows a clear downward trend. With each subsequent 

series the median value decreases. In addition, for each subsequent series the 

measuring range is reduced. 
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4. Conclusions 

The statistical research showed that in most cases the differences in each 

of the test series for both measuring systems are not statistically significant. 

A notable statistical difference occurs only in the case of comparison of GSR 

measurement before and after the stimulus for the film and the bike with music. 

The detected differences are visible and, on the basis of organoleptic assessment, 

it is possible to determine the moment of the stimulus occurrence and the change 

of the body's reaction to the stimulus. Unfortunately, from the point of view of 

statistics, they size of data is too small to be statistically significant. The 

correlation coefficients determined that due to a larger number of conducted 

studies, the most important coefficients were obtained in the case of a film 

scenario with a negative emotional charge. In other cases, the results proved to be 

inconclusive. 

It was observed and proved that the location of the heart rate sensor is critical 

for the correctness of the reading. In the original version of our measurement 

system, the sensor was placed on the wrist. However, during the examination, it 

was revealed that more readable readings were obtained by placing the sensor on 

the fingertip. 

Comparing the results between the measuring systems by the statistical 

methods, it emerges that in almost no case are there any statistically significant 

differences, which proves the correctness of the implementation of the authors' 

measuring system. The results from the statistics suggest that the system is at least 

as accurate as Microsoft Band 2 in terms of the parameters tested; nevertheless, 

neither system is sufficient to examine the statistically significant difference in all 

the tested cases. The research proved that it is possible to construct an intelligent 

band at a low cost, which allows tracking the human body in various conditions 

of psychomotor activity, which therefore proved the validity of the hypothesis. 

However, there is a need to carry out further testing on a larger research group 

in order to highlight individual differences. On selected respondents the effects of 

the applied stimuli are visible, nevertheless, in most cases, it turned out to be 

insufficient to show statistically significant differences. 
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Abstract 

 
Designing manufacturing processes and systems is a complex multi-level system influenced by 

a large number of factors. Designing requires deep analysis of targets, ways of preparing and 

implementing complex and robust manufacturing systems, assessing the impact of important factors, 

and integrating the knowledge of many branches of science and individual divisions. The target of 

each design is to optimally reduce design processes while keeping the required quality and 

minimising costs. 

 

1. Introduction 

Project tasks of designing new production can be successfully managed only 

by consistently applying the CAx systems throughout the project design solution 

chain, all the way to their practical implementation. Various modelling techniques 

and tools and optimisation and simulation theories are used. The aim is to improve 

the concept of the final model prior to implementation. In addition to general 

project methodologies, special approaches to innovating the CIM-type systems, 

flexible production, customer-oriented production, etc. are currently under 

development. 

The role of the virtual stage of designing is to determine the basic structural 

elements of the system, their relations and functions, which corresponds in 

empirical methodologies with the so-called conceptual solution (designing). The 

structural design stage addresses detailed system specifications up to the level of 

project documentation. 

Higher innovation targets, presented by modern production technologies and 

production systems, put high demands on design preparation. These demands can 

be satisfied only by adequate development of design activities and their 

organisation into productive information and knowledge systems ensuring design 
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quality. Designing modern facilities of mechanical engineering production based 

on the principles of customer manufacturing is currently affected by the 

development of the market dynamics in all areas. The success of modern strategies 

of engineering production is based on the application of new approaches and 

design methods. Project tasks of designing new production can be successfully 

managed only by consistently applying the CAx systems throughout the project 

design solution chain all the way to their practical implementation. Various 

modelling techniques and tools and optimisation and simulation theories are 

employed [9, 12]. The aim is to improve the real concept of the final model before 

its implementation. In addition to general project methodologies, special 

approaches to innovating the CIM-type systems, flexible production, customer-

oriented production, etc. are currently under development. From the computer 

support point of view, the greatest progress has been made in these modern 

methodological aspects of production design.  

2. Production system model and methodological procedures of 

designing 

The structure of production systems includes technological, handling and 

control subsystems. Their versatility, flexibility and other parameters of the 

internal structure enable their technological customisation as required to fit 

virtually any scenario.  Production systems can be defined by potential functions 

with respect to the implementation of technological processing, handling of object 

of productions, tools and preparations, and information processing functions. At 

the same time, specific technical subsystems and mutually interacting changes in 

these subsystems can be defined as V(S) models, based strictly on the general 

theory of systems, which often poses problems with interpretation. Therefore, it 

is more efficient to start from a narrowed theory of technical systems [2, 3].  

The system definition V(S) is based on the theory of technical systems and the 

system of understanding the production processes. The core positions of the model 

stem from the solutions published in the original papers. The compositional model 

V(S) /1/ and the system characteristics have been defined with (V(S)) / 2 / as follows:  

Tab. 1. The compositional model and system characteristics [10, 14] 

V(S) =  〈 O, T, Ω〉                   /1/ s (V(S)) = 〈 C, F, S  〉,               /2/ 

O = {O1, O2,. , Oa } 

T = {T1, T2,. ,Tb } 

Ω = {Ω 1, Ω 2,. , Ω c } 

C = { C1 , C2  ,  Cd } 

F={F1, F2,  ,Fe }, 

Ci = {Cis Cis Cit}   
   ∪    

  ∪   
   

O   −  set of operands Oi (object of productions) in V(S) on which the 

required transformations are performed (transformation of the semi-

finished into a finished product) 

T – a set of Tj operators executing transformations on operands (active 

elements of the production system ensuring changes in shape, properties, 
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position, composition, etc.) and activities complementary to these 

changes (information processing, storage, etc.), 

Ω set of transformation processes Ωk running in the V(S) − (technological, 

handling, control and other processes) 

C  set of targets for which V(S) is created 

F – set of behaviours, or of the manners of functional activity V(S) 

S – structure V(S) expressed by the set of internal links 

3. The production system creation methodology  

Modern designing has to adapt quickly to changing requirements for 

continuous product innovation, manageable variety of variants, meeting 

unpredictable customer requirements, reduced product lifecycle, responding to 

significant sales fluctuations, etc. Preparing the production system for possible 

changes is no longer economically viable. The main principle of production 

systems adaptability is the capability to allow for rapid revision of organisation 

and technology at low investment costs [4, 13, 15].  

The system procedure for creating production systems is illustrated in figure 1. 

The system is created in four stages: 

1. Building a data and knowledge base needed for system creation and 

detailed analysis of the same. 

2. Assembling a virtual model – system structure.  

3. Assembling a structural model – detailed project documentation.  

4. Implementation in real production premises.  

 

In the model, the sequence of stages or sub-stages of the creation process is 

symbolically expressed as the feedback related to fine-tuning and changes to 

solution as a gradual reduction of the level of abstraction.  

For the sequence of V(S) creation formulated in this way, the correspondence 

of the system model V(S) with the internal substages of virtual design V(S) can 

be expressed as follows:  

a) Entities 0i  V(S) and entities Ci  s(V(S)) correspond to the design stage 

of goal determination or selecting an object of production. Upon deeper 

analysis, questions may arise about the internal priorities between setting 

objectives and selecting objects of production. In conceptual applications, 

the starting goals are considered those that are the springboard for 

modernisation of the existing production – the object of production. System 

approach operates with the dualism of both entities.  

b) Entities j  V(S) and Fj  s(V(S)) correspond to the stage of designing 

operations and operating procedures of manufacturing systems. This aspect 

is fully compliant with the theory of production processes.  

c) Entities Tj  V(S) and Sg  s(V(S)) correspond to project activities of 

selecting production equipment, determining spatial layout, and so on.  
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These relationships create a framework according to which various partial 

design methods V(S) can be integrated into the system concept and, at the same 

time, they uncover areas unaccounted for, covered by intuitive procedures in 

designing [5, 16].  

The role of the virtual stage of designing is to determine the basic structural 

elements of the system, their relations and functions, which is known in empirical 

methodologies as the conceptual solution (designing). The structural design stage 

addresses detailed system specifications up to the level of project documentation.  

 

 

Fig. 1. The production system creation methodology 

The importance of designing target functions in production systems stems from 

their diversity and the changes required in product manufacturing. The basic 

structuring of objectives results from the possibility of integrating production 

systems into higher system units. In the hierarchical understanding of production 

processes, the systems of greater complexity are superior to the systems of lower 

complexity. The implementation of superiority in the descending order of social, 
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economic, production and internal goals can be recommended in case of full 

adoption of new production technologies and their implementation in practice.  

4. Structure of production goals in production systems design 

For the general development of social orientation of production, it is important 

that the priority of social goals and their quantitative assessment are not impaired 

in the stage of project preparation. Adding product value is necessitated by the 

increasing competition in the global market. This is achieved by shortening the 

innovative creation cycles and starting up new products, using new knowledge, 

customising the product to customer requirements through its modifications, short 

delivery times, etc.  

Analyses of targets at the level of production systems are currently well 

outlined in terms of both scientific knowledge and design practice [2, 7, 10]. 

Definition of production goals such as productivity, production process 

continuity, stability, reliability, quality, etc. is known from the theory of 

production processes, and with some modifications, can be applied to the 

customer-oriented production. The basic structure of production goals in 

designing production systems is shown in figure 2: 

 

Fig. 2. Structure of production goals in production systems design 

 

More significant differences in technical objectives V(S) may be caused during 

the process of determining the level of flexibility and automation. The priority of 

elasticity V(S) arises from its relation to the competitiveness of the production 

demonstrated by manufacturing products according to customer requirements [8, 

10].  
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The analysis of constraints affecting the objects of manufacturing can be based 

on a progressive evaluation of the selection function: 

 
where: 

R decisive selection function, 

bi i-te constraint of V(S ), 

R(bi) = 0 - V(S) lacks the assumption of meeting the bi constraint, 

R (bi) = 1   V(S) is assumed to meet the bi constraint, 

n number of constraints considered. 

It holds that the objects of production are suitable for V(S) if each R(bi) = 1 

when i = 1, … n. In practice, it is expedient to arrange the sets of constraints in 

such a manner that lower index restrictions have greater negative value R(bi) 

probability. The objects of production are typically the source of the highest 

number of constraints. 

The concept of the said system allows for the incorporation and use of 

previously developed design methodologies and procedures. The following 

activities are important for production: 

 Profiling activities focused on objects of production, production processes 

and production system structures. 

 Methods and techniques for creating and optimising methods and structures 

of manufacturing operations. 

 Methods and techniques for synthesis of production systems – general 

method structures, construction and modernisation models, interface 

solutions, spatial problems solutions, material and information flows, etc. 

 Implementation procedures and knowledge from experimental activities, 

following the theoretical and knowledge base of the area under study.  

A material model may be represented by a machine-robot-product system, or 

a self-service machine the product. Another level in this hierarchy is achieved by 

adding control functions to the technological processing and handling system. In 

this way, a production module can be created as a system having the structure and 

parameters of technological, handling and control compatibility. It allows for the 

creation of production systems with their own structure and parameters. An 

important aspect, however, is the system compatibility between the technological, 

handling and control devices. The shape of the construction model is that of 

a pyramid (figure 3).  

The design of production workstations, systems and clusters, taking into 

account specific technical and organisational and economic conditions, uses new 

methodological procedures and activity algorithms. In this process, valid 

regulations and classical design rules must be observed with respect to certain 

specific conditions, different methodological and algorithmic procedures [1, 10, 
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13]. From the content point of view, when designing manufacturing workstations, 

systems and clusters, it is necessary to ensure the processing of a set of functions 

according to their technical specifications.  

 

 

Fig. 3. The pyramidal structure of the production system creation 

5. Conclusion 

Design types of production workstations, systems and clusters are a significant 

reference solution that is applicable to the given manufacturing conditions, 

bringing benefits in the form of elimination of design shortcomings, in particular 

in terms of cost, time of preparation and implementation or in terms of 

competitiveness. Type-specific production workstations, systems and cluster 

designs must be expressed in the design documentation in such a way as to ensure 

the technical feasibility of their implementation under given conditions. 

Therefore, it is necessary to consider the clarity of the solution and its information 

completeness as an important factor in the design of the project documentation.      

Production workstations, systems and clusters are made up of a number of 

elements and units of technological processing, operational and inter-operational 
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handling and storage, control, interconnection and the like. At the same time, 

production workstations, systems and clusters generally include production units 

capable of executing a coherent part of the production process. Production systems 

can be grouped into more complex units (production departments, operations, 

plants) only if the following principle applies, i.e. that the number of their mutual 

relations is greater than the number of relations in entirety. The theory of 

clustering building elements and units of manufacturing workstations and systems 

is rooted in the principle of recurrent development elaborated in systemology. The 

base-level structure is homogeneous and is defined as an element. The next higher 

unit is made up of this element plus another element of the same or new quality. 

Thus, a complex, multi-level system can be gradually built this way. 

The philosophy of innovative, varied, and interactive designing is based on the 

assumption that the production system solution takes place in three stages: 

 An initial set of variants of the production system solution is proposed in 

accordance with the agreed objectives. Various methods for determining 

solution variants (analytical, morphological, hierarchical generation, use of 

reference solutions, etc.) can be used. For less complex tasks, intuitive ways 

of variant generation, based on reference type-specific patterns, can be used. 

 Feasible solutions are defined. Inappropriate variants of the production 

system solution are excluded, either based on intuitive or logical and 

mathematical methods.  

 The optimal variant of the production system solution is chosen in the final 

stage. The decision-making methods or optimisation criteria are applied. The 

optimal variant can be obtained as a result of comparative methods (reference 

projects), based on simulation activity, etc. 

Segmentation can be accomplished in two basic ways:  vertically – i.e. the 

vertical segmentation is based on individual types of the products manufactured, 

or horizontally – segments are formed horizontally within the vertical segments, 

i.e. the number of steps in the production process is reduced and so is the product 

complexity.  

The choice of an optimal concept for the solution of the spatial structure of the 

production system is proposed based on the application of the methodological 

methods of production segmentation. Segmentation is a form of application of 

group principles to production, and in particular, it enables execution of the 

production systems’ progressive cellular structures.  

Acknowledgement 

This work has been supported by the Scientific Grant Agency of the Ministry of 

Education of the Slovak Republic (Projects VEGA 1/0251/17 and KEGA 026EU-

4/2018) 



133 

 

References 

[1] N. Daneshjo, E. Danishjoo, “General Course of Failure Distributions at Complex 

Machineries”, TEM Journal, vol. 6(1), pp. 17–21, 2017, 

https://doi.org/10.18421/TEM61-03. 

[2] J. Kovač, V. Rudy, J. Kováč, “Methods for the design of production processes. 

Specifics of designing production systems. Edition of professional and scientific 

literature”, Košice, p. 326, 2017.  

[3] D. Plinta, M. Krajcovic, “Production system designing with the use of digital factory 

and augmented reality Technologies”, Advances in Intelligent Systems and 

Computing, vol. 350, pp. 187–196, 2016. 

[4] H. P. Wiendahl, J. Reichardt, P. Nyhuis, “Handbook Factory Planing”, Berlin 

Heidelberg: Springer-Verlag, 2015.  

[5] M. Buckova, M. Krajcovic, M. Edl, “Computer simulation and optimization of 

transport distances of order picking processes”, 12th Internacional scientific 

conference of young scientists on sustainable, modern and safe transport Book 

Series: Procedia Engineering, vol. 192, pp. 69–74, 2017. 

[6] M. Hammer, “The Superefficient Company”, Harvard Business Review, vol. 79(9), 

p. 84, 2001. 

[7] T. E. Vollmann, W. L. Berry, D. C. Whybark, “Manufacturing Planning and Control 

Systems”, New York, NY: Irwin/McGraw-Hill, 1997. 

[8] P. Bubeník, E. Bubeníková, P. Korbel, P. Nagy, “Information Technology for 

Business Practice”, Žilina: Edis, ŽU in Žilina, 2004. 

[9] N. Daneshjo, K. Repková Štofková, L. Bednárová, M. Danishjoo, “Marketing and 

management information system and research system”, San Antonio, Texas, USA: 

FedEX Office Print & Ship Center, Huebner Oaks Center, p.288, 2016.  

[10] N. Daneshjo, V. Rudy, K. Repková Štofková, A. Mareš, J. Kováč, A. Jahnátek, J. 

Krivosudská, N. Šmajda, J. Rusnák, “Intelligent industrial engineering - innovation 

potential”, San Antonio Texas, USA: FedEx Print & Ship Center, p. 297, 2018. 

[11] J. Dobránsky, E. Ragan, N. Daneshjo, “Determination of technological parameters 

limit values on planned experiment, proposal for following products from 

thermoplastics qualitative parameters”, Engineering Review, vol. 29(2), pp. 45–51, 

2009. 

[12] N. Daneshjo, M. Majernik, “Logistics of experimenting with strengthening the 

surface layers of machine parts”, Modern Machinery (MM) Science Journal, vol. 

October, pp. 1178-1184, 2016, https://doi.org/10.17973/MMSJ.2016_10_201699. 

[13] M. Kováč, J. Kováč, “Integrated Production”, Košice: ES VŠT, 1990. 

[14] J. Kováč, V. Rudy, J. Kováč, “Automation of production. Edition of scientific and 

professional literature”, Košice: SjF TU in Košice, 2016.  

[15] V. Modrák, “Contribution to Designing Structural Changes in Manufacturing 

Processes”, Košice: FTT TU in Košice, 2001. 

[16] A. Mareš, “Techniques for shortening the time of design of assembly processes and 

systems”, Košice: SjF TU in Košice, 2006. 
 

 




