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CONCEPT OF A SELF-LEARNING WORKPLACE CELL FOR WORKER 

ASSISTANCE WHILE COLLABORATION WITH A ROBOT WITHIN 

THE SELF-ADAPTING-PRODUCTION-PLANNING-SYSTEM 

Johanna Ender
1,2

, Jan Cetric Wagner
2
, Georg Kunert

2
, Fang Bin Guo

1
, Roland Larek

2
, Thorsten Pawletta

2
 

1Liverpool John Moores University, Faculty of Engineering and Technology, Liverpool, United Kingdom,  
2Hochschule Wismar, University of Applied Sciences: Technology, Business and Design, Faculty of Engineering, Wismar, Germany 

Abstract. For some time, the focus of past research on industrial workplace designs has been the optimization of processes from the technological point 

of view. Since human workers have to work within this environment the design process must regard Human Factor needs. The operators are under 
additional stress due to the range of high dynamic processes and due to the integration of robots and autonomous operating machines. There have been 

few studies on how Human Factors influence the design of workplaces for Human-Robot Collaboration (HRC). Furthermore, a comprehensive, systematic 

and human-centred design solution for industrial workplaces particularly considering Human Factor needs within HRC is widely uncertain and a specific 
application with reference to production workplaces is missing. 

The research findings described in this paper aim the optimization of workplaces for manual production and maintenance processes with respect 

to the workers within HRC. In order to increase the acceptance of integration of human-robot teams, the concept of the Assisting-Industrial-Workplace-
System (AIWS) was developed. As a flexible hybrid cell for HRC integrated into a Self-Adapting-Production-Planning-System (SAPPS) assists the worker 

while interaction. 

Keywords: human-robot collaboration, human factors, post-optimised reinforcement learning algorithm, self-adapting-production-planning-system 

KONCEPCJA SAMOUCZĄCEGO SIĘ STANOWISKA PRACY 

DLA WSPIERANIA PRACOWNIKA PRZY WSPÓŁPRACY Z ROBOTEM 

W UKŁADZIE SAMOADAPTACJA-PRODUKCJA-PLANOWANIE 

Streszczenie. Wcześniejsze badania nad projektami przemysłowych miejsc pracy koncentrowały się od pewnego czasu na optymalizacji procesów 
z technologicznego punktu widzenia. Ze względu na konieczność pracy ludzi w takim środowisku, proces projektowania musi uwzględniać potrzeby 

czynnika ludzkiego. Operatorzy znajdują się pod dodatkowym obciążeniem ze względu na zakres procesów o wysokiej dynamice, integrację robotów 

i autonomicznych maszyn roboczych. Stosunkowo niewiele badań dotyczy wpływu czynników ludzkich na projektowanie miejsc pracy na potrzeby układów 
Human-Robot Collaboration (HRC). Co więcej, wszechstronne, systematyczne i ukierunkowane na człowieka rozwiązanie projektowe dla przemysłowych 

zakładów pracy, szczególnie uwzględniające potrzeby czynnika ludzkiego w HRC, jest szeroko niepewne i brak jest konkretnego zastosowania 

w odniesieniu do miejsc pracy w produkcji. 
Opisane w artykule wyniki badań mają na celu optymalizację miejsc pracy dla ręcznych procesów produkcji i utrzymania ruchu, w odniesieniu 

do pracowników w HRC. W celu zwiększenia akceptacji integracji zespołów ludzko-robotycznych opracowano koncepcję systemu wspomagania miejsca 

pracy (ang. Assisting-Industrial-Workplace-System, AIWS). Jako elastyczna komórka hybrydowa dla HRC zintegrowana z Samo-Adaptacyjnym Systemem 
Planowania Produkcji (ang. Self-Adapting-Production-Planning-System, SAPPS) pomaga pracownikowi podczas interakcji. 

Słowa kluczowe: współpraca człowiek-robot, czynniki ludzkie, zoptymalizowany poprawiony algorytm uczenia się, układ samoadaptacja-produkcja-planowanie 

Introduction 

A major reason for the general change in the way of working 

particularly in industry, is the integration of machines, computers 

and smart devices [23, 31]. The term digitized industry will be 

used within this paper to refer to the merge of Industry 4.0 (I4.0) 

and the Industrial Internet of Things (IIoT). In this context, Cyber-

Physical Systems (CPS) evolved as a significant element [23]. 

These systems contain autonomous operating machines and 

storage systems and a continuous exchange of information is 

typical [31]. Tasks within Human-Machine Interaction (HMI), in 

particular, the interaction with robots will be increasingly 

integrated into the work process in the future [8, 17].  

Currently, there is still a strict separation between workers and 

robots through fences and safety systems, but further advances of 

coexistence, cooperation and collaboration of humans and robots 

have been classified [21]. Within cooperation, humans and robots 

work towards higher common goals; however, there is still a clear 

division of their tasks. In Human-Robot Collaboration (HRC) 

partial goals are also pursued together. To ensure this, the safe and 

comfortable collaboration of humans and robots is sought [24, 35]. 

In order to create a human-centred design solution to resolve 

issues identified within the digitized industry, Human Factors 

knowledge has been adopted to develop the concept of an 

Assisting Workplace Cell for HRC to minimise cognitive load, 

increase the acceptance of the worker and increase the 

productivity. To develop the concept of an Assisting-Industrial-

Workplace-System (AIWS) the three level of ergonomics/human 

factors [36] have been investigated: 

• Physical level – anthropometrics of the human body  

and physical interaction. 

• Cognitive level – psychological perception. 

• Organisational level – design of socio-technical systems. 

The concept removes traditional input and output devices such 

as monitors, keyboard and PC-mouse and employs the surface of 

the table as an interface that is connected with a Self-Adapting-

Production-Planning-System (SAPPS). In addition, to reduce 

strain, the integration of a post-optimization reinforcement 

learning algorithm within the workplace system will enable a 

situational adaptation of the spatial movements of the robot to the 

behaviour of the worker. The individual adaption of the AIWS to 

Human Factor needs will improve the well-being of the worker 

and increases the integration of HRC. 

1. State of the research 

Bullinger [4], Bullinger-Hoffmann and Mühlsted [5] show that 

the design of workplaces for HMI needs not only to consider the 

ergonomic requirements, but also psychological aspects to assist 

the operator.  

Psychological influences have an effect on workers’ health 

and wellbeing whilst working in an industrial environment. 

Goschke [9] cites the Yerkes-Dodson-law [28], according to 

which human performance in information processing depends on 

the complexity of the task and mental activation. A high level of 

nervous stimulation significantly lowers performance in solving 

complex tasks. This corresponds to Braseth’s [3] suggestion that 

one of the main issues for designing visual interfaces is to avoid 

information overloading. The higher dynamics of processes within 

industry require a permanent interpretation of signals and adequate 

reactions of the operator. Endsley and Jones [7] outlined how the 

human brain becomes a bottleneck when the design of work 

equipment does not provide support for rapid information 

processing. An adequate design will help to overcome the 

bottleneck by promoting the rapid reception of information and 

supporting the interpretation process. Similarly, Bauernhansl [2] 
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draws attention to the flood of data resulting from global 

networking and ever-improving device technology and concludes 

that the support of the worker in the production plant is getting 

increasingly important. In the same way, the BMBF [34], refers to 

the importance of assistance systems within changing working 

environments.  

Today, the character of industry is changing, and the role of 

product design has been altered. Sanders and Staplers [22] 

concluded that industry had been primarily manufacturing-driven 

and then shifted to technology-driven. Currently, the industry 

is motivated by the stagnation of the technology push and the user 

experience appears to be the focus of investigations. In the enquiry 

of the role of design within I4.0, IXDS Human Industries 

Venture [37] reports that design improves manufacturing 

processes when involving all stakeholders early. Accordingly, 

the user-centred design landscape is developing into an 

environment of co-creation, where workers are involved 

in the design process from the early stages [22]. Norman [20] 

believes that anyone can design, due to their own creative 

potential. In addition, Steelcase Inc. [39] requires supporting 

creativity at work so as to create value for business and society. 

Supporting this potential for creativity and new high-flexible 

forms of diverse cooperation teams will be the task of workplace 

design in the future. Given the discussions above, IXDS Human 

Industries Venture [37] declares that design will facilitate 

the development of systems to empower skilled operators 

and non-experts at the same time, and resulting in processes 

usable for a large number of worker. 

Product design is not only concerned with the aesthetic design 

of the exterior form but also with the proper interfaces for users 

interacting with the system/environment. With the increasing 

automatization of the industry, Lee [16] suggests that 

consideration of Human Factors in design tends to be significant. 

Contemporary design takes all aspects of ergonomics into account, 

in particular, the psychological impact on employees.  

A growing body of literature examines the features 

and requirements of the fast-changing production processes within 

the digitized industry; their findings [27] highlight the new quality 

of linking production systems as one of the main advantages 

of the digitized industry. On the other hand, the digitized industry 

is characterized by dynamic processes with increasing complexity. 

Approvingly, Acatech [31] comments that an equally important 

feature of digitised industry results from smart assistance systems 

which release workers from having to perform routine tasks, 

instead of focusing on creative and value-added activities. Given 

a panorama view of research on assistant scenarios, it provides 

different approaches that aim to support the worker within 

the industrial environment. In one example: researchers have 

developed the integration of guidance lights and projections within 

the workplace environment to instruct the worker [1, 32]. 

Other approaches focus on the integration of screens or wearables 

to support the worker in manual production processes [10] 

or on the interaction with CPS in general [29]. The integration 

of robots has aimed to reduce the strain of the workload [18, 19]. 

Sensitive robots facilitate interactions between the CPS 

and workers through physical contact instead of screens [30]. 

Furthermore, experts draw attention to machines which are able 

to increasingly adapt to individual abilities and needs 

of the worker [30, 33]. Self-learning algorithms process a large 

amount of data and accommodate the system to different 

environments [14].  

Vogel-Heuser, Bauernhansl and ten Hompel [25] employed 

the term versatility to satisfy the requirements of unpredictable 

commerce changes and to highlight the value of production 

systems, which can be transformed according to the order situation 

with minimal effort. These versatile systems are also able 

to overcome the limitations of traditional production 

and maintenance systems in dealing with increasing customization

of products and small batch sizes. Individual customer 

requirements can be taken into account and even the industrialized 

manufacture of individual pieces and production for small batch 

sizes is profitable [31].  

Given these discussions, ten Hompel and Henke [12] comment 

that a system needs to accommodate its circumstances at all times. 

The industrial plant of the future must be able to move its regional 

location effortlessly. Hackl, Wagner, Attmer and Baumann [11] 

emphasise that in response to technological and economic 

volatility, the expectations of employees in the ‘New Work’ have 

changed. 

2. The concept of an Assisting Workplace Cell 

The following section discusses how an appropriate product 

design helps to improve the performance and usability of an HRC-

workplace system. 

2.1. The Assisting Workplace as a hybrid cell: 

contribution to the flexible manufacturing  

The concept of flexible manufacturing systems enables highly 

adaptable production [6, 38]. The principal value results from the 

flexibility of the configurable production cells, where robots are 

able to handle and add in parts. Tool magazines next to the robot 

supply the adaptation of the gripper to the work task. Material, 

parts and further tools are transferred from the warehouses 

and tool stores to the specific cell, i.e. using automated 

guided vehicles. Overall, the production is controlled 

by a decentralized intelligence that connects all parties and is able 

to communicate, e.g. over the Internet of Things. The workpieces, 

machines and the process constantly delivers and exchanges 

process data [38]. These flexible and scalable systems provide 

an attractive perspective on future production.  

Nevertheless, this concept lacks integration of the workers 

and the adaptation of workplaces for the HMI / HRC regarding 

Human Factor needs. 

2.2. AIWS integration within the production 

system 

The research described in this paper provides a cell for hybrid 

teams. A cell contains an AIWS for HRC and supports workers 

interacting with the CPS, e.g. solving of assembly 

and maintenance tasks (Fig. 1, Fig. 2). The AIWS works 

as a hybrid cell which is developed based on a real-world scenario 

from the digitized industry. 

 

Fig. 1. The concept of the prototype of an assisting workplace for HRC. It includes 

an integrated Franka Emika robot handling tools and work-pieces which have been 

delivered by a conveyor belt 
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Fig. 2. AIWS – Concept rendering 

Elements of automated production systems within a digitized 

factory include machines, tool stores, warehouses, manual 

workstations and HRC-workplaces. These are constantly 

networked together and sharing their current status. The AWIS 

extends flexible manufacturing systems by including workplaces 

for hybrid human-robot teams in order to promote manual 

tasks (Fig. 3, Fig. 4). 

 

Fig. 3. Integration of the hybrid production cell for HRC as advance of the Matrix 

Production adapted from [20] (R – Robot; H – Human) 

 

Fig. 4. AIWS – Composition variants of individual cells (R – Robot; H – Human) 

In the background of the assisting workplace, an extended 

network plan (ENP) controls dynamically the work orders 

according to the order situation and existing resources [15]. It is a 

specification of a Self-Adapting-Production-Planning-System 

(SAPPS) that improves this workflow within the production 

system. The ENP demonstrates additionally to all steps that are 

necessary for products assembly, alternatives for several tasks 

[26]. Fig. 5 visualizes an example of ENP.  
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Fig. 5. The extended network plan – an example of an assembly sequence 

for an industrial production process 

The arrows are weighted with a quantifier x; x = 1 represents 

the ideal assembly process; all other arrows with x ≥ 2 represents 

the alternatives. The ENP algorithm calculates these weights. All 

needed information like predecessors, successors, preconditions as 

well as possible alternatives for each job is stored in a database. 

Whereby, this system is able to respond to constantly changing 

conditions, e.g. failure of a machine or bottlenecks in the delivery 

of materials. In situations where alternatives are needed, it 

provides solutions to the worker which can be done instead of 

non-available jobs. The ENP algorithm analyses and evaluates the 

different alternatives based on several parameters such as 

preconditions, arrow weight and job relevance in the whole 

assembly process. In the future, the industry will be able to control 

both incoming and outgoing materials and available tools in tool 

stores via an automatic and networked storage system include 

conveyor belts, mobile and autonomous vehicles and robots. The 

required parts and tools are transferred to the specific 

homogeneous cells (Machine to Machine) or heterogeneous cells 

(HMI and HRC). At the workplaces for manual tasks in 

collaboration with the robot, this robot receives the delivery and 

handles it to the specific employee. The flexibility of this system 

is very high-level, including assembly, maintenance, testing, 

packaging. All work steps can now be performed on the same 

workbench system of that cell. 

In addition, a hybrid form through the integration of machines 

within a section of the cell is feasible, e.g. two workers and one 

collaborative robot working with one machine. 

2.3. The user experience concerning the AIWS 

When starting work, an employee selects a free workplace 

randomly from one of the many islet cells in the production hall. 

Based on flexible office-organizational concepts such as the 

Co-Working Spaces, Collaboration Platform or Desk Sharing, 

the workplaces of a workbench system cell are freely available 

to every employee. 

When the employee logs into the system through an electronic 

ID, the workbench will adjust the table height to the individual 

preferred and previously stored level, and the employee’s specific 

settings such as lighting environment, colour preferences etc. 

In addition, the system recognizes the employee's skill description 

and offers suitable work tasks for the current order situation. 

The CPS adjusts itself independently, to support the specific work 

task, e.g. the required tools and work pieces are conveyed 

to the cell and then are supplied to the workplace with the help 

of the collaborative robot. Subsequently, the employee performs 

the work steps. The surface of the table serves as an interactive 

user interface (UI) and guides the employee through the assembly 

and/or maintenance process. The interface is also motivating 

during the day, it provides a positive visual response to work 

assignments completed and reminds the worker to observe break 

times. The robot assists employees in solving a wide variability 

of work tasks, for instance through the integrated measuring
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equipment, the robot could assist with quality-relevant decisions 

for the reduction of subjective influences by the employee. 

The broad variety and adaptivity of the end-effectors of the robot 

offer the possibility of adapting to the requirements 

of the networked production lines and its current tasks. 

For example, determining the surface quality can be implemented 

by scanning the workpiece with a specific effector. 

The concept allows a variety of degrees of freedom for the 

employees and enables and supports the intuitive interaction with 

the system: 

 Free division of working time. 

 Freedom in choosing the place of work. 

 Freedom of selection of the scope of work. 

 Adaptation of the work assignment to specific qualifications. 

2.4. User Interface concept – Work-by-Light 

Part of the AIWS is the development of a communication 

channel to support the interaction between worker, robot and 

network. The system will now be introduced by using the term 

Work-by-Light (WbL). 

Derived from the existing Pick-by-Light framework – where 

operators are directed to particular stock areas via light signals –

the WbL system includes a UI that directs work tasks 

to the worker within the networked plant. The UI utilizes light 

displays to support operators conducting specific work tasks 

in collaboration with a robot (Fig. 6). In addition, the light signals 

give an indication of the future movements of the robot. 

Light signals of the AIWS as a communication channel: 

• Status display of the robot (active, inactive, error). 

• Input and output interface (e.g. work instructions, switching 

on/ off/ pausing the system). 

• Display of the direction of movement of the robot by marking 

relevant zones on the workbench. 

 

Fig. 6. The prototype of the UI framework which supports the worker during task 

solving 

In order to minimize the cognitive overload of the worker and 

to create more free space at the workplace, the table surface itself 

will be the input and output device. The concept of an innovative 

and simplified display technology based on a LED-matrix 

connected with the high performance acrylic solid material was 

successfully developed. The translucent material is illuminated 

from below with LEDs. These LED-Matrix can be controlled via a 

microcontroller. It gets an RGB image from the control computer. 

The microcontroller extracts the individual pixel information from 

the image and generates the control of the individual LEDs.  

Light signals inside the surface of the table are reduced to the 

minimum of information to support the rapid processing of the 

instruction through the worker in order to support the intuitive 

utilization of the interface and consequently reduces strain in 

HRC.  

Since autonomous robot movement rhythms are generally not 

predictable, there are still barriers in the HRC that cause stress. 

The development of the light-guidance system will help the 

employee to forecast the movements of the robot, and reduce the 

need for these barriers. 

2.5. Set up of the Demonstrator 

The assistance system consists of different interconnected 

components. Fig. 7 demonstrates individual actuators within 

the concept layout. Based on this structural concept, the pilot 

workplace for running future experimental studies on user 

acceptance was already successfully set up at the laboratory 

of Hochschule Wismar (Fig. 8). 

 

Fig. 7. Structure and communication of the single actuators of the AIWS for HRC 

 

Fig. 8. Set up of the AIWS pilot workplace at the laboratory of Hochschule Wismar. 

A camera-system is attached to the ceiling and tracks the workplace 

The operator inputs information through gestures tracked by 

the common camera-system. The control computer inspects the 

situation with the camera-system and makes its decision with help 

of a learned behaviour. If the situation is new to the control 

computer, it will transmit the situation to an artificial intelligence
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(AI) component on a mainframe. The mainframe processes this 

data through post-optimizing reinforcement learning [13] and 

adjusting the behavioural strategy of the system; after that, the 

control computer receives the new behavioural strategy.  

The control computer generates the robot control program 

from the learned behavioural strategy. The actions that are 

suggested from the control computer are positions and/or paths of 

the robot. The safety functions are still in the controller of the 

robot. 

Moreover, in achieving this aim, the machine learning method 

will be employed to develop a highly flexible and self-learning 

robot control program. The program will be able to interact with 

the employee and production workflow independently, through a 

model-based learning pattern. The program is also expected to 

respond adequately to unknown circumstances. Thus, it is 

imperative that alternative sequences will be learned. The learning 

process consists of two steps: the real-world process will be 

simulated with a model and learned (i) offline with the post-

optimizing reinforcement learning; then machine learning needs to 

improve (ii) online for the entire operating time. 

The following system elements are derived from the concept 

and will be developed/implemented by the research group 

Computational Engineering and Automation (CEA) at the 

Hochschule Wismar, University of Applied Sciences: Technology, 

Business and Design:  

• Autonomously learning robot control program, which is able 

to find an order of tasks for the assembly to receive a short 

production time using with the post-optimizing reinforcement 

learning [13]. 

• Secure movements, which do not hinder or distract the worker 

• A robot control program, which proactively responds to the 

individual behaviour of the worker. 

 

While learning, the Reinforcement Learning algorithm 

switches between exploration – acting randomly and finding new 

states, and exploitation – choosing the best so far known action to 

reaches as fast as possible the given target. By switching between 

these two modes, the algorithm learns alternative sequences for 

solving a problem. While learning offline, the control program 

always regards the security of the worker within the workplace 

environment. 

After the control program has learned offline, the algorithm 

has to proactively learn online at the real environment. Even if a 

path of the robot is blocked by a human or by an obstacle, the 

algorithm independently chooses an alternative route for the robot 

to move to the targeted position without disturbing the worker. 

However, the movements of the employee will be recorded 

with a camera-system and evaluated with a standard computer. 

The analysis of the picture (Fig. 9) marks the position and body 

dimensions of the worker on the surface of the workbench. 

Furthermore, images of objects, such as tools and workpieces, can 

be stored in a database and recognized afterwards within the real 

environment.  

The robot control will use this data. Theoretically, calculating 

the behavioural strategy of the robot can be completed by any 

computer, however, it requires a lot of time for calculation. A 

mainframe computer is advisable for the calculation to process 

new/unknown states of the manufacturing process, so the control 

computer reacts adequately when these conditions are encountered 

again. 

Accordingly, it is possible that the robot control program as 

well as the UI accommodates itself to the behaviour of the 

employee using the recorded data and calculated by the control  

computer. 

Connected with the UI, the overall system will be able to 

accommodate the specific/inconstant behaviour and performance 

variability of each employee. For this purpose, the robot will 

proactively adapt the constantly changing movement model of the 

employee. Since it is impossible for the robot control program to 

simulate human’s behaviour and as it is not predictable, a rigid 

control program will not be able to complete this task. 

 

Fig. 9. Camera-Tracking at the demonstrator – The system recognizes the position 

and dimension of the human skeleton. As a result, the movements of the workers can 

be detected safely. A recognition and evaluation of gestures would also be possible 

in the future development – an integration in the pilot system is currently being tested 

for their relevance for use and implementability 

3. Summary and outlook 

The motivation of the research was to reduce the level of 

stress, physical and cognitive strain of the operators while working 

at assembly and maintenance tasks and support the integration of 

HRC within the digitized factory to increase the productivity. As a 

contribution to the flexible manufacturing system, the concept of 

AIWS for HRC has successfully developed as a flexible hybrid 

cell design.  

The concept considers the three dimensions of Human Factors 

in design: 

Physical level: The AIWS with an integrated robot will be 

able to accommodate behaviour patterns of the employee to satisfy 

ergonomic and HRC requirements using machine learning.  

Cognitive level: The WbL-concept accelerates the reception of 

information and assisting the interpretation process to reduce 

strain during the HRC process.  

Organisational level: The hybrid cell integrated into a SAPPS 

and combined with the advantages of the ENP enables the industry 

to transform according to the order situation with minimal effort 

and allows a variety of freedoms for the employees, e.g. division 

of working time. 

Considerable progress has been made to the iterative 

development of the concept, the construction, and prototyping of a 

demonstrator. Further research will be investigating and 

exemplifying how the AIWS supports manufacturing tasks within 

an application scenario from digitized industry. Further works also 

include investigations of new technologies as smart glass and 

tablets that can be applied to the design of the AIWS. Finally, 

testing has been scheduled to organise potential users working on 

the system. The entire process will be monitored for data analysis 

and further discussion. Together with feedback interviews of 

operators will be undertaken to derive and validate the criteria for 

industrial workplaces design, in terms of satisfying ergonomic 

requirements and reducing stress while interacting between the use 

and the system; and resulting to a high acceptance of the HRC. 

A considerable relief of the worker's strain is to be expected 

by the use of the system. This will be validated within a future 

pilot experiment, in which the subjectively perceived workload is 

determined. 
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ENGINE OPERATION 

Michèle Schaub 
Wismar University of Applied Sciences, Faculty of Engineering, Maritime Department 

Abstract. Global maritime transport is one of the causes of air pollution. Annex VI of the International Maritime Organisation’s (IMO) International 

Convention for the Prevention of Pollution from Ships (MARPOL) refers to air pollution. Air pollution is mainly caused by the conversion of energy 
in internal combustion engines, in particular in the case of transient engine operation. The main pollutant is soot. It is an impure carbon substance 

of various sizes, resulting from incomplete combustion of hydrocarbons. This document concerns data-based modelling of soot emissions – the main 

component of exhaust particles – in transient engine operation. In a unique manoeuvring aid system, the prediction of exhaust emissions will become a new 
element. If the navigator knows the consequences of his actions, the human role will be strengthened in relation to the decision making on energy-efficient 

and emission-poor vessel traffic, in particular during manoeuvres. Thanks to the mathematical model, the soot formation process during stationary engine 

operation – at constant speed and load – will be mapped first. The model will then be extended to simulate engine operation and soot formation 
in the transition phase. 

Keywords: ship emissions, data processing, predictive models 

PRZEWIDYWANIE EMISJI SADZY W PRZYPADKU PRZEJŚCIOWEJ PRACY SILNIKA 

W OPARCIU O DANE 

Streszczenie. Globalny transport morski jest jedną z przyczyn zanieczyszczenia powietrza. Załącznik VI do Międzynarodowej konwencji o zapobieganiu 
zanieczyszczeniu morza przez statki (MARPOL) Międzynarodowej Organizacji Morskiej (IMO) odnosi się do zanieczyszczeń powietrza. Zanieczyszczenie 

powietrza jest głównie powodowane przez konwersję energii w silnikach spalinowych, w szczególności w przypadku przejściowej pracy silnika. Głównym 

zanieczyszczeniem jest sadza. Jest to zanieczyszczona substancja węglowa różnej wielkości, będąca wynikiem niepełnego spalania węglowodorów. 
Niniejszy dokument dotyczy modelowania emisji sadzy – głównego składnika cząstek spalin, w pracy silnika w warunkach przejściowych w oparciu o dane. 

W unikalnym systemie wspomagania manewrów, przewidywanie emisji spalin stanie się nowym elementem. Jeżeli nawigator zna konsekwencje swoich 

działań, to rola człowieka zostanie wzmocniona w odniesieniu do podejmowania decyzji o energooszczędnym i ubogim w emisje spalin ruchu statków, 
w szczególności podczas manewrów. Dzięki modelowi matematycznemu,w pierwszej kolejności zostanie odwzorowany proces powstawania sadzy podczas 

stacjonarnej pracy silnika – przy stałych obrotach i obciążeniu. Następnie model ten zostanie tak rozszerzony, aby umożliwić symulację pracy silnika 
i powstawania sadzy w fazie przejściowej. 

Słowa kluczowe: emisje ze statków, przetwarzanie danych, modele predykcyjne 

Introduction 

During ship manoeuvres the ship’s longitudinal, transversal 

and rotational velocities are changing continuously. The cause of 

these changes are newly set rudder, engine or thruster commands 

or environmental influences as wind or current. All the external 

and internal impacts on the ship’s motion have influence on the 

behaviour of the ship’s engines. The ship’s exhaust gas 

composition depends on the transient engine operation. They have 

to adapt rotational speed and torque in order to fulfil the required 

settings. The engine command sets the required engine speed 

(engine revolutions) or the propeller pitch. New thruster 

commands or rudder angle settings lead to a new resistance of the 

ship’s hull and thus to a different propeller inflow and counter 

torque for the engine. To fulfil the required engine settings, the 

engine control unit (ECU) adapts the amount of injected fuel. The 

engine speed is the time-dependent integration of the difference 

between engine and propeller torque divided by the inertia of the 

powertrain (1).  

 

(1) 

A disequilibrium between propeller and engine torque is the 

indicator of transient engine operation. The engine control unit has 

to act on the fuel injection in order to comply with the given order. 

During the transient engine operation when the load increases the 

air-fuel ratio becomes too small. This is the main cause which 

leads to an incomplete combustion of the injected fuel. Thus soot 

particles in different sizes arise [9]. This issue is widely described 

in literature, e.g. in [2], [8] and [11]. Whilst [2] reflects a forum on 

soot formation with various discussions on chemical and 

thermodynamic approaches, the latter two authors focussed on the 

application and improvement of existing thermodynamic soot 

models. Isermann et al. [11] considers the data-based emission 

modelling for high-speed diesel engines. One of those approaches 

was adopted for medium-speed ship diesel engines and is 

presented in this paper.  

1. General Conditions 

1.1. Regulations regarding particulate matters 

Annex VI of the International Convention for the Prevention 

of Pollution from Ships (MARPOL) of the International Maritime 

Organisation (IMO) regulates the ship’s air pollution. Regulations 

13 and 14 [4] concern the nitrogen oxides (NOX), the particulate 

matters (PM) as well as sulphur oxides (SOX). For sea-going 

vessels built since 1st January 2016 with more than 130 kW 

per engine and sailing within Emission Control Areas (ECA) 

the nitrogen oxides must not exceed the requirements defined 

in TIER III. 

Sulphur oxides are restricted by mass fraction of the used fuel 

oil whereas particulate matters, of which soot forms the significant 

part, are only mentioned in the regulation’s header. A reduction 

of sulphur in the fuel oil leads to less PM. But nevertheless, low 

sulphur diesel still produces PM in rough amounts when 

combustion is incomplete.  

The formation of the greenhouse gas CO2 essentially depends 

on the total fuel oil consumption and on the type and carbon 

content of the used fuel oil. The Energy Efficiency Design Index 

(EEDI) should enable to monitor the CO2 emissions. Most of the 

world’s ocean-going vessels obtain their propulsion energy from 

diesel fuels of different quality. The presented method focusses on 

this kind of ships and takes the formation of PM to demonstrate 

the research work in an exemplary way. With little adaptation, 

the method can also be applied to NOX emissions, for example. 

1.2. Test bed engine and measurement equipment 

An MAN 6L23/30 engine serves as test bed. The machine 

is located on the campus of Wismar University. It is a 4-stroke 

marine diesel engine. Its specification is shown in Table 1. 

The MAN 6L23/30 engine is mostly assigned for education 

of marine engineers.  
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Table 1. Test bed engine specification 

Parameter 
Test bed engines 

MAN B&W 6L23/30 

Type 
medium speed 4-stroke 

marine diesel engine 

Bore 225 mm 

Stroke 300 mm 

Rated output 1050 kW 

Rated speed 900 min-1 

Compression Ratio 13.5 : 1 

Fuel injection system Unit injector System 

 

For research purpose the fixed measurement equipment was 

enhanced by a portable Pegasor Mi3 particle sensor in order to 

measure PM during transient engine operation. The measuring 

principle is based on determining the number of particles smaller 

than 2.5 µm. By calibrating the equipment with a mean particle 

size, the corresponding mass in mg/m3 is calculated. [10] 

1.3. Ship model and engine module 

For the integration of the data-based model an already existing 

simulation environment, called SAMMON, is used. SAMMON 

stands for Simulation Augmented Manoeuvring Design & 

Monitoring System [5]. The mathematical ship model represents 

movements with 3 degrees of freedom (DOF): longitudinal, 

transversal and rotational speeds around the vertical axis. It is 

based on a system of highly non-linear equations for representing 

the ship’s hydrodynamic behaviour. Fig. 1 shows the online-

prediction from a ferry ship entering a port. Even though the ship 

is still in straight forward motion, the prediction immediately 

reacts on changed rudder or engine settings.  

 

Fig. 1. Manoeuvring assistance software SAMMON for predicting and monitoring 

ship’s behaviour in confined waters [10] 

SAMMON Software allows to parameterize several ship 

types. It can be used for pre-planning of manoeuvre sequences, 

for online-monitoring or for debriefing after having completed 

manoeuvres.  

The ship model is equipped with an engine interface. 

Currently, the engine module only consists of a lookup table 

where the target-actual-difference of engine speed enters. A new 

engine torque derives from it which is accurate enough to only 

simulate the ship’s motion. To calculate fuel consumption 

and emissions, the calculated engine torque fails to be useful. 

Therefore, a PI controller algorithm is implemented which 

determines the amount of fuel injected in one time step. This is the 

basis for the calculation of soot emissions. 

The proposed data-based modelling of soot will extend 

the SAMMON software in the future. 

1.4. Rapid Advanced Prediction & Interface 

Technology (RAPIT) 

The kernel of the above mentioned manoeuvring assistance 

software SAMMON is formed by a technology called Rapid 

Advanced Prediction & Interface Technology (RAPIT). RAPIT 

is a kind of fast-time simulation which enables to calculate 

up to 24 minutes of the simulation process ahead in only one 

second of real time and to display the results in a sophisticated 

interface.  

The data-based soot model shall fulfil these requirements. This 

is one of the reasons why an empirical, data-based model was 

chosen instead of a theoretical model. While a theoretical model 

must calculate every degree of crank angle and take into account 

mechanics, thermodynamics and reaction kinetics, an empirical 

data-based model can save a lot of computing time being a black- 

or greybox model. The disadvantage, however, is the high effort 

required to obtain sufficient data in a good quality.  

2. Data acquisition for data-based modelling 

2.1. Data origin 

Soot is the main part of particulate matters (PM). PM are solid 

components of engine exhaust gas emissions, e.g. hydrocarbons 

and soot as well as inorganic sulphates. The diameter varies 

between less than 10 nanometers and more than 1 μm.  

A chemical reduction takes place at the beginning of soot 

formation followed by a planar growth of polycyclic aromatic 

hydro-carbons. Van der Waals forces lead to soot nucleation 

which is followed by coagulation, accumulation and addition 

of sulphates. These formation steps are superimposed by soot 

oxidation. Soot oxidizes with OH radicals and O2 at high 

temperatures in competition with carbon monoxide [3]. 

The difference between reduction and oxidation can be measured 

in the exhaust gas duct with a standard sampling rate of one 

second. By means of the already introduced Pegasor Mi3 particle 

sensor (see section 1.2), the measurements for particles took place. 

The measurement for the other relevant engine data was taken 

from the fixed measurement system of the machine laboratory. 

Even though for reasons of better understanding theoretical, 

but time-consuming models are more substantiated, they are not 

applicable for the present studies. Apart of not being completely 

described and understood, they would still need too much 

computing time than RAPIT would allow for (see section 1.4). 

2.2. Experimental design 

For these studies, the test bed engine is not a shipborne diesel 

engine. Nevertheless, the experimental setup was designed with 

real ships in mind.  

 

Fig. 2. Engine map with measurement points on two propeller curves 

(100% and 85%) and generator curve 

First of all, the distinction between generator and propeller 

mode is of great importance: 

 Propeller mode means that the torque/speed relation follows 

the propeller curve within the engine map. A load change 

leads to a change in torque and engine speed simultaneously.  

 Generator mode requires a constant or nearly constant engine 

speed whereas load changes only affect the engine torque.  
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At a first step, these stationary measurements serve for 

establishing a stationary model, which can then be extended by 

transient parts. Attention is to be payed to numerous data of high 

quality covering as many input/output combinations as possible 

(Fig. 2). 

The experimental design also provides for load changes of 

varying magnitude on each of the two propeller and the one 

generator curves as will be shown in Fig. 7. 

2.3. Determination of model input and output 

During the data analysis, existing measurement data were 

searched for which have a clear influence on the soot formation. 

Finally, the decision was made on the injected fuel mass (mB) and 

current engine speed (nact). Fig. 3 shows the combustion chamber 

in which soot is formed by the above described reduction and 

oxidation process. This process depends mainly on the currently 

injected fuel mass and the dwell time in the combustion chamber 

represented by the engine speed.  

 

Fig. 3. Model sketch of combustion chamber and adjacent systems 

These findings lead to the conclusion that a MISO (multiple 

input, single output) model with two inputs and one output will be 

necessary. 

3. Static Artificial Neural Network (ANN) 

3.1. Decision to implement an ANN  

Data-based models do not need any information about 

physical, chemical or other laws and relationships that determine 

the processes to be modelled if they are purely black-box models. 

There are many data-based model architectures to be considered 

when facing a problem as the one described above [6].  

An Artificial Neural Network (ANN) architecture has been 

chosen due to its relatively good interpolation characteristic and 

its flexibility regarding input dimensions. For a first approach to 

create a static network, the Multilayer Perceptron (MLP) being a 

widely known ANN architecture, has been implemented. Fig. 4 is 

a sketch of the ANN architecture used for calculating PM by 

entering the two inputs fuel mass and engine speed.  

The q neurons of the hidden layer (h1 to hq) are called 

perceptrons. The two inputs mB and nact are each multiplied by one 

synapse weight when entering a perceptron in order to intensify or 

attenuate the effect on the neuron. All input signals are summed 

up and enter a nonlinear sigmoidal activation function. Therein, a 

transformation takes place which result is forwarded to the output 

layer, where the amount of PM is calculated out of the sum of all 

the perceptron outputs.  

 

Fig. 4. MLP network with two inputs and one output. The number of neurons 

in the hidden layer (h) is to be determined 

3.2. Determination of number of hidden neurons 

The present MISO problem is only three dimensional for 

the static observation. The ANN must fit the measurement points 

in Fig. 5 as good as possible. The training of the ANN is done 

by backpropagation using the Levenberg-Marquardt algorithm. 

 

Fig. 5. Distribution of measurement data for input (mB, nact) and output variables 

(PM/soot) 

 

Fig. 6. Trained ANN with 6 neurons in the hidden layer 

A k-fold cross validation took place in order to determine 

the necessery number of neurons. The smallest modell error could 

be reached with 6 up to 15 neurons in the hidden layer. The 

absolute error in this range is about 0.3 mg/m3 which corresponds 

with the scattering of measurement data, see Fig. 5. Fig. 6 shows 

the shape of the ANN with 6 neurons. More neurons mean also 

more curvature in the ANN and possibly more distance from 

a physically interpretable model.  
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3.3. Application for transient engine operation 

A static ANN with 6 neurons has been used for simulation 

of the transient engine operation. The result shows the big 

difference between the development of PM in stationary and 

transient engine operation. The zoomed section in Fig. 7 is an 

example to show how close the stationary operation would be 

approached by the ANN and how dynamics are not yet 

implemented.  

 

Fig. 7. Trying to simulate measured load changes by means of a static ANN 

4. ANN with external dynamics – a lookout 

In a first step, the external dynamics approach was chosen to 

simulate soot formation during transient operation. External 

dynamics means that the dynamic is generated by extension of the 

input space [7]. Each of the input parameters (herein mB and nact) 

needs a certain time history which is also entering the ANN. The 

following example takes into account each input parameter's 

values up to 100 seconds in the past, but only every second value 

is taken as additional input. Consequently, the number of inputs 

rises to one hundred considering mB and nact. 

 

Fig. 8. Validation data set (light grey solid line) and simulation of this same data 

with trained ANN (dark grey dotted line) 

The increased input number also requires an increased number 

of hidden neurons and training data. The optimum for the three 

setting parameters – the past values and their intervals as well as 

the number of hidden neurons – is still to be investigated for the 

present problem. So far, the following example shows an ANN 

with external dynamics taking the above described number 

of input values and 20 hidden neurons. The training data set 

comprises 75% of the available data in generator mode. 

The remaining 25 % of measurement data was used for validation 

(Fig. 8). For a first attempt the ANN with external dynamics 

is able to identify the instationarities and to follow the 

characteristics of the soot peaks. By using different parameter 

settings, even better results might be expected.  

5. Summary 

In this paper, it was shown that soot produced during 

the transient operation of a 4-stroke marine diesel engine can 

be reproduced very well with the help of a stationary ANN 

that contains 6 up to 15 neurons in the hidden layer. Investigations 

on the use of an ANN with external dynamics for the simulation 

of transient engine operation are currently in progress and appear 

to be promising as suggested in the work of [6] for the application 

for high-speed diesel engines. Besides the different dynamic 

behaviour of a passenger car and a ship diesel engine, the biggest 

difference between the two engine types are the availability 

and the operational costs of testbed engines.  

The next step will be the integration of the ANN into 

a suitable ship model and its use within the SAMMON software 

for verification of the entire method from testbed trials until 

the application in the prediction software. The perspective is to 

take measurement data from a real ship in order to simulate both, 

the ship’s motion as well as its fuel consumption and emissions 

within the assistance software SAMMON.  
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APPLICATION OF THE LENNARD-JONES POTENTIAL 

IN MODELLING ROBOT MOTION 

Piotr Wójcicki, Tomasz Zientarski 
Lublin University of Technology, Institute of Computer Science, Lublin, Poland 

Abstract. The article proposes a method of controlling the movement of a group of robots with a model used to describe the interatomic interactions. 

Molecular dynamics simulations were carried out in a system consisting of a moving groups of robots and fixed obstacles. Both the obstacles and the 
group of robots consisted of uniform spherical objects. Interactions between the objects are described using the Lennard-Jones potential. During the 

simulation, an ordered group of robots was released at a constant initial velocity towards the obstacles. The objects’ mutual behaviour was modelled only 

by changing the value of the interaction strength of the potential. The computer simulations showed that it is possible to find the optimal value of the 
potential impact parameters that enable the implementation of the assumed robotic behaviour scenarios. Three possible variants of behaviour were 

obtained: stopping, dispersing and avoiding an obstacle by a group of robots. 

Keywords: swarm, Lennard-Jones potential, molecular dynamics simulation 

ZASTOSOWANIE POTENCJAŁU LENNARD-JONESA 

DO MODELOWANIA RUCHU ROBOTÓW 

Streszczenie. W artykule zaproponowano metodę kontrolowania ruchu grupy robotów za pomocą modelu stosowanego do opisu oddziaływań 

międzyatomowych. Przeprowadzono symulacje metodą dynamiki molekularnej w układzie składającym się z ruchomych grup robotów oraz nieruchomych 

przeszkód. Zarówno przeszkody, jak i roboty składały się z jednolitych sferycznych obiektów. Oddziaływania między obiektami opisano za pomocą 
potencjału Lennard-Jonesa. Podczas symulacji, początkowo uporządkowana grupa robotów poruszała się ze stałą prędkością w kierunku przeszkód. 

Wzajemne zachowanie obiektów modelowano tylko poprzez zmianę wartości parametrów potencjału oddziaływań. Symulacje komputerowe wykazały, że 

możliwe jest znalezienie optymalnych wartości parametrów oddziaływania, które umożliwiają uzyskanie pożądanego zachowania robotów. W trakcie 
symulacji uzyskano trzy możliwe warianty zachowania: zatrzymywanie, rozpraszanie i omijanie przeszkód przez grupę robotów. 

Słowa kluczowe: rój, potencjał Lennard-Jones, symulacja metodą dynamiki molekularnej

Introduction 

Controlling multiple robots while maintaining a focused 

formation has been a major challenge for scientists for many 

years. The main inspiration for these applications is the 

observation of animals occurring in the natural environment in 

large groups [3, 14]. Ants, bees, birds and fish are examples of 

how simple individuals can succeed when working in groups. The 

interest in social animals stems from the fact that they show some 

kind of group intelligence [3]. Nature provides many examples of 

groups of animals in which there is a phenomenon described as 

group intelligence. As a result, a group is able to perform complex 

tasks that individual individuals are unable to perform. Complex 

behaviour is the result of the combined efforts of individuals with 

extremely limited intelligence (resources). These complex, 

collective behaviours are derived from a small set of simple 

behavioural rules using only low-level interactions between 

individuals and the environment. The field dealing with these 

issues is known as swarm intelligence [2, 4, 14]. It concerns 

solving optimisation problems in the traditional mathematical 

approach and proposes a new computational paradigm: the 

calculation of the hive [2, 14], in which there is no concept of 

central intelligence controlling the group. However, there are local 

interactions between individuals leading to the appearance of 

complex behaviours absent in the case of single objects [4, 10, 

14]. Many algorithms used to control single robots or groups of 

robots are based on the behaviour of groups of animals. The 

algorithm presented in [14] is inspired by the natural behaviour of 

bats using echolocation to move around, avoid obstacles and 

detect crevices in the dark. Maintaining a formation centred 

around a point or curve is also a behaviour that occurs in groups of 

animals. For example, ants move one after the other to form a 

chain – new units can only join at the end of the chain. Works [7, 

8] show examples of how to obtain such a formation. Another 

example of inspiration for animal behaviour is study [5], in which 

the authors present a developed algorithm of communication in a 

group of robots based on ants communicating by means of 

pheromones. 

An alternative to control inspired by biology and behaviour of 

animals in the natural environment are physical phenomena. In the 

real world, objects interact with each other. To describe these

interactions, various equations are used with greater or lesser 

effect. One of the simplest is the Lennard-Jones equation proposed 

in 1924 [6]. It was used for the first time in computer simulations 

to describe the behaviour of so-called rigid spheres in 1957 [1]. 

Since then it has attracted continuous interest and has been applied 

in various fields of science. It was also used to describe the 

behaviour of a group of robots [9–12,15]. In paper [11] it was 

proposed to describe the motion of a group of robots based on the 

behaviour of particles in a liquid, partially using the Lennard-

Jones potential. Many papers describe the use of the potential for 

group behaviour and self-organisation [7–10,12]. 

The research was undertaken to better understand the 

mechanisms used to self-organise robotic groups inspired by 

physical phenomena. For this purpose, the molecular dynamics 

method was used to describe the motion of robots in 2D space and 

the interactions in the system were described by the Lennard-

Jones potential. The work consists of four parts: Introduction, 

Model, Results and Conclusions. 

1. Model 

Two-dimensional molecular dynamics simulations are carried 

out to study the behaviour of a group of robots. The simulation 

model is shown in Figure 1. It consists of several stationary 

obstacles and a moving group of robots. Both robots and obstacles 

are composed of spherical elements. To avoid "escape" of robots 

from the simulated area, system boundaries have been introduced. 

The interactions between the objects in the system are 

described using the Lennard-Jones (LJ) potential (see Figure 2). 

It shows that depending on the selected parameters σ and ε and the 

mutual distance r, objects can repel or attract other objects. It was 

assumed that both robots and obstacles are unified and the 

interactions between them are assumed to be pairwise additive and 

the pair potential is represented by a truncated (12,6) Lennard-

Jones potential: 

        
    

 

 
 
  

   
 

 
 
 
        

                                          

  (1) 

where r is the distance between objects, ε is the strength of the 

interactions, and rmax is the cut-off distance, equal to about 10σ for 

both types of interactions. 
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Fig. 1. Model of the simulation system. The obstacles are marked in yellow, the system border in purple and the robot group in red 

 

Fig. 2. Lennard-Jones potential for different values of the parameter ε 

The resultant interaction (E) in the system is the sum of all 

interactions between all objects (2): 

 
                              

                        
 (2) 

where, Us, Uo, Uw are the interactions between robots, obstacle 

objects and boundary objects. These interactions are characterised 

by the corresponding values of the parameters σ, ε. In addition, 

there are mixed interactions between different types of 

components Uso, Usw and Uow, where εso, εsw, εow are the mixed 

interactions. We calculate them accordingly from the formula: 

 

            (3) 

Throughout this paper, all the distances and lengths are 

expressed in the units of σ, and the energy parameter ε of the 

potential (1) is the unit of energy. In addition, all objects have a 

unit weight. The trajectories of each object in the computational 

cell are obtained by integrating Newton’s classical equation of 

motion. The integration is performed over finite time steps using a 

fifth-order predictor-corrector method. The time step used for 

solving Newton’s equation of motion is 0.005 ps. The temperature 

during the simulation was kept fixed by periodical velocity 

rescaling and equal to 300 K. During the simulation, a group of 

robots was assigned the velocity V = 20 m/s and then released 

towards obstacles. In order to speed up the calculations, the 

influence of the environment on the moving objects was omitted. 

The Ovito environment was used to visualise model [13]. 

2. Results 

In order to investigate the influence of the parameters 

determining the force of the impact of the LJ potential on the 

behaviour of a group of robots, three research scenarios were 

proposed. It was assumed that each time a group of robots would 

be released towards obstacles at a constant speed V. The objects in 

the group can move relative to each other and have a spherical 

shape. The other objects in the system are motionless. It has been 

assumed that all component elements of objects will have the 

same size: 

 σ = σs = σo = σw = 1.0 

and the only variable parameter will be ε. The competitiveness of 

interactions will be the decisive factor determining the behaviour 

of objects. 

Table 1 summarises the LJ potential parameters used in the 

simulation to model the behaviour of a group of robots. They 

made it possible to observe three types of behaviour. 

Table 1. Summary of simulation parameters 

Option 
Strength of interaction 

εs εo εso 

I. Omission 2.2400 0.1120 0.501 

II. Stopping 2.2400 0.0112 0.158 

III. Dispersion 0.1120 0.1120 0.112 

 

Figure 3 shows the results of the simulation for option I. It is 

observed that the group of robots initially moves along the 

planned trajectory. After sufficient approach to the obstacle, the 

group is internally reorganised and the obstacle is bypassed. The 

arrows show the successive stages of the movement of the group 

in relation to the obstacle. The influence of the obstacle is so big 

that the robots are not able to move too far away from the it. The 

trajectory of the flight is curved. The kinetic energy is so high that 

at the final stage of the movement the robots are separated from 

the obstacle. 

It turns out that reducing the εo parameter 10 times results in a 

behaviour change of the robot group. The calculated resultant 

value of εso is several times smaller than for option I and is 

εso = 0.158. For the same values of the εs parameter it results in an 

increase of the robot's willingness to adhere to the obstacle. 

Decreasing the value of εo in effect results in an increase in the 

robots affinity to an obstacle. The observed behaviour is shown in 

Figure 4. 
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Fig. 3. Avoidance of an obstacle by a group of robots 

 

Fig. 4. Stopping a group of robots at an obstacle 

 

Fig. 5. Dispersal of the group on impact with an obstacle 
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A completely different situation was observed when 

εs = εo = εso. In this case, none of the interaction types 

is highlighted; all are equally weak. The group of robots after 

hitting an obstacle is dispersed. The kinetic energy delivered 

during the collision is sufficient to break up the group and scatter 

its elements. Additionally, a very small value of εs results 

in the inability to maintain the initial configuration of the robots 

and a dispersion of the group occurs. It has been noticed that 

the dispersion is multistage and one collision with an obstacle 

is not enough to completely break the formation. The situation 

described is shown in Figure 5. 

Proper selection of parameters allows to keep the group 

in a focused configuration and bypass the obstacle. The presence 

of an obstacle on the trajectory of movement does not cause 

dispersion of group of robots. An incorrectly selected parameter of 

the strength of interaction ε causes either the group to be attached 

to an obstacle or the formation to be broken up immediately. 

An additional factor influencing the behaviour of robot formation 

is also the speed of moving robots and the associated kinetic 

energy. The smoothness of movement will be maintained when 

the balance of forces is maintained in the system. 

3. Conclusion 

Simulations show that it is possible to use the Lennard-Jones 

potential to model the motion of a robot group. The selection of 

parameters has a key influence on the behaviour of objects. Three 

predicted types of behaviour were obtained: avoiding an obstacle, 

breaking up the group by an obstacle and avoiding a collision and 

stopping at an obstacle. Unfortunately, it was not possible to 

restore the formation of the group after it was broken up. The aim 

of future research will be to modify the type of potential or take 

into account other factors acting in the system, such as the 

resistance of the environment in which the objects move. 

References 

[1] Alder B. J., Wainwright T. E.: Phase Transition for a Hard Sphere System. 

Journal of Chemical Physics 27/1957, 1208–1209, [DOI: 10.1063/1.1743957]. 

[2] Blum C., Merkle D.: Swarm Intelligence: Introduction and Applications. Natural 

Computing Series. Springer 2008. 

[3] Brambilla M., Ferrante E., Birattari M., Dorigo M.: Swarm robotics: a review 

from the swarm engineering perspective. Swarm Intelligence 7/2013, 1–41, 

[DOI: 10.1007/s11721-012-0075-2]. 

[4] Engelbretch A. P.: Computational Intelligence, John Wiley and Sons. England 

2007. 

[5] Farrelly C., Kell D. B., Knowles J.: Ant Colony Optimalization and Swarm 

Intelligence. Springer 2008. 

[6] Jones J. E.: On the Determination of Molecular Fields. Royal Society 106/1924, 

463–477, [DOI: 10.1098/rspa.1924.0082]. 

[7] Maxim P. M., Spears W. M., Spears D. F.: Robotic Chain Formations. IFAC 

Proceedings Volumes 42/2009, 19–24. 

[8] Nouyan S., Dorigo M.: Chain Based Path Formation in Swarms of Robots. 

ANTS Workshop 2006, 120–131, [DOI:10.1007/11839088_11]. 

[9] Olfati-Saberras R.: Flocking for multi-agent dynamic systems: algorithms and 

theory. IEEE Transactions on Automatic Control 51/2006, 401–420, [DOI: 

10.1109/TAC.2005.864190]. 

[10] Pinciroli C., Birattari M., Tuci E., Dorigo M., et al.: Self-Organizing and 

Scalable Shape Formation for a Swarm of Pico Satellites. Proceedings of the 

2008 NASA/ESA Conference on Adaptive Hardware and Systems (AHS 2008), 

2008, 57–61, [DOI: 10.1109/AHS.2008.41]. 

[11] Shimizu M., Ishiguro A., Kawakatsu T., Masubuchi Y., Doi M.: Coherent 

Swarming from Local Interaction by Exploiting Molecular Dynamics and 

Stokesian Dynamics Methods. Proceedings 2003 IEEE/RSJ International 

Conference on Intelligent Robots and Systems (IROS 2003), 2003, 1614–1619, 

[DOI: 10.1109/IROS.2003.1248875]. 

[12] Son J. H., Ahn H. S., Cha J.: Lennard-Jones potential field-based swarm systems 

for aggregation and obstacle avoidance. International Conference on Control, 

Automation and Systems (ICCAS 2017), 2017, 1068–1072, [DOI: 

10.23919/ICCAS.2017.8204374]. 

[13] Stukowski A.: Visualization and analysis of atomistic simulation data with 

OVITO – the Open Visualization Tool. Modelling and Simulation in Materials 

Science and Engineering 18/2009, 015012, [DOI: 10.1088/0965-

0393/18/1/015012]. 

[14] Suárez P., Iglesias A., Gálvez A.: Make robots be bats: specializing robotic 

swarms to the Bat algorithm. Swarm and Evolutionary Computation 44/2019, 

113–129, [DOI: 10.1016/j.swevo.2018.01.005]. 

[15] Sydney N., Paley D.A., Sofge, D.: Physics-inspired motion planning for 

information-theoretic target detection using multiple aerial robots. Autonomous 

Robots 41/2017, 231–241, [DOI: 10.1007/s10514-015-9542-0]. 

 

 

M.Sc. Eng. Piotr Wójcicki 

e-mail: p.wojcicki@pollub.pl 

 

Piotr Wójcicki graduated from the Lublin University 

of Technology, where he now works as assistance in 

the Institute of Computer Science. His previous 

research is related to microelectronics, mobile 

robotics, IoT and applied computer science. 

 

 

 

 

ORCID ID: 0000-0002-0522-6223  

D.Sc. Tomasz Zientarski 

e-mail: t.zientarski@pollub.pl 

 

Tomasz Zientarski is Head of the Department of 

Computer Science and Computer Modeling at the 

Lublin University of Technology. He is an associate 

professor there. His main scientific interests include 

computer simulation and modeling of 

physicochemical processes, industrial and mobile 

robotics, microelectronics, and wireless transmission. 

 

 

ORCID ID: 0000-0002-1693-5316 
 

otrzymano/received: 26.08.2019 przyjęto do druku/accepted: 06.12.2019

 



18      IAPGOŚ 4/2019      p-ISSN 2083-0157, e-ISSN 2391-6761 

artykuł recenzowany/revised paper IAPGOS, 4/2019, 18–21 
 

DOI: 10.35784/IAPGOS.63 

APPLICATION OF ARTIFICIAL NEURAL NETWORK IN THE PROCESS  

OF SELECTION OF ORGANIC COATINGS 

Artur Popko, Konrad Gauda 
University of Economics and Innovation in Lublin, Faculty of Transport and Computer Department of Transport and Computer Science, Lublin, Poland 

Abstract. The structure of the artificial neural network (ANN) to support the selection of organic coatings was developed and verified, and its learning 

process was carried out. A simulation of the operation of the network was also carried out, which showed that programming of the coating system 
selection process can be much faster and more accurate, which is important for a system used in industrial conditions. 

Keywords: artificial neural network, organic coatings 

ZASTOSOWANIE SZTUCZNEJ SIECI NEURONOWEJ W PROCESIE 

DOBORU POWŁOK ORGANICZNYCH  

Streszczenie. Opracowano i zweryfikowano strukturę sztucznej sieci neuronowej (SSN) służącej do wspomagania procesu doboru powłok organicznych 
oraz przeprowadzono jej proces uczenia. Dokonano również symulacji działania przedmiotowej sieci, która wykazała, że programowanie procesu doboru 

systemu powłokowego może być o wiele szybsze i dokładniejsze, co ma istotne znaczenie dla systemu użytkowanego w warunkach przemysłowych.  

Słowa kluczowe: sztuczna sieć neuronowa, powłoki organiczne 

Introduction 

When choosing the type of protective and decorative coatings, 

it is particularly important to analyse the operational requirements 

determining the main destructive factors occurring during the use 

of the coating. Factors that determine the choice of coating type 

are primarily: the corrosive aggressiveness of the environment, 

the type of protected structure, the required degree of surface 

preparation, the life expectancy, the data of paint thickness 

limits, and data on the environment during application, etc. 

A comprehensive and meticulous analysis of all necessary data 

can be supported by an IT system based on an artificial neural 

network. Thanks to such a tool, programming of the coating 

system selection process can be much faster and more accurate. 

1. Rules for the selection of protective 

and decorative coatings 

The first stage when choosing paint sets should be the analysis 

of the operational requirements for coatings depending on the type 

of objects to be covered. These requirements determine the main 

destructive, climatic and corrosive factors occurring during 

operation, which decide the choice of coating [1–5].  

Knowing the initial operating requirements for coatings to 

protect a particular object, you can proceed to the next selection 

stages. This selection, however, is very complex due to the need to 

take into account both the requirements for decorativeness and the 

coating's resistance to the effects of simultaneously occurring 

climatic and corrosive factors. In this selection, the size of the 

object, the material used for its manufacture, the method of 

assembly and the total cost of protection are also important. 

Therefore, the selection of a coating system for corrosion 

protection should be the result of a full technical and economic 

analysis [2, 9].  

General rules for the selection of paint coatings are included in 

the relevant standards [6, 7]. Operating conditions were divided 

there into various macroclimate and microclimate taking into 

account additional factors (dust, steam, gases, and electrolytes), as 

well as corrosive aggressiveness of the environment and 

operational exposures: mechanical, temperature, physicochemical 

and biological. Most often, preliminary decisions regarding the 

choice of coverings are made just depending on environmental 

and operational exposures. The division and marking of exposures 

to products during exploitation that facilitate the selection of paint 

coatings is presented in Table 1. 

Table 1. Selection of coatings depending on environmental exposures [9, 11] 

Environmental 

exposures 

Type of resin * 

AK CHK PCW ER PU SI AR 

Rural and urban 

environment 
+ + + o - o o 

Acidic industrial 

environment 
o + + + o - - 

Alkaline environment o + + + + - + 

Acidic chemical 

environment 
- + + o + - + 

Chemical environment 

with traces of solvents 
- o o + o - + 

Water action – 

immersion 
- + + + + - + 

Water condensation o + + + + - + 

Temperature 80°C + + + + + + + 

Temperature 80÷140°C + - - + + + + 

Temperature 

140÷200°C 
- - - + + + + 

*AK-alkyd; CHK – chlorinated rubber; PCW – polyvinyl chloride; ER-epoxy; 

PU – polyurethane; SI – silicone; AR – acrylic; + suitable; o sometimes suitable; 

- unsuitable 

 

Epoxy paint has the most favourable properties. It is also 

worth paying attention to polyurethane and acrylic paints, which 

in addition to high temperature resistance and various corrosive 

environments are characterized by decorative properties, which is 

of great importance, e.g. in the automotive industry. 

It should be noted, however, that these types are general. 

The durability and protective properties of the coating are 

determined not only by the film-forming resin but also to a large 

extent by other ingredients, primarily pigments [13, 14].  

A comprehensive analysis of all necessary data can be 

supported by an IT system based on an artificial neural network. 

Thanks to such a tool, programming of the coating system 

selection process can be much faster and more accurate, especially 

in conditions when not all data is available, and therefore 

in industrial conditions. 

2. Design of artificial neural network structure 

As already mentioned, the analysis of necessary data can 

be supported by an IT system based on an artificial neural 

network. Boundary parameters for the ANN structure and their 

interrelationship were determined (Table 2). 
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Input parameters for ANN: 

 Mechanical exposure (abrasion, impact, scratching) (0 – none, 

1 – small, 2 – medium, 3 – large). 

 Chemical exposure (0 – no exposure, 1 – contact with acids, 

2 – contact with bases, 3 – contact with hydrocarbon solvents). 

 Biological exposures (0 – no exposure, 1 – exposure caused by 

mould, bacteria, 2 – exposure caused by organisms, algae). 

 Water action (humidity) (0 – none, 1 – low, 2 – high, 

3 – immersion). 

 Environment (0 – rural, 1 – urban, 2 – industrial, 3 – coastal). 

 Corrosiveness of the atmosphere (0 – low, 1 – moderate, 

2 – high, 3 – very high). 

 Operating temperature (0 – up to 80 °C, 1 – 80–140°C, 

2 – 140–200°C, 3 – above 200°C). 

 Decorativeness of the coating (0 – no, 1 – yes). 

 Substrate type (0 – steel, 1 – non-ferrous metals, 2 – wood, 

3 – plastic). 

Output parameters for ANN: 

Choice of coating type (set number): 

1 – alkyd, 2 – acrylic, 3 – waterborne acrylic (ecological), 

4 – chlorinated rubber, 5 – epoxy, 6 – polyurethane, 7 – polyvinyl 

chloride, 8 –silicone. 

Table 2. Relationship of I/O parameters [1, 11] 
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8
 –
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o
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v
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s 

9
 –

 t
y

p
e 

o
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su
b
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ra

te
 

1 

AK 
0, 1 0 0 0, 1 0, 1 0, 1 0, 1 1 

0, 1, 

2, 3 

2  

AR 

0, 1, 

2 

0, 1, 

2, 3 
0 

0, 1, 

2, 3 

0, 1, 

2 

0, 1, 

2 

0, 1, 

2 
1 

0, 1, 

2, 3 
3 

AR

w 
0, 1 

0, 1, 

2 
0 0 0, 1 0 0, 1 1 

1, 2, 

3 

4 

CH

K 
0, 1 

0, 1, 

2 
0 

0, 1, 

2, 3 

0, 1, 

2, 3 

1, 2, 

3 
0 1 

0, 1, 

2, 3 

5 

ER 

0, 1, 

2 

0, 1, 

2, 3 

0, 1, 

2 

0, 1, 

2, 3 

0, 1, 

2 ,3 

1, 2, 

3 
0, 1 0 

0, 1, 

2, 3 

6 

PU 

0, 1, 

2, 3 

0, 2, 

3 

0, 1, 

2 

0, 1, 

2, 3 

1, 2, 

3 

1, 2, 

3 
0, 1 1 

0, 1, 

2, 3 
7 

PC

W 

0, 1, 

2 
0, 2 0 

0, 1, 

2, 3 

0, 1, 

2, 3 
2, 3 0 1 

0, 1, 

2, 3 

8 

SI 

0, 1, 

2 
0 0 0, 1 0, 1 0, 1 2, 3 1 

0, 1, 

2, 3 

 

On this basis, it was possible to develop the initial form of the 

artificial neural network structure required to support the selection 

of protective and decorative coatings (Fig. 1). The input and 

output data vectors specify the number of neurons in the input and 

output layers. The hidden ANN layer consists of neurons that are 

between the input layer and the output layer, and their number and 

organization can be treated as a "black box". Using additional 

layers of hidden neurons enables greater processing efficiency and 

increases the flexibility of the ANN system. This additional 

flexibility, however, increases the cost of complexity in the 

training algorithm. Too few hidden neurons, on the other hand, 

can prevent the system from properly matching the input data and 

reduce its resistance [8–10, 12]. Therefore, research was carried 

out to determine the optimal, final ANN structure and it was 

verified. 

The required structure of the artificial neural network was 

developed in the MemBrain application environment. 

 

Fig. 1. Structure of the designed artificial neural network 

3. The neural network learning process 

The essence of the article was to determine and optimize the 

structure of the neural network, supporting the process of selecting 

organic coatings. The network's task will be to recognize eight 

visual patterns adequate to the types of organic coatings. The input 

and output vectors were generated using the "lesson editor" tool 

(Fig. 2). An example visualization of one pattern is shown in 

Figure 3. A training algorithm was used – standard backward 

propagation. The target network error was set at 0.01 (Fig. 4). To 

achieve proper results when teaching the network, it must be 

randomized beforehand – during the first teaching process. 

Network randomization means that all link weights and activation 

thresholds for neurons are initiated with small, randomly 

generated values (unless the corresponding connection or neuron 

properties are blocked). The values of errors made by the network 

during its learning were monitored using the "Net error viewer" 

tool (Fig. 5). 

 

Fig. 2. View of the "lesson editor" tool 
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Fig. 3. Visualization of an exemplary vector pattern (silicone coating) 

 

Fig. 4. View of the "Edit Teacher" tool 

 

Fig. 5. View of the "Net error viewer" tool 

The next stage of research was testing the network with the 

number of 4–30 neurons in the hidden layer. The results of ANN 

structure optimization are shown in Figure 6. A better result is 

obtained when the neural network requires less training cycles. 

The final resulting relationship between the number of exercises 

and the number of neurons in the hidden layer is shown in Figure 

6. The most effective architecture of the tested ANN consists of 10 

neurons in a hidden layer.  

 

Fig. 6. Results of ANN structure optimization 

4. Simulation of the network operation 

The developed and tested neural network recognizes visual 

patterns flawlessly. The example presented in Figure 7 relates 

to supporting the process of selecting organic coatings when 

the input data is not complete. For the assumed task input 

parameters, the neural network indicates the solution, which 

consists in choosing a silicone coating. 

 

Fig. 7. An example of supporting the process of selecting organic coatings 

5. Summary 

An artificial neural network project was developed to support 

the selection of organic coatings. The most adequate initial 

architecture of the studied ANN consists of 51 neurons, of which 

10 contained in a hidden layer. The developed form of an artificial 

neural network was based on a structure containing only one 

hidden layer of neurons of the type of standard back propagation 

without feedback. Network learning was carried out using the 

"with the teacher" method with the target network error adopted. 

The learning process was carried out based on a sequential system, 

using appropriate standards. 

The conducted research shows that the adopted assumptions 

are fully correct. The developed and verified form of the artificial 

neural network supports solving the problem of choosing the type 

of organic protective and decorative coatings in a highly effective 

manner. In addition, the problems described in the study, and in 

particular the methodology for the implementation of artificial 

neural networks in the presented range can be successfully used to 

support similar processes. 
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APPLICATION OF OPTICAL PROFILOMETRY IN THE ANALYSIS 

OF THE DESTRUCTION PROCESS OF RENOVATION ORGANIC 

COATINGS FOR THE AUTOMOTIVE INDUSTRY 

Konrad Gauda, Kamil Pasierbiewicz 
University of Economic and Innovation in Lublin, Lublin, Poland 

Abstract. The article concerns the evaluation of the possibility of using the optical profilometry method in the analysis of the destruction process of acrylic 

coatings exposed at a climate station in an industrial-urban atmosphere. It was found that the observed changes do not allow to clearly assess 

the durability of the tested coatings. It seems that the method used may play a supporting role in assessing the quality of the coatings because the surface 
maps show the number and size of pores in the coating. Therefore, this method can be used, for example, to help determine the optimal parameters 

of the coating process (e.g. spray pressure). 

Keywords: optical profilometer, organic coating, automotive 

ZASTOSOWANIE PROFILOMETRII OPTYCZNEJ W ANALIZIE PROCESU DESTRUKCJI 

RENOWACYJNYCH POWŁOK ORGANICZNYCH DLA PRZEMYSŁU MOTORYZACYJNEGO 

Streszczenie. Artykuł dotyczy oceny możliwości wykorzystania metody profilometrii optycznej w analizie procesu destrukcji renowacyjnych powłok 

akrylowych przeznaczonych dla przemysłu motoryzacyjnego eksponowanych na stacji klimatycznej w atmosferze przemysłowo-miejskiej. Stwierdzono, 
że zaobserwowane zmiany nie pozwalają jednoznacznie ocenić trwałości badanych powłok. Wydaje się, że zastosowana metoda może odgrywać rolę 

pomocniczą w ocenie jakości powłok, ponieważ mapy powierzchni wyraźnie pokazują liczbę i wielkość porów w powłoce. Można więc zastosować 

tę metodę przykładowo jako wspomagającą ustalenie optymalnych parametrów procesu nakładania powłok (np. ciśnienia natrysku).  

Słowa kluczowe: profilometr optyczny, powłoka organiczna, motoryzacja 

Introduction – outline of optical profilometry 

method 

The operation of the optical profilometer is based on 

the principle of light wave interferometry. This means that when 

the waves of the same frequency and amplitude overlap, 

a characteristic result wave is created, the amplitude of which 

depends on the mutual phase shift of the input waves 

When both streams are in the amplitude phase, they add up, 

while when both waves are offset by 180, a zero amplitude wave 

is created. This summation and drift property is called interference 

or superposition and creates a set of dark and bright stripes known 

as interference fringes when observed on screen or through 

a microscope [13, 15] (Fig. 1). 

 

Fig. 1. Interference fringes on the sample surface displayed in Vision 64 application 

To use the phenomenon of interference for surface topography 

analysis, the light beam is divided into two tracks. One of them is 

undisturbed, while the other one, after reflection from surface 

irregularities, undergoes phase shifts. After superimposing 

the disturbed and reference waves, the changes caused by 

the differences in the height of the tested surface topography can 

be analyzed.  

Figure 2 shows a simplified schematic of the optical 

profilometer. The wave emitted by the light source is split into two 

tracks in a special splitter. Each of the beams moves in the 

direction of the reference mirror and the second mirror, which 

is the tested surface of the sample. After reflection, phase shifts

of the waves are created depending on the distance of the mirrors. 

Then the reflected beams are put back on each other in the splitter, 

and the resulting wave is recorded by a detector that measures 

the intensity of light during sample movement and finds maximum 

interference. 

 

Fig. 2. Simplified diagram of optical interferometer operation [13]: 1 – light source, 

2 – splitter, 3 – reference mirror, 4 – sample tested, 5 – detector 

The measurement method, in contrast to the traditional 

(contact measurement), allows non-contact measurement and 

achieves accuracy up to 1nm, which is important for organic 

coatings testing [1]. 

1. Research methodology 

The samples were prepared in accordance with the 

PN-EN ISO 1514: 2006 standard [11]. Based on the analysis 

of the literature, standard and the paint materials market, Dupont's 

organic renovation coatings for the automotive industry based on 

acrylic resin with the trade designation CS 920 were qualified for 

testing. Multilayer systems (primer – base varnish – colorless 

varnish) were applied to steel plates (so-called car body sheet) 

using the pneumatic spraying method (pressure 7 bar), with the 

average thickness of a single layer was 50 µm [2–5] (Fig. 3). 

Samples were labeled with SKxB and SKxC symbols (where: 

CS-climate station, x – sample number, W – white coating (AM1 

pigment), B – black coating (AM5 pigment)). 
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Fig. 3. Multilayer system tested (single layer thickness 50 ± 5 µm) 

The samples prepared in this way were analyzed using 

an optical profilometer, while a Bruker profilometer was used 

in the tests (Fig. 4). 

Using the profilometer, basic surface roughness parameters 

and their 2/3 D maps were obtained (initial imaging), with several 

areas of 1 mm2 analyzed (Fig. 5, Fig. 6). 

 

    

Fig. 4. View of the "Edit Teacher" tool 

 

Fig. 5. Preliminary imaging – 2D/3D maps and profilograms of sample fragments 

of the coating surface – Ra = 0.053 µm (sample CS2W) 

 

Fig. 6. Preliminary imaging – 2D/3D maps and profilograms of sample fragments 

of the coating surface – Ra = 0.064µm (sample CS3B)
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Samples with coatings were then exposed at a climate station 

for 34 weeks in the autumn-winter-spring period in an industrial 

and urban atmosphere (according to PN-EN ISO 2810: 2005) 

(Fig. 7) [12].  

    

Fig. 7. View of the climate station and method of sample attachment 

The average daily temperature during the exposure period 

was 8.3°C, humidity 73%, and the amount of precipitation 

20.3 mm [14]. 

2. Test results 

After the exposure, the surface condition of the coatings was 

again monitored and the basic roughness parameters were assessed 

(Fig. 8, Fig. 9, Tab. 1). In order to assess the variability of the Ra 

parameter, a K factor was introduced, which is a percentage of the 

ratio of the current value from a given measurement of yn to the 

initial value of y0 described by the following relation (1): 

   
  

  
        (1) 

This factor allows the assessment of the degree of change in 

the Ra parameter of the tested coatings in relation to the initial 

value obtained at the beginning of the test cycle (coatings before 

exposure at a climate station – "new"). 

Table1. Summary of measurement results 

Parameter 

Multilayer system (average values) 

white black 

before  

exposure 

after  

exposure 

before  

exposure 

after  

exposure 

Number of Data 

Points [%] 
99.9 99.9 99.9 99.9 

Ra [µm] 0.053 0.087 0.072 0.134 

The K-factor [%] 164.2 186.1 

 

Fig. 8. Final imaging – 2D/3D maps and profilograms of sample fragments 

of the coating surface – Ra = 0.087µm (sample CS2W) 

 

Fig. 9. Final imaging – 2D/3D maps and profilograms of sample fragments 

of the coating surface – Ra = 0.127µm (sample CS3B)
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3. Summary 

As a result of the analysis of the obtained images and 

profilograms of a number of samples, it can be concluded that: 

 the sensitivity of the profilometer is most adequate for testing 

organic coatings – the average number of collected measure-

ment points of the tested surface fragments was over 99.9%, 

and the measurement accuracy of Ra parameter was ± 1nm, 

 no visible differences were found in the obtained surface maps 

of the coatings before and after exposure – similar size and 

number of coating pores,   

 the value of Ra parameter of the coatings exposed at the cli-

matic station increased, which may indicate the initiation of 

the destruction process,  

 the color of the coating, and thus the type of pigment used 

may influence the speed of the process of destru – the factor of 

variation K for black coatings was 186.1% and was higher 

than white coatings by nearly 22%. 

Nevertheless, the observed changes do not allow to clearly 

assess the durability of the tested coatings. The reason for this may 

be that the exposure time of the samples is too short. Therefore, 

this time should be extended or intensified by destructive factors 

using the aging chamber for research, which will be the subject of 

further studies. An unfavorable factor in this type of research is 

also the contamination of the coating after the exposure period, 

which may affect the results [5–8].  

It seems that the method used may have an 

auxiliary/supplementary role in assessing the quality of coatings 

due to the fact that surface maps clearly show the number and size 

of pores in the coating. Therefore, this method can be used, for 

example, as a supporting optimization of the coating process 

(spray pressure, temperature, drying speed). In the case of 

determining the durability of coatings, it would be advisable to 

additionally support the tests of mechanical properties, especially 

the scratch hardness or adhesion to the substrate, or additionally 

measure the gloss of the coatings and prepare photographic 

documentation [3–10]. 
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Abstract. The article presents a solution based on a cyber-physical system in which data collected from measuring sensors was analysed for prediction 

in the production process control system. The presented technology was based on intelligent sensors as part of the solution for Industry 4.0. The main 

purpose of the work is to reduce data and select the appropriate covariate to optimise modelling of defects using the Cox model for a specific mechanical 
system. The reliability of machines and devices in the production process is a condition for ensuring continuity of production. Predicting damage, 

especially its movement, gives the ability to monitor the current state of the machine. In a broader perspective, this enables streamlining the production 
process, service planning or control. This ensures production continuity and optimal performance. The presented model is a regressive survival analysis 

model that allows you to calculate the probability of failure occurring over a given period of time. 

Keywords: Cox model, time to failure prediction, production control, intelligent platform 

ANALIZA DANYCH Z CZUJNIKÓW POMIAROWYCH DO PREDYKCJI W SYSTEMACH 

KONTROLI PROCESÓW PRODUKCYJNYCH 

Streszczenie. Artykuł przedstawia rozwiązanie oparte na systemie cyber-fizycznym, w którym analizowano dane zbierane z czujników pomiarowych 

do predykcji w systemie kontroli procesów produkcyjnych. Przedstawiona technologia została oparta na inteligentnych czujnikach pomiarowych jako 

element rozwiązania dla Przemysłu 4.0. Głównym celem pracy jest redukcja danych i wybór odpowiedniego kowariantu w celu optymalizacji modelowania 
usterek za pomocą  modelu Coxa dla konkretnego układu mechanicznego. Niezawodność pracy maszyn i urządzeń w procesie produkcyjnym jest 

warunkiem zapewnienia ciągłości produkcji. Przewidywanie uszkodzenia, a zwłaszcza jego momentu daje możliwość monitorowania bieżącego stanu 

maszyny. W szerszej perspektywie umożliwia to usprawnienie procesu produkcji, planowania serwisu, czy kontroli. Zapewnia to utrzymanie ciągłości 
produkcji i optymalnej jej wydajności. Przedstawiony model jest regresywnym modelem analizy przeżycia, który pozwala na obliczanie 

prawdopodobieństwa wystąpienia awarii w określonym czasie. 

Słowa kluczowe: model Coxa, predykcja uszkodzeń, sterowanie produkcją, inteligentna platforma 

Introduction 

 The article presents the results of research on the use of 

sensors for the analysis of technological processes using 

measuring devices [17]. Control of production processes and 

advanced automation and play an important role in industry. 

Production lines are an important element of production 

companies, where with the use of measuring and control systems 

it is possible to optimise technological processes that can provide 

high flexibility and quick adaptation of production processes, 

safety and efficiency at optimal costs. The presented concept 

consists in the use of cyber-physical systems and devices of the 

Internet of Things. The integration of business devices and 

processes gives greater opportunities and increases the efficiency 

of technological lines [16]. Modern production systems are based 

on the latest achievements in the field of information and 

measuring technologies (Fig. 1). There are many methods for 

solving optimisation problems [2, 5–12, 13–23]. Autonomy, 

optimisation and integration of analytical approaches is related to 

the operation of sensor networks, large amounts of data, analysis 

and interpretation of information, taking into account security 

aspects [1, 13–15]. 

 

Fig. 1. Industrial automation system 

 An important condition for ensuring continuity of production 

is the reliability of the equipment in the production process. 

Predicting damage time allows you to monitor the current status of 

the device and improve the planning process for inspections and 

service. In order to maintain production continuity and optimal 

production efficiency, the Cox model was used to determine the 

expected failure time. The presented solution is a regressive 

survival analysis model that allows you to calculate the probability 

of failure occurring at a given time or the average time of failure 

occurrence, etc. [3, 4, 24, 25]. 

1. Model of fault prediction 

One of the most popular models for determining the expected 

failure time is the Cox model, which is a regressive model for 

survival analysis. It allows you to calculate the probability of 

failure occurring within a specified time. The main idea of the Cox 

model, the proportional threat is that devices age with time. The 

specific degradation process may depend on many factors that can 

be permanent. 

In the Cox model, the proportional hazard is defined by the 

following terms: 

The survival function is called the function given by: 

                     (1) 

   lifetime distributor,    lifetime density. Specifies the 

probability that the object will live longer than x time. 

The hazard function is defined as the following relationship: 

             
                   

  
 (2) 

Indicates the probability that a given object will live longer than 

the time t. 

Cumulative risk – the cumulative hazard function is expressed by 

the formula: 

           
 

 
   (3) 

For time-dependent hazard function, covariants can be divided 

into time-dependent and constant. 

Then the function is determined by 

                         
  
   

         
  
     (4) 

     time-fixed covariates,         time-varying covariates. 
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A Cox proportional hazard model with time dependent variables is 

described: 

                               (5) 

Where                – model parameter vector (in the Cox 

proportional model it is assumed that this vector is constant in 

time),        baseline hazard function.  

The hazard rate is given 

             
            

            
 (6) 

In the event of a fault occurring at specific time intervals, when 

the failure times are approximate by the same amount, 

determining parameter estimates is complicated. It is helpful to 

use the algorithm proposed by Breslow: 

    
           

                   
 
  

 
    (7) 

   number of objects with survival time     , 

          
 
         

 (8) 

In the PHM model, the estimation of the basic hazard function 

takes place irrespective of the parameter model estimation. The 

most common form of primary threat is Weibull or exponential, 

Gompertz. The Weibull distribution is one of the most frequently 

used distributions in modelling the time of failure occurrence. He 

assumes that the intensity of damage is a monotonic variable. The 

Gompertz distribution is used when the population divides the 

cause of the fault into two parts. Devices or units at a young age 

are primarily prone to random events or diseases, while for 

advanced age natural resistance in people or parts wear in the case 

of machines decreases, which is included in the function in the 

form of parameters. 

The Weibull distribution function looks like this:  

       
    

    
 (9) 

      
 

 
 

 

 
 

   
      

 

 
 

 
  (10) 

                   
 

 
 

 
  (11) 

where α – shape parameter, γ – scale parameter. 

The shape parameter tells us about the change in the 

probability of a fault occurring over time. For γ > 1 the probability 

of occurrence of a fault increases with time, for γ = 1 the 

probability of occurrence of a fault is constant, for γ <1 the 

probability of a fault decreases with time. The scale parameter is 

related to the time the fault occurred. 

Therefore, the hazard function is ensured by: 

       
 

 
 

 

 
 

   
 (12) 

After estimating the model parameters, you can test the 

statistical significance of the parameters. For this purpose, for 

example, the partial probability test or Wald test is used. 

The partial likelihood ratio test statistics are provided by: 

                 (13) 

              
 
    (14) 

where    is the number of objects in the risk set. 

With the null hypothesis that the tested coefficient is equal to 

zero, it is statistics with distribution  . 

Wald's Test: 

This test assumes that the ratio of the estimated ratio to the 

standard error will have a normal distribution 

   
  

       
 (15) 

Partial probability tests are usually recommended. 

The value of the standard deviation of the model parameters is 

estimated based on the inverse of Fisher's information matrix. 

          
     

    
    

  (16) 

On the other hand, the variance and standard deviation of the data 

are given in the formulas: 

               
  

 (17) 

                   (18) 

The model assumptions are tested by verifying four basic 

assumptions: 

 Violation of the proportional threat determination, 

 Appropriate functional form of accompanying variables, 

 Remote observations, 

 Influential observations. 

Testing the correctness of the model is checked by testing the 

probability distribution of so-called Cox-Snell residues. 

Schoenfeld's residuals 

For the vector covariates      calculated at time      

         Schoenfeld's residuals are: 

                                     (19) 

where set     a set of those objects that remain endangered until, 

    In the event that Cox regression model assumptions are met 

rather than asymptotically         . When fixing         instead 

of    we take     

2. Results and data analysis 

 For each covariant, the maximum percentage of significant 

models can be observed depending on the length of the time 

window. Both too short time windows and too long give lower 

percentages of significant models. Optimal values are obtained for 

a time window from 10 sec to 12 sec depending on the type of 

covariant. The least favourable case can be observed for the 

minimum, where the percentages of significant models decrease 

rapidly for all sample sizes. For the maximum, the percentage 

levels decrease in the least significant way, then for the average 

the situation is worse while for the median and for the minimum 

the worst. Based on this criterion, the optimal selection of a 

covariant in terms of choosing a time window is a maximum of 

the 10 seconds RMS time series. 

An analysis of the selection of the covariant was also made 

due to the criterion of the percentage of statistically significant 

models depending on the sample size. The relationships between 

the covariant are presented in the graphs Fig 2–Fig 6. 

In the selection of the covariant that gives the largest percentage 

of significant models depending on the time window length, the 

worst case is the covariant which is the minimum RMS value from 

the time window of the given length. From the graphs it can be 

seen that the larger the window size, the percentage of significant 

models is getting smaller just for the minimum with RMS, while 

the percentage of significant models does not differ significantly 

for other covariant. 

 

Fig. 2. Percentage of relevant models depending on the sample size for a 5-second 

time period 

 

Fig. 3. Percentage of relevant models depending on the sample size for a 10-second 

time period 
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Fig. 4. Percentage of relevant models depending on the sample size for a 15-second 

time period 

 

Fig. 5. Percentage of relevant models depending on the sample size for a 20-second 

time period 

 

Fig. 6. Percentage of relevant models depending on the sample size for a 25-second 

time period 

The quality of model fit depending on the covariant form was 

also analysed by examining the sum of standard parameter errors 

for the covariant. The results are shown in Fig. 7 to Fig 11. 

 

Fig. 7. Graph of the sum of standard errors of the parameter at the covariance in the 

Cox model depending on the sample size at the set time window length       sec 

 

Fig. 8. Graph of the sum of standard errors of the parameter at the covariance in the 

Cox model depending on the sample size at the set time window length        sec 

 

Fig. 9. Graph of the sum of standard errors of the parameter at the covariance in the 

Cox model depending on the sample size at the set time window length d=15 sec 

 

Fig. 10. Graph of the sum of standard errors of the parameter at the covariance in 

the Cox model depending on the sample size at the set time window length d=20 sec 

 

Fig. 11. Graph of the sum of standard errors of the parameter at the covariance in 

the Cox model depending on the sample size at the set time window length d=25 sec 

It can be seen from the graphs that the maximum RMS in a 

given time window generates the largest estimation errors. The 

smallest generates the minimum. The median and average 

generate error values between the maximum and minimum values. 

3. Conclusion 

The article presents the problem of choosing covariates in the 

Cox model and data reduction in order to optimise the quality of 

the obtained models. Data collected from measuring sensors for 

prediction in the production process control system. The presented 

technology was based on intelligent measuring sensors from an 

experiment consisting in introducing a defect in the mechanical 

shaft alignment system. Based on the received data, damage 

simulations were performed. Based on the generated time series 

data, the impact of the length of the data reduction time window 

on the quality of the model was examined. The maximum 

percentage of significant models can be observed depending on 

the time window length. For models where we care about the 

smallest estimation error, the most appropriate covariate will be 

the minimum RMS in the time interval. For 15-element samples, 

99.9 percent of the models appear significant. For 5-element, no 

model turned out to be significant. For 7-element samples, 

significant models are beginning to appear, but this is only a few 

percent of all models. For models in which we are interested in 

maximizing the percentage of significant models, the best 

covariate will be the maximum RMS in the time window. 
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Abstract:. The differential pressure of gas measurement is very often used in industrial measurements. During the gas flow, liquid condensation often 

occurs. The result is that when measuring a gas flow, the gas-liquid mixture is essentially measured. Errors in the indications of measuring instruments are 

starting to appear due to a change in the properties of the continuous phase, which is gas. In addition, the appearance of liquid droplets leads to flow 
disturbances and pressure pulsations. Therefore, new methods and tools for measuring the flow of gas-liquid mixture are being sought. The work involves 

the use of slotted orifices for measuring gas-liquid mixtures. An analysis of the influence of the slotted orifice geometry on the measurement of the biphasic 
mixture stream was carried out. Standard orifice and three slotted orifices of various designs. The experiment included measuring the air flow with a small 

amount of water dispersed in the form of drops. 

 Keywords: standard orifice, slotted orifice, mixture gas-liquid 

POMIAR STRUMIENIA MIESZANINY GAZ-CIECZ Z WYKORZYSTANIEM KRYZY 

STANDARDOWEJ I KRYZY SZCZELINOWEJ 

Streszczenie. Pomiar gazu metodą zwężkową jest bardzo często stosowany w pomiarach przemysłowych. Podczas przepływu gazu bardzo często dochodzi 

do wykroplenia się cieczy. Powoduje to, że mierząc przepływ gazu w zasadzie mierzy się mieszaninę gaz – ciecz. Zaczynają pojawiać się błędy wskazań 

przyrządów pomiarowych wynikających ze zmiany właściwości fazy ciągłej, którą jest gaz. Dodatkowo pojawienie się kropel cieczy prowadzi do 
powstawania zaburzeń przepływu i pulsacji ciśnienia. W związku z tym poszukuje się nowych metod i narzędzi do pomiaru przepływu mieszaniny gaz-ciecz. 

Praca obejmuje zastosowanie kryz szczelinowych do pomiaru mieszanin gaz-ciecz. Przeprowadzono analizę wpływu geometrii kryzy szczelinowej na 

pomiar strumienia mieszaniny dwufazowej. Badaniom kryzę standardową oraz trzy kryzy szczelinowe o różnych konstrukcjach. Eksperyment obejmował 
pomiar przepływu powietrza z niewielką ilością wody rozproszonej w postaci kropel. 

Słowa kluczowe: kryza standardowa, kryza szczelinowa, mieszanina gaz-ciecz 

Introduction 

Orifice meters are employed in flow measurements in many 

branches of industry. When a particular industrial application 

involves the transport of gas, we often have to do with the 

conditions when liquids carried with gas are condensed inside a 

tube. The existence of small liquid droplets leads to the 

measurement errors resulting from variable physical properties of 

the flow in the conditions when measurements are performed 

using orifice meters. Such phenomena occur as a consequence of 

the loss of the homogeneity of the gas phase flow. In such cases, 

gas takes the form of a two-phase mixture comprising gas and 

liquid phases. As a result of using standard methods in the 

measurements of homogeneous fluids, significant levels of 

measurement error are encountered. For these reasons, some of the 

currently challenging problems facing flow metrology are 

associated with the measurements of two-phase mixtures. The 

measurements concerned with mass flow rates of gas-liquid 

mixtures play an important role in many branches of engineering, 

for example power sector as well as applications in petrochemical 

and chemical areas [4]. This stems from fact that the occurrence of 

a dispersed phase results in the variations of the physical 

parameters of the continuous phase [5]. 

The approach to measurements outlined above can also be 

applied in the areas where natural gas is saturated with liquid. Wet 

gas provides a common example of such flow, i.e. gas in which 

the liquid phase does not exceed 5% of the volume fraction [7]. As 

a result of the economic feasibility of extracting gas from various 

inaccessible sources, such as mining in sea beds, desert and arctic 

areas, as well as other remote places, there is a need to develop 

reliable, small size and low cost metering systems [7, 8]. Another 

area in which the principle of differential measurement can be 

employed, includes waste composting [2], where the flows of wet 

gas occurs. Research has been conducted over the past years in 

many research centers and scientific institutions with the purpose 

of improving existing techniques and developing new ones to be 

applied in the metering of two-phase mixture flows. It is common 

for such measurements to employ equipment with large 

dimensions, complex structure and high cost of performance. 

Therefore, a current challenge facing engineering is associated 

with the need to design metering equipment with a simple design 

that can be built and assembled at a low cost. Differential pressure 

meters provide some of the examples of cheap flow measurement 

solutions with high performance. AS a result of their simple 

design, low cost of production, they are suitable for applications in 

industry. Recent reports include a variety of examples giving the 

applications of orifice plate meters in the measurement involving 

mixtures comprising gas and small amounts of liquids [6, 14]. 

1. Measurements of flow mixture by differential 

pressure flowmeters 

The measurements of the fluid flow rates by application 

differentia pressure flowmeter consist in the use of a constriction 

of the flow cross-section. This constriction leads to an increase in 

the fluid velocity, and along with the change in the velocity, the 

static pressure decreases and a differential pressure is developed at 

the orifice. The resulting differential pressure ΔP forms a reliable 

source serving for determination of the fluid mass or volume [5]. 

Among the orifices meters, we can distinguish: orifice plates, 

nozzles and Venturi tubes [10]. In this work, various types of 

orifice meters were applied in experimental research. 

1.1. Standard orifice 

A vast proportion of metering systems apply standard orifices 

as the simplest and reliable equipment for measuring fluid flow. 

The standard orifice is also characterized by considerable strength 

and lack of moving parts. The standard orifice can be successfully 

applied in measurements involving liquids, gas and suspensions, 

as they perform measurements well in extreme operating 

conditions, over a wide range of pressures and temperatures [5]. 

Differential pressure flowmeters are designed for measuring 

single-phase fluids, ensuring high measurement accuracy. 

However, when these types of flow meters are used in wet gas 

applications, due to the presence of liquids in the flow, the results 

tend to have a positive bias in the flow measurement. The 

presence of liquid droplets in the flowing gas results in an increase 

in the differential pressure Δp [7, 8, 14]. Therefore, we can state a 

general remark that differential pressure flowmeters indicate an 

overestimated value of the gas mass flow. The uncorrected gas 

stream is often called the superficial gas flow. 
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1.2. Special orifice 

The differential pressure flowmeter may be used to measure 

the gas – liquid droplet flow, however it is necessary to use the 

appropriate measuring orifice construction. Over the years, many 

researchers, including Hall, Geng, Morrison, and Kumar, have 

presented various design solutions that are a modification of the 

standard orifice, Fig. 1. Such orifices are called special orifices, 

and you can distinguish, among others, slotted, perforated, fractal 

or other [1, 3, 7–9, 11, 12]. In the literature, you can also find 

orifices with various hole shapes, e.g. square, triangular, oval, 

longitudinal. 

   
a) b) c) 

Fig. 1. Examples of special orifices: a) slotted orifice [7, 8], b)perforated orifice 

[3, 9], c) fractal orifice [1] 

The reason for wet gas formation is often associated with 

a decrease in temperature or pressure, and when condensation 

processes are encountered in the pipeline, this leads to 

accumulation of small amounts of liquid in the form of droplets 

that are condensed on the pipeline walls. And it is known that 

even small amounts of liquid in the flow of gas can lead to flow 

disturbance. 

The Lockhart-Martinelli parameter forms one of the most 

commonly applied characteristic that can be used to define the 

relative fraction of liquid in a two-phase flow. It is defined by the 

formula [6–8]: 

     
  

  
 
  

  
 (1) 

where: mL and mG are mass flow rates of the liquid and gas phases, 

respectively, and ρL, ρG are the liquid and gas densities. For the 

wet gas, the value of the XLM parameter does not exceed 0.35. 

2. Experimental setup 

The diagram of the setup applied in the testing the flow of gas-

liquid mixture is presented in Figure 2. The purpose of the tests 

was to determine the effect of the slotted orifice geometry on the 

resulting pressure difference measured for the flow of the gas-

liquid mixture. 

The air into this installation was fed via a compressor. The air 

was routed for the experiment via a throttling valve, which 

provided a constant pressure value of 0.5 bar. The flow rate of the 

air was regulated by a valve. The parameters of the air flow were 

controlled by a measuring system comprising a pressure sensor 

and a temperature sensor and an orifice plate. Water was supplied 

from the water network to a chamber in which the two-phase 

mixture was formed, and the flow rate was regulated by a valve. 

The flow rate of the water was measured by a rotameter (VEB 

MLW Prüfgeräte – Werk) and its measuring rage was equal 

to 0.2–0.6 m3/h) . The horizontal section of the pipeline comprised 

a system designed for testing slotted orifice plates that could 

be removed and replaced. The differential pressure resulting from 

the installation of the slotted orifice plates was measured with 

a differential pressure transducer (Aplisens typ PR-50G) 

and the measuring range was -10 kPa–10 kPa. The static pressure 

value in the pipeline was measured with a sensor (TRUCK 

typ PC001-Gi1/4A1M-U8X-H114), measuring range 0–1 bar. 

A separator was applied to remove the air from the liquid 

at the end of the measuring section in the installation. The values 

of signals from the measurement sensors were recorded 

continuously by a dedicated card on a PC throughout the duration 

of the experiment. 

 

Fig. 2. Diagram of the experimental setup: 1a, 1b – differential pressure meter,  

2 – pressure sensor, 3 – reducing valve, 4a – liquid flow regulating valve, 

4b – air flow regulating valve, 5 – temperature sensor, 6 – rotameter, 

7 – water spray nozzle, a – air, w – water 

The measurements were carried out for two mass flow rates 

of air, which were equal to 216 kg/h and 313 kg/h, respectively. 

After the gas flow was stabilized, water was fed into 

the installation in the range of flow rates from 216 kg/h to 

576 kg/h. 

In experimental research, the orifices were used: standard 

and three variants of slotted orifices. Diagrams of the orifices used 

in the experimental studies are shown in the figure 3. 

a) b)  

c) d)  

Fig. 3. Orifice plates applied in the experimental research: a) standard orifice,  

b) slotted orifice 1, c) slotted orifice 2, c) slotted orifice 3 

Slotted orifices were designed by the authors of this work. 

The design of the slots in the slotted orifice is selected in such 

a way that the mass flow rate can pass through the entire diameter 

of the pipeline. The slots in slotted orifice 2 and 3 are arranged 

radially, with the only difference that the geometry of the slots 

is such that in comparison to orifice no. 2, the slots in orifice no. 3 

are wider and longer. The purpose of this geometry was to check 

which design can offer better flow characteristics. In addition 

to the slots with radial arrangement, slotted orifice no. 1 has three 

arc-shaped slots, which are arranged concentrically close 

to the wall of the pipeline. The dimensions of the slots 

in the slotted orifices were chosen so that the surface area of these 

slots was equal to the area of the orifice hole. The orifice ratio 

of all orifices was the same and was β = 0.5. 

The β ratio is determined by the formula: 

    
      

     
 (2) 

where: Aslots surface area of the slots, Apipe – cross-sectional area 

of the pipe. 
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3. Results of experimental research 

Figure 4 contains the results of the measurements of the 

differential pressure as a function of the mass fraction of liquid 

in the constant gas flow rates, for 216 kg/h and 313 kg/h, 

respectively. The values in terms of the mass fraction of the liquid 

were determined on the basis of the measurements of gas and 

liquid flows by application of the following relations: 

   
  

     
 (3) 

where: mL and mG are mass flow rates of the liquid and gas, 

respectively. 

The analysis of the results in Figure 4 demonstrates that 

the distortions in differential pressure in the orifice due to 

the presence of the liquid phase in the constant air flow. The value 

of differential pressure in this case is due to greater fraction of the 

liquid in the air flow. The distribution of the differential pressure 

is non-linear. We can note that for the case of slotte dorifice, lower 

values of differential pressure are generated by the mixture 

omprising air and water compared to the standard orifice. 

Thestudy demosntrated that slotted orifice with a radial of slot 

arrangement has the lowest sensitivity to fluctuations in the mass 

fractions of the liquids. 

a) b) 

  

Fig. 4. Dependence between the differential pressures and water mass fraction for the airflow rates equal to: a) 216 kg/h, b) 313 kg/h 

a)  

b)  

Fig. 5. Dependence between the calculated gas mass flow rate and liquid mass fraction for the airflow rates equal to: a) 216 kg/h, b) 313 kg/h 
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In such conditins, gas comtaining liquid droplets is carried 

over through the obstacle, and only a small proprtion of the liquid 

is separated near the orifice. The slots arranged on the cross-

section of the pipe result in the entrainment of the liquid along 

with the gas flow. In a standard orifice, some of the liquid is held 

up downstream of the orifice, leading to liquid accumulation and 

additional flow distortions. 

The chart in Fig. 5 contains the results of the comparison 

of the mass flow rate of the gas taking into account the differential 

pressure during wet gas flow and flow of pure gas. 

The results of a comparison between the mass flow rates 

of gas and one for water that was measured in the investigated 

orifices plates are presented in a grphical form in Fig. 5. 

The formula derived from the norm (ISO 5167) formed the basis 

for the calculation of the mass flow rate of the gas phase to 

account for the differential pressure that accompnies the gas-liquid 

flow. The horizontal lines on the diagrams denote the mass 

flow rates for the case of single-phase gas flow. The blue line 

marks the mass flow rate of gas for the standard orifice, red refers 

to the slotted orifice 1, whereas the green and violet ones relate to 

the gas mass flow rated measured for the slotted orifices 2 and 3, 

respectively. We can note that in the chart above marked by a, 

the green and violet lines follow the same course. 

We can remark here that the increase in the flow rate of water 

leads to the greater value of the error of the meausred gas flow 

rate. As a result of the application of the standard orifice in the 

flow of gas-small amount of liquid, the measurments of the flow 

rate of gas that account for the gas-liquid differential pressure give 

18–32% greater values in comparison to the case of the single-gas 

flow through the pipeline. For the slotted orifices numbered 1, 2, 

3, the range of this error is 11–30%, 10–25% and 5–23% 

respectively. 

4. Conclusions 

The results of the resrafch reported in this paper demonstrate 

that the surface profiles and the geometric details of the 

perforations on slotted orifices have an effect on the lnegth of the 

region needed for the flow to stabilize and affect the value 

of permanent pressure drop. The process responsible for this 

is associated with the separation of the mixture into several 

smaller fluxes. In the case when flow metering applies a slotted 

orifice, recirculation zone is not normally developed. The use of 

the common standard orifice forms the reason for the occurrence 

of flow distortions leading to the generation of energy losses. 

However, the length of the hydraulic stabilization region in the 

flow is dependent to a large extent on the design of the slotted 

orifices and its value takes on smaller value compared to the case 

of a standard orifice. Moreover, the results of the study have 

demonstrated that the existence of perforations on the surface of 

the slotted orifice meters has a positive effect on homogenization 

of the flow and decrease of pressure pulsations, which form 

the major sources of the measurement error. Nevertheless, 

a disadvantage of slotted orifices is associated with the decrease 

of the differential pressure, loading to a limited sensitivity of flow 

measurements. This area needs further analysis associated with 

an attempt to strike a balance between the the above advantages 

and disadvantages of the use of various slotted orifice designs 

in particular engineering applications. In this aspect, studies need 

to be concerned with the determination of the suitable 

arrangement of slots suitable in specific applications. 
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Abstract. The paper deals with its own oscillations of a rectangular rod with a cross section of a rectangular shape. The method of determining real part 

of Young's dynamic modulus and tangent of mechanical loss of samples in the form of rods of a number of polymer materials by means of resonant 

vibrating-reed method are proposed. Experimental setup, algorithm and software for determining the amplitude of the sample oscillations are developed. 
The accuracy of measurements was determined and a comparative analysis of results was performed with data obtained by other methods. 

Keywords: oscillation amplitude, frequency measurements, acoustic and viscoelastic properties 

OKREŚLENIE DYNAMICZNEGO MODUŁU YOUNGA MATERIAŁÓW POLIMEROWYCH 

ZA POMOCĄ REZONANSOWEJ METODY WIBRACYJNEJ 

Streszczenie. W pracy opisano wahania własne prostokątnego sworznia o przekroju prostokątnym. Zaproponowano metodę wyznaczenia za pomocą 

metody rezonansowej wibracyjnej rzeczywistej części dynamicznego modułu Younga i tangensa kąta mechanicznych strat wzorców w postaci sworzniów 

z szeregu materiałów polimerowych. Opracowano eksperyment, algorytm i oprogramowanie dla określenia amplitudy wahań wzorca. Określono precyzję 
pomiarów i przeprowadzono porównawczą analizę wyników z rezultatami otrzymanymi innymi metodami pomiarów. 

Słowa kluczowe: amplituda oscylacji, pomiary częstotliwości, właściwości akustyczne i lepkosprężyste 

Introduction 

Requirements for reducing the mass of structures operating in 

the same dynamic fields of stresses that occur during impulse 

loading due to polymer materials are an urgent task of modern 

professional equipment making. However, an important factor is 

to determine the physical and mechanical properties of such 

structural materials with high reliability of results. The elastic 

properties of polymer material are determined by the speeds of 

propagation of ultrasonic waves, the deformation properties at 

high deformation rates, and the relaxation characteristics at short 

time intervals. The experimental values of Young's modulus (E) 

will be fully reliable only when obtained from wave-based and 

quasi-static experiments corresponding to the loading time of the 

order of a few microseconds – time of passing of the ultrasonic 

pulse through a polymer material sample. The results of 

mechanical tests using resonance methods that correspond to time 

intervals in the millisecond range can be used to refine or 

complement each other at such relatively high time intervals. 

Resonance methods in different modifications are often used to 

define Young’s modules in PVC materials [1–3, 5, 7]. However, 

they do not always ensure essential accuracy or require additional 

theoretical calculations [8]. Therefore, new methods development 

or renovation of already existing ones are rather a pertinent issue. 

1. Resonance method for determining dynamic 

modulus of elasticity and mechanical loss factor 

Young's complex dynamic modulus (E*) and tangent of 

mechanical losses (tgδ) of a number of polymer materials, the 

method of forced resonant oscillations of a fixed sample was used 

as a rod of rectangular shape at sound frequencies [1, 2]. 

The essence of method is to measure oscillation amplitude (А) 

of free end of the rod when changing frequency of driving force 

applied to the other fixed end. According to |А| sample 

measurements of transverse oscillations at different frequencies, a 

resonance curve is constructed, which parameters are frequency of 

oscillations (f) and ratio of amplitudes ( |A||A| max ), where 

Amaх is the maximum value of the amplitude corresponding to 

principal resonant frequency (fr). For fr determines the width of 

resonance curve (fr) at the level 
2

maxА
. 

The behaviour of a sample of a polymer material (Fig. 1) 

during oscillations under the disturbing force is described by the 

following differential equation [4]: 
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where  t,xu  is function of dependence of points transverse 

displacements of the rod axis on coordinate x and time t;   is the 

density of polymer material. 

 

Fig. 1. Specimen and its vibrating coordinate system 

The solution of equation (1) is represented as a harmonic 

function 

     tiexXt,xu  , (2) 

then, we get 
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dx
, (3) 

where k* complex wave number of oscillations per bend; where  

cyclic frequency ( f 2 ). 

The general solution of equation (3) is as follows 

   cos sin1 2 3 4Х x = A kx+ A kx+ A chkx+ A shkx , (4) 

where Ai arbitrary constants. 

The boundary conditions for our problem are as follows 

 
   
   
0 0 0

0.

'

'' '''

X = X = ;

X l = X l =
, (5) 

where l is the sample length. 



p-ISSN 2083-0157, e-ISSN 2391-6761      IAPGOŚ 4/2019      35 

The integral of equation (3) satisfying the conditions at the 

end х = 0 has following form: 

      3 4

1 1
cos sin

2 2
Х x = A chkx kx + A shkx kx  , (6) 

The conditions at end х = l are expressed by the following 

equations 

    3 cos sin 04A chkl + kl + A shkl + kl =  (7) 

where 

     0222
 lksinlkshlkcoslchk ****

, (8) 

or 

 01lkcoslchk **
. (9) 

Putting ibalk*   at resonance of the rod in conditions of 

0 ;  baa i , enables to obtain a ratio for the sample 

amplitude oscillations  
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where ai roots of the equation (9), С some constant. 

The values a and b are defined as follows 
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moreover, for a rectangular rod 
12

d
 , d is the thickness of 

the sample. 

The first four roots of equation 

 1 8751 4 6941 7,8548 10 9965kl = , ; , ; ; , . (13) 

In this case, at fundamental resonant frequency fr, which 

corresponds to the smallest root of equation (9), we obtain 

following relation for E 
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. (14) 

For the value of tgδ we have 
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  . (15) 

Accordingly, imaginary part (E) of complex E* is defined as 

follows 

 tgEE  . (16) 

In this case, we can determine value of E* in the following 

way: 

  2
1

22 EEE  . (17) 

2. Experimental setup and measurement 

technique 

Measurement А for the construction of resonance curves and 

determination of fr was performed on installation, a block diagram 

which is shown in Fig. 2. 
In experimental setup, a sample of polymer material 4 is 

placed into an air heat chamber 2 where it is rigidly fixed at one 

end to the thrust of mechanical oscillator 4 by means of a clamp. 

Thermal camera has viewing windows for optical observation

of amplitude oscillations of closed and free ends of sample. In the 

middle of cameras a light-emitting diode backlight is placed. 

Mechanical oscillation of the sample is performed by field-relay, 

which is supplied from generator of audio frequency range 1 

(Siglent SDG1010). The sample oscillation amplitude clamped 

end is governed by generator output voltage. In order to eliminate 

effects of power supply voltage fluctuations, a sound generator is 

connected via a ferroresonance voltage stabilizer. 

 

Fig. 2. Installation block diagram to study viscoelastic properties of polymer 

materials via resonance method 

Measurement of resonance oscillations amplitude can be 

carried out at different temperatures of polymer sample to the 

glass transition temperature. Heating of camera is electric 

provided by auto-transformer 7 through solid-state Crydom 

H12D4825 6. Temperature mode in thermal chamber is supported 

by means of thermal sensor 8 and microprocessor controller 9 

MTР-8. To determine amplitude of oscillations А special software 

is developed that recognizes image of the sample oscillation using 

webcam 5 with an optical zoom. 

Using oscillator, f changes the sample oscillations in range of 

10–140 Hz in 0.5 Hz increments and determine А. 

2.1. Algorithm for determining sample amplitude 

oscillations using software 

Using program interface (Fig. 3), two vertical and one 

horizontal lines define the sample oscillation region.  

a)  

b)  

Fig. 3. Program interface used to determine sample oscillation amplitude from 

an image of an installation web camera to study resilient properties of polymer 

materials 
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The program that automatically determines brightness 

threshold as an average brightness of points on a horizontal 

segment. By comparing brightness of two adjacent pixels, the 

program independently searches limits of sample oscillations. If 

brightness of i pixel is lower than specified brightness threshold, 

and brightness of i + 1 pixel is higher than brightness threshold, 

then we obtain left limit of oscillation, conversely, if i + 1 pixel is 

darker than brightness threshold, and – lighter than this threshold, 

we get right limit of oscillation. 

The program constantly compares determined left limit of 

oscillation with previously found one, selects the far left, 

coordinate of which is smaller relatively to vertical zero position. 

The obtained right boundary is also compared with the previously 

found boundary, and the extreme right is chosen, coordinate of 

which is larger relatively to vertical zero position. Magnitude of 

the sample oscillation will be automatically determined by the 

program and equal to 2A. 

An optical zoom webcam allows you to zoom in on a sample 

10 times. In this case, measurement error А does not  

exceed 2%. 

3. Results and discussion 

Experimental studies were performed on polymer samples of 

polyvinyl chloride (PVC), polystyrene (PS), high density 

polyethylene (HDPE) and low density polyethylene (LDPE). 

Density of polymer materials was determined by hydro-static 

weighing. According to the latter,  sample immersed in 

thermostatic fluid will be determined as follows 

  1 2

1

2

m
ρ= ρ ρ + ρ

m m



. (18) 

where m, m1 – mass of sample in air and liquid; 1, 2 are densities 

of liquid and air. 

Resonance curve for PVC sample in frequency range 

10–140 Hz is presented in Fig. 3. The curve has several resonance 

peaks in frequency range of 10–40 Hz and a maximum peak 

corresponding to fundamental resonance frequency in the region 

of 113 Hz. Fundamental resonant frequency can be changed 

by sample factor (l/d). 

Similar resonance curves were obtained for PS, HDPE 

and LDPE. Density, form factor and thickness of the samples 

are presented in table 1. Resonance curves in the region of 

principal resonant frequencies for each polymer at 293 K are 

presented in Fig. 4. The results of measurements fr, fr are 

presented in table 1. 

Analysis of obtained data shows that main resonant 

frequencies increase in a number of LDPE, HDPE, PS, PVC and 

lie in the range 105–113 Hz. Accordingly, width varies from 8 Hz 

for LDPE to 12 for PS. For HDPE and PVC, fr value is 10 Hz. 

 

 

Fig. 4. Resonance curve for PVC in the frequency range 10–140 Hz

 

Fig. 5. Resonance curves for basic resonance frequencies for polymer samples: 

1 – PVC, 2 – PS, 3 – HDPE, 4 – LDPE. 

The calculations of values of E, tgδ, E and E* by relations 

(14)–(17) are presented in table 1. 

Magnitude of E increases in a number of LDPE, HDPE, PS, 

PVC and lies in range (2.24–3.56)109 N/m2. The tgδ value is 

minimal for LDPE 0.07 and increases to 0.11 for PS. For HDPE 

and PVC, mechanical loss factor is 0.09. Similarly a change in 

value of tgδ change values of E. Values of Jung's E* complex 

modulus of a number of polymer materials follow tendency of 

changing its real part of E. 

Table 1. Measurement results 

Value 
Polymers 

PVC PS HDPE LDPE 

, kg/m3 1396 1040 950 915 

l/d  40.541 44.188 42.857 42.857 

d, mm 0.74 0.66 0.70 0.70 

fr, Hz 113 108 106.5 105 

fr, Hz 10 12 10 8 

E'10–9, N/m2 3.55 3.04 2.40 2.24 

tg 0.09 0.11 0.09 0.07 

E10–8, N/m2 3.05 3.25 2.17 1.67 

E*10–9, N/m2 3.57 3.06 2.41 2.25 
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Accuracy of installation is determined by an error in generator 

frequency settings as well as in determining density and 

dimensions of the sample. For the Siglent SDG1010, in frequency 

range 10–140 Hz the error does not exceed 10–5%. 

We estimate fractional error of E value determination by 

following relation: 

 4 2 2' ρ Const
E

r

Δl Δd Δf
ε = ε + + + + ε

l d f
, (19) 

where  fractional error of a sample density measurement; l, d 

maximum instrumental errors in measuring length and thickness 

of specimen; f absolute error in determining fundamental 

resonant frequency; Const relative error in determining constants in 

ratio (14). 

The fractional error of hydrostatic weighing method is  

 = 0.2%. The Fractional error of constants Const determination 

does not exceed 0.05%. 

Measuring samples thickness with up to 1.5%, leads to 

determining fractional error of Evalue. 

An estimate of relative error E  by relation (19) shows that 

it does not exceed 1.9%. 

Let us compare values of Young's modules by determining 

velocity of propagation of longitudinal ultrasonic waves 

(ultrasonic method), mechanical methods [6, 9] and vibrating reed 

method (Table 2). 

Table 2. Young's modules of polymer materials are defined by different methods 

Polymer 

E10–9, N/m2 

Ultrasonic 

Method 

Vibrating-reed 

method 

Mechanical  

method 

LDPE 4.3–4.4 2.25 0.7 

HDPE 5.5–6.2 2.41 0.8 

PS 5.7 3.06 3–3.5 

PVC 7.4 3.57 2.4–3.1 

 

Analysis of presented data shows that values of E for a 

number of polymers determined by vibrating-reed method are 

smaller than values obtained by the ultrasonic method. For LDPE 

and PS on average 1.9 times, for HDPE respectively – 2.3–2.6 

times, for PVC – 2.1. In this case, values of the Young's modulus 

determined by the vibrating-reed method are higher than those 

obtained by mechanical methods for LDPE, HDPE, PVC, 

respectively, 3.2 and 3 times and 1.2–1.5 times, respectively. For 

PS, value of E coincides with lower bound and less than 0.9 times 

upper bound. 

 

4. Conclusion 

Experimental studies and comparative analysis showed that 

resonant vibration method has the prospects of technological 

application in metro-logical control bodies to create database of 

structural polymer materials. Usage of software to determine 

sample amplitude of oscillations in frequency range of 

measurement allows to minimize error in determining the 

fundamental resonant frequency. Error determination of Young's 

modulus of structural polymer materials is determined by 

measurements of sample geometric dimensions and depends on 

equipment instrumental error. Application of resonance vibrating 

method and analysis of resonance curve to control Young's 

modulus and mechanical loss factor at this stage is limited mainly 

by laboratory testing of polymer material samples. Implementation 

perspectives of the method are shown to investigate the influence 

of plastification, filling, radiation, orientation, heat treatment and 

other factors on viscoelastic properties of high-molecular mass 

compounds, and to define dependence between their static and 

dynamic properties. 
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DETERMINATION OF THE OPTIMAL SCANNING STEP 

FOR EVALUATION OF IMAGE RECONSTRUCTION QUALITY 

IN MAGNETOACOUSTIC TOMOGRAPHY WITH MAGNETIC INDUCTION 

Adam Ryszard Zywica, Marcin Ziolkowski
 

West Pomeranian University of Technology, Faculty of Electrical Engineering, Department of Electrical and Computer Engineering, Szczecin, Poland 

Abstract. Magnetoacoustic Tomography with Magnetic Induction (MAT-MI) is a new hybrid imaging modality especially dedicated for non-invasive 

electrical conductivity imaging of low-conductivity objects such as e.g. biological tissues. The purpose of the present paper is to determine the optimal 

scanning step assuring the best quality of image reconstruction. In order to resolve this problem a special image reconstruction quality indicator based on 
binarisation has been applied. Taking into account different numbers of measuring points and various image processing algorithms, the conditions 

allowing successful image reconstruction have been provided in the paper. Finally, the image reconstruction examples for objects’ complex shapes have 

been analysed.  

Keywords: image reconstruction, image processing algorithms, medical diagnostic imaging, magnetoacoustic effects, magnetoacoustic tomography with magnetic induction  

OKREŚLENIE OPTYMALNEGO KROKU SKANOWANIA DO OCENY JAKOŚCI 

REKONSTRUKCJI OBRAZU W TOMOGRAFII MAGNETOAKUSTYCZNEJ  

ZE WZBUDZENIEM INDUKCYJNYM 

Streszczenie. Tomografia magnetoakustyczna ze wzbudzeniem indukcyjnym (MAT-MI) to nowa hybrydowa technika obrazowania dedykowana szczególnie 

do nieinwazyjnego obrazowania obiektów o niskiej konduktywności elektrycznej, takich jak na przykład tkanki biologiczne. Celem niniejszej pracy jest 
określenie optymalnego kroku skanowania zapewniającego najlepszą jakość rekonstrukcji obrazu. W celu rozwiązania tego problemu zastosowano 

specjalny wskaźnik jakości rekonstrukcji obrazu bazujący na binaryzacji. W artykule przedstawiono warunki umożliwiające pomyślne zrekonstruowanie 

obrazu biorąc pod uwagę różną liczbę punktów pomiarowych oraz różne algorytmy przetwarzania obrazu. W końcowym etapie pracy przeanalizowano 
przykłady rekonstrukcji obrazu dla obiektów o bardziej złożonych kształtach.  

Słowa kluczowe: rekonstrukcja obrazu, algorytmy przetwarzania obrazu, diagnostyczne obrazowanie medyczne, efekty magnetoakustyczne, tomografia magnetoakustyczna ze 

wzbudzeniem indukcyjnym 

Introduction 

Magnetoacoustic Tomography with Magnetic Induction 

(MAT-MI) is a new hybrid modality dedicated for non-invasive 

imaging of low-conductivity objects’ internal structure, especially 

designated to use in medical diagnostics or in non-destructive 

testing of materials. MAT-MI is characterised by a good spatial 

resolution, high contrast and overcomes the unwanted screening 

effect which is often found in other tomographic techniques [5, 8, 

10]. 

The MAT-MI method can be divided into two main parts, 

namely: so-called forward and inverse problems. The result of the 

first part is obtaining and recording the sound pressure generated 

inside the low-conductivity object. The ultrasonic signals are 

collected by piezoelectric transducers (during an experiment) or 

calculated at measuring points − which in a present simulation 

study are the transducers’ equivalents. The latter part consists of 

two steps, i.e. reconstructing the distribution of the Lorentz force 

divergence, and finally, the imaging of the electrical conductivity 

distribution [5, 9]. 

MAT-MI, in the principle, uses electromagnetic and acoustic 

field theory. In this technique an object to be imaged is placed in 

static and time-varying (pulsed) external magnetic fields            

(an arrangement schematically has been shown in Fig. 1). 

Accordingly, due to the electromagnetic induction, eddy currents 

are induced. Consequently, the object emits acoustic waves 

through the Lorenz force generated as result of interaction 

between static magnetic field and eddy currents. The propagated 

acoustic waves are used for electrical conductivity image 

reconstruction [5]. 

The purpose of the presented study is to determine the optimal 

scanning step which is the equivalent of ultrasonic pressure 

measuring points’ number. In order to resolve this problem a 

special image reconstruction quality indicators based on 

binarisation have been applied. Finally, the image reconstruction 

examples for objects’ complex shapes have been analysed and the 

reconstruction of the Lorentz force divergence has been achieved. 

Taking into account different numbers of measuring points and 

various image processing algorithms, the conditions allowing 

successful image reconstruction have been provided. 

 

Fig. 1. Schematic diagram of 2D MAT-MI concept 

1. Image reconstruction quality 

In order to determine the conditions allowing for successful 

image reconstruction an assessment of the quality of the 

reconstructed images must be made. In this case, the image 

reconstruction quality should be understood by the similarity 

between the reconstructed image and the original image of an 

object. There are two kinds of quality assessment: subjective 

assessment (a method based on estimation of image quality by a 

human) and objective assessment (considered in this paper) where 

the goal is to implement and use quality indicator that can predict 

perceived image quality automatically. In practice, an objective 

image quality metric can be employed to determine the optimal 

value of scanning step SS which determines a required minimal 

scanning resolution assuring the best quality of image 

reconstruction. Finally, information obtained during the 

simulation studies can be used subsequently in experiments to 

properly calibrate a measuring system [7]. 

In tomography, various approaches and correlated indicators 

are commonly used in image processing approaches, e.g. an image 

feature extraction (shape, curve, texture and histogram). In this 

paper a straight image comparison, based on comparing binary 

images globally, has been applied [1]. The block diagram of a 

quality estimation of an image reconstruction is shown in Fig. 2. 
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Fig. 2. Block diagram of reconstruction quality evaluation algorithm 

In order to obtain sample images, the first step of the MAT-MI 

inverse problem ought to be conducted. The Lorentz force 

divergence can be reconstructed using time reversal technique 

which is one of the ultrasound imaging modalities [5, 9]. The 

resulting sample images (stored in grayscale) are subjected to a 

binarisation and then compared with the original image of the 

object. The binarisation process has been performed with the help 

of Matlab’s function imbinarize. The function uses Otsu’s method, 

which chooses the threshold value to minimize the interclass 

variance of the threshold black and white pixels (global 

thresholding method) [6]. 

The most appropriate and natural ways to compare binary 

images is the statistical approach using such indicators as: positive 

predictive value (PPV, precision), negative predictive value 

(NPV), true positive rate (TPR, sensitivity), true negative rate 

(TNR, specificity or selectivity) and accuracy (ACC) which are 

derivatives from so-called confusion matrix (also called as error 

matrix). PPV, NPV, TPR, TNR and ACC can be determined by 

the following expressions [4]: 
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, (5) 

where: TP (true positive) and FP (false positive) are the numbers 

of foreground image reconstruction pixels (black pixels, pixels of 

the reconstructed object) consistent with model object’s pixels and 

inconsistent with model object’s pixels, respectively; TN (true 

negative) and FN (false negative) are the numbers of background 

image reconstruction pixels (white pixels) consistent with model 

background pixels and inconsistent with model background pixels, 

respectively. 

Besides a confusion matrix approach, others measures are also 

used to evaluate the similarity of two images, e.g. pixel-to-pixel 

matching (MPxP), peak signal-to-noise ratio (PSNR) and 

correlation (COR). MPxP is the method in which each pixel from 

reconstructed image is compared to the corresponding pixel from 

the original image. Secondly, peak signal-to-noise ratio (PSNR) is 

the image quality measure which is simple to calculate, has clear 

physical measuring but does not match well with the human 

perception. In practice, the higher PSNR generally the higher 

image reconstruction quality. 

The PSNR is defined as (in dB) [4]: 

 
10

MAX
PSNR 20log

MSE

 
  

 
 (6) 

Where: MAX is the maximum possible pixel value of the image, 

MSE is the mean squared error. 

 

Lastly, correlation (COR) is the Pearson correlation 

coefficient. COR is used to measure of the linear correlation 

between the reconstructed image and the original image of an 

object as a measurement of the similarity of these two images. In 

this case, COR is defined as [2-3]: 
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(7) 

Where: f (m, n) is the pixel intensity at a point (m, n) in the 

original image, g (m, n) is ) is the pixel intensity at a point (m, n) 

in the reconstructed image, f and g  are mean values of the 

intensity of the images f and g, respectively. 
 

2. Study 

The MAT-MI forward problem has been performed with the 

help of Comsol Multiphysics based on the finite element method 

(FEM). In order to reconstruct the acoustic source as the Lorentz 

force divergence, i.e. ·(J  B0), the time reversal algorithm has 

been used. It should be noted, that the layers are acoustically 

homogeneous without any reflections, dispersion and attenuation. 

Moreover, all the studies are ideal and therefore the recorded 

signals are considered as a noise-free.  

The original images of the two exemplary objects under test 

are shown in Fig. 3. On the left, the so-called a simple-shaped 

object (hereinafter referred to as a simple object), and to the right a 

compound-shaped object (hereinafter referred to as a complex 

object) are presented. The 2D geometry of the simple object 

consists of two separate spots, while the complex object to be 

imaged consists of inner and outer layers with the irregular shapes. 

The electrical conductivity of smaller spot of the simple object and 

inner layer of the complex object has been set to 8 S/m. The 

electrical conductivities of the bigger spot of the simple object and 

outer layer of the complex object have been set to 6 S/m. 

Moreover, the conductivity of the white background in both 

pictures has been set to 0 S/m. 

 

Fig. 3. The objects’ view: simple (left, blue frame) and complex (right, green frame) 

Results of the reconstruction for four different exemplary 

number of MP (6, 12, 24 and 36) have been presented in the Fig. 4 

and Fig. 5 for the simple and complex object, respectively. In 

order to reduce the computation time, the size of images has been 

rescaled to 300×300 pixels.  
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Fig. 4. Normalized acoustic pressure: reconstructed images of the simple object 

for different number of MP 

 

Fig. 5. Normalized acoustic pressure: reconstructed images of the complex object 

for different number of MP 

Next, two groups of the binary images from reconstructed 

images of the simple and complex object have been made, called 

‘case A’ and ‘case B’, respectively. The former is made after 

binarisation from the grayscale image reconstruction of the object 

with full range of values. In turn, the latter is made after 

binarisation from the grayscale image reconstruction of the object 

without positive values. Results of image binarisation of 

exemplary source images presented already in Fig. 4 and Fig. 5 

are shown in Fig. 6. 

 

 

Fig. 6. Exemplary results of binarisation of the simple (blue frame, upper part) 

and complex (green frame, lower part) object for case A and case B 
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The subjective assessment is undoubtedly pointing at a greater 

similarity of the images in case B to object image than in case A 

for the both objects. For example, for 6 MP the external ring was 

properly reconstructed but not much information about the inner 

part of the complex object is revealed. With 12 MP, some of the 

inner basic features of the complex object start to emerge but still 

blurring artefacts around and between the inner and outer part of 

the complex object can be observed. Finally, for 36 MP the 

reconstructed acoustic source positions almost exactly correspond 

to the actual locations of the complex object. However, the same 

thing happens for the simple object. Generally, the greater number 

of measuring points, the better quality images with less time 

reversal noise can be observed. 

3. Results 

The straight image comparison (globally) has been chosen 

which seems best adapted for this case. During the full 

calculations, the following nine MP numbers have been analysed, 

i.e.: 6, 12, 24, 36, 60, 90, 120, 180 and 360. The binary images 

have been compared without using feature extension (feature 

comparison). In order to evaluate the reconstruction quality 

properly, some of the statistical and the other mentioned above 

indicators have been calculated for the case A and B for the simple 

and complex object. Curves obtained for PPV and TPR are shown 

in Fig. 7 and Fig. 8 but values of all calculated indicators for the 

both objects and the both cases have been summarised in Tab. 1 

and Tab. 2. 

 

Table 1. Values of the indicators used to compare the images of the simple object for case A and case B for different number of measuring points MP 

  Case A of the simple object 

SS [o] MP PPV NPV TPR TNR ACC MPxP [%] PSNR [dB] COR 

60 6 0.978 0.177 0.524 0.895 0.562 52.41 51.71 0.254 

30 12 0.978 0.181 0.541 0.891 0.577 54.09 51.86 0.262 

15 24 0.990 0.238 0.657 0.941 0.689 65.68 53.15 0.369 

10 36 0.994 0.416 0.848 0.954 0.859 84.76 56.62 0.573 

6 60 0.995 0.514 0.896 0.962 0.903 89.63 58.26 0.661 

4 90 0.995 0.518 0.898 0.963 0.905 89.78 58.33 0.665 

3 120 0.996 0.520 0.899 0.965 0.905 89.85 58.37 0.667 

2 180 0.996 0.521 0.899 0.965 0.906 89.89 58.39 0.668 

1 360 0.996 0.521 0.899 0.965 0.906 89.90 58.39 0.669 

  Case B of the simple object 

SS [o] MP PPV NPV TPR TNR ACC MPxP [%] PSNR [dB] COR 

60 6 0.954 0.261 0.783 0.671 0.772 78.33 54.54 0.312 

30 12 0.958 0.306 0.823 0.686 0.809 82.28 55.31 0.366 

15 24 0.959 0.398 0.884 0.671 0.862 88.43 56.75 0.445 

10 36 0.963 0.800 0.981 0.668 0.949 98.09 61.04 0.806 

6 60 0.963 1.000 1.000 0.665 0.966 99.89 62.78 0.867 

4 90 0.963 1.000 1.000 0.664 0.966 99.89 62.78 0.869 

3 120 0.963 1.000 1.000 0.664 0.966 99.89 62.78 0.869 

2 180 0.963 1.000 1.000 0.665 0.966 99.89 62.78 0.872 

1 360 0.963 1.000 1.000 0.665 0.966 99.89 62.78 0.872 

Table 2. Values of the indicators used to compare the images of the complex object for case A and case B for different number of measuring points MP 

  Case A of the complex object 

SS [o] MP PPV NPV TPR TNR ACC MPxP [%] PSNR [dB] COR 

60 6 0.945 0.476 0.733 0.851 0.759 73.32 54.32 0.496 

30 12 0.938 0.466 0.729 0.831 0.752 72.88 54.18 0.475 

15 24 0.942 0.538 0.797 0.829 0.804 79.69 55.21 0.548 

10 36 0.955 0.555 0.802 0.866 0.816 80.22 55.49 0.583 

6 60 0.956 0.566 0.810 0.868 0.823 81.04 55.65 0.594 

4 90 0.956 0.560 0.805 0.870 0.819 80.48 55.56 0.590 

3 120 0.956 0.566 0.810 0.870 0.823 81.00 55.66 0.596 

2 180 0.956 0.568 0.811 0.870 0.824 81.11 55.68 0.597 

1 360 0.957 0.568 0.811 0.871 0.824 81.11 55.69 0.598 

  Case B of the complex object 

SS [o] MP PPV NPV TPR TNR ACC MPxP [%] PSNR [dB] COR 

60 6 0.912 0.726 0.926 0.686 0.873 92.61 57.08 0.624 

30 12 0.925 0.771 0.938 0.735 0.893 93.77 57.82 0.684 

15 24 0.946 0.876 0.967 0.806 0.932 96.74 59.78 0.797 

10 36 0.950 0.946 0.987 0.819 0.950 98.67 61.10 0.850 

6 60 0.953 0.950 0.988 0.830 0.953 98.77 61.37 0.859 

4 90 0.952 0.952 0.988 0.827 0.952 98.81 61.35 0.858 

3 120 0.954 0.952 0.988 0.831 0.953 98.80 61.43 0.861 

2 180 0.954 0.952 0.988 0.832 0.954 98.81 61.46 0.862 

1 360 0.954 0.952 0.988 0.831 0.953 98.82 61.48 0.865 

 

 

The results present the high similarity of the compared binary 

images in both cases for the both objects. However, the lesser 

difference between PPV and TPR for case B than case A indicates 

that the cut off of positive values from the grayscale image 

reconstruction is resulted in a distinct improvement in the match

of the reconstruction to the model. Significant image 

reconstruction improvement takes place when the number of 

measuring points begins by 36 for case A and case B also for the 

both objects, respectively. What is more, further increment of 

measuring points’ number does not change the image crucially. 
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Fig. 7. Value of some confusion matrix indicators obtained for the case A and case B 

for the simple object 

 

Fig. 8. Value of some confusion matrix indicators obtained for the case A and case B 

for the complex object 

Taking into account three other indicators i.e. pixel-to-pixel 

matching (MPxP), PSNR and correlation (COR), it can be 

observed that the results present the great similarity of the 

compared binary images in both cases for the both objects. As in 

previous situation (statistical approach), significant image 

reconstruction improvement occurs when the number of 

measurement points starts at 36 for both cases also for the both 

objects. The high values of the indicators for the both cases are 

due to the fact that the images are compared globally. In addition, 

large fragments of images near their edges, consisting only of 

pixels of white colour, also have a large share in inflating the 

values. Another element that enhances this effect is the lack of a 

large number of smaller sized artefacts that were cleared during 

the binarisation.  

4. Conclusions 

In this paper, the influence of MAT-MI scanning resolution on 

the image reconstruction quality has been studied in detail. In 

order to evaluate properly the image reconstruction quality, the set 

of quality indicators has been used. The main task of the indicators 

is to determine the perceived image quality automatically allowing 

to benchmark and to optimize scanning resolution and parameter

settings in the simulations studies. The information obtained after 

the simulation tests will allow for accurate matching of the 

experimental conditions and to properly calibrate the measuring 

system. Taking into account the subjective and objective 

assessment of image reconstruction quality, among all the 

indicators we used to determine the similarity between the 

reconstructed image and the original image, the correlation gives 

the best results.  

It should be noted that the obtained values of the indicators 

depend on the resolution of the compared images. However, this 

resolution is related to the sampling time occurring in the MAT-

MI forward problem. This aspect will be studied in the next 

article. 
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Abstract. This article presents the ultrasonic structure for the analysis of technological processes in the field of reflective and transmission waves. 

Ultrasound tomography enables the analysis of processes occurring in the examined object without interfering with its interior through appropriate 

acquisition and analysis of data. The design goal is to verify the repeatability of measurement results by eliminating laboratory equipment. The ultrasonic 
tomograph has been designed in a modular way and consists of a motherboard connected to an analog signal conditioning board, a liquid crystal display 

with an integrated graphics processor and a high voltage pulser with a 64 channel multiplexer. The solution was designed for tomographic measurements 

of technological process properties. 

Keywords: ultrasound tomography, sensors, measurements  

BUDOWA TOMOGRAFU ULTRADŹWIĘKOWEGO DO ANALIZY PROCESÓW 

TECHNOLOGICZNYCH W ZAKRESIE FAL ODBITYCH I TRANSMISYJNYCH 

Streszczenie. W niniejszym artykule przedstawiono konstrukcję tomografu ultradźwiękowego do analizy procesów technologicznych w zakresie fal odbitych 
i transmisyjnych. Tomografia ultradźwiękowa umożliwia analizowanie procesów zachodzących w badanym obiekcie bez ingerencji w jego wnętrze poprzez 

odpowiednią akwizycję i analizę danych. Celem konstrukcyjnym jest weryfikacja powtarzalności wyników badań pomiarowych poprzez wyeliminowanie 

sprzętu laboratoryjnego. Tomograf ultradźwiękowy został zaprojektowany w sposób modułowy i składa się z płyty głównej połączonej z płytą 
kondycjonowania sygnału analogowego, wyświetlacza ciekłokrystalicznego ze zintegrowanym procesorem graficznym oraz impulsatora wysokiego 

napięcia wraz z 64 kanałowym multiplekserem. Urządzenie zostało zaprojektowane do tomograficznych pomiarów właściwości procesów 

technologicznych. 

Słowa kluczowe: tomografia ultradźwiękowa, sensory, pomiary 

Introduction 

Ultrasound tomography can be used to analyze the processes 

taking place in the facility without interfering with the production, 

analysis or detection of obstacles, defects and various anomalies. 

The article describes the measuring system has a specially 

designed measuring structure. The application allows you to 

choose the right method of image reconstruction thanks to 

knowledge of the features of each solution. The process of 

identifying optimization or synthesis, in which the goal is to 

specify parameters describing the data field, is solved by the 

inverse problem. The designed system for data acquisition and 

analysis enables monitoring and control of technological processes 

related to the processing of data obtained from various sensors. 

The idea of measuring in ultrasonic tomography is shown 

in Fig. 1. 

 

Fig. 1. The principle of ultrasonic measurement by transmission mode 

Measuring technologies are still being improved. There is a 

clear tendency to implement more optimal solutions with an 

emphasis on active control and optimization [11–15, 25–27]. 

There are many numerical methods [1–4, 17, 24, 28, 29], but in 

order to solve the inverse problem, ultrasound tomography [5–10, 

16] can be used. 

The principle of operation is that one of the active probes 

sends an ultrasonic signal, the other probes are in the receiving 

mode. The number of signal periods sent will depend on the type 

and size of the object being tested. For the container tested, four 

periods are sufficient. Active probes measure time individually 

from the moment the signal is sent to when it is picked up by 

individual transducers. This is the time when ultrasound travels 

the distance between probes. 

1. Measurement system 

The reflective ultrasound tomograph has been designed 

in a modular way (Fig. 2–4). The first module consists 

of a motherboard connected to an analog signal conditioning 

board and a liquid crystal display with an integrated FT811CB 

graphics processor. The second module consists of a high voltage 

pulse generator with a 64-channel multiplexer.  

 
Fig. 2. Block diagram of an ultrasonic reflective tomograph 

When designing the main module of the device, great 

emphasis was placed on its universality. The size of the printed 

circuit board depends on the dimensions of the FT811CB display. 

The main module board itself will be mounted under the display. 

The board allows you to connect external storage media: micro SD 

cards, portable drives to the USB Fast Speed port. The board has a 

spare RTC battery, spare registers, EEPROM memory. 

Communication with the computer can be implemented in the 

USB High Speed 2.0 standard. The debugger connector and serial 

port are connected. CAN, SPI, RS485 buses are output via the 

standard Cat 6a connector. Other I/O ports come from popular 

terminal blocks. 
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Fig. 3. Device model 

 
Fig. 4. Ultrasound tomograph 

The device is a closed structure that needs several control 

signals: 

 CAN 2.0A bus 

Setting device parameters such as: 

o Channel number to which the extortion is given, 

o Channel number from which the analogue signal is fed to 

the A / C converter, 

o The number of pulses generated, 

o Frequency of pulses generated, 

o Time of output shorting to ground after keying, 

o Brightness levels of RGB channels with backlit company 

logo. 

 TRIGGER 

This is a differential signal that triggers the bipolar excitation 

signal generator. 

 ANALOG 

The analog signal output from the multiplexer is protected by 

a high voltage cut-off system. 

 

To generate waveforms to control the MOSFET key, use three 

cascade-connected hardware counters operating in One Pulse 

mode. In Figure 5 the exact way to connect the counters. The 

generator cycle begins by receiving a signal at the differential 

input of the TRIGGER line, which generates an interruption in the 

microcontroller during the execution of the ENA-BLE line is set 

to high, and also TIM1 is started (OUTA, OUTB), after the TIM1 

countdown, the hardware called TIM2 , the countdown for the first 

counting period, after which the equipment sets the low state on 

OUTA, OUTB lines and starts TIM3. The third timer counts down 

the time by one TX output is topped with something that starts the 

interrupted program statement of the ENABLE line in the low 

state. Which causes MD1822 to set up secure tables on MOSFET 

TC8220 high-voltage key exchange control lines. 

 
Fig. 5. MOSFET key control method for high voltage generator 

User interface 

Tomography software, including the user interface at the 

current stage of work is still being developed. The screenshots 

below are illustrative (Fig. 6). 

Measuring parameters that can be changed: 

 First probe number – the number of the probe from which the 

measurement sequence begins, 

 Last probe number – the probe number at which the 

measurement sequence ends, 

 Number of pulses – the number of bipolar pulses generated by 

the excitation system, 

 Short to ground after transmission – the time for which the 

excitation system closes the ground lines after the 

transmission, 

 Frequency – the frequency of the excitation signal, 

 Input gain – amplification of the first stage of signal 

processing (12 bit), 

 Output gain – amplification of the second stage of signal 

processing (signal envelope path, 8 bit), 

 Measurement method – a method of performing 

measurements: reflection / transmission, 

 Number of samples – the number of samples collected by the 

analog to digital converter, 

 Sampling [ns] – signal sampling, 

 A/D converter selection – selection of a/c converter 

(measurement of signal envelope or measurement of 

unprocessed signal). 

 

The START button starts the measurement cycle during which 

data is sent via USB to the computer in binary form. 

  

  

Fig, 6. Device measuring interface 
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2. Measurement tests 

Measurements were made using 8 ultrasonic probes designed 

in the laboratory. The probes made by us work with a resonance 

frequency of 2.4 MHz. Due to the low resonance impedance of the 

transducers (approx. 2 Ohm), each probe has a 49 Ohm series 

resistor protecting the tomograph against damage. The ultrasonic 

transducers used, depending on the specimen, show varying 

sensitivity to signal reflections (Fig. 7). 

The measurements were carried out in a plastic vessel with a 

diameter of 34 cm with full immersion of the sensor in water, a 

plastic bottle filled with water was used as a phantom (Fig. 8). 

Tomograph settings: 

 Number of pulses: 16, 

 First level strengthening: 2332/4095, 

 Second degree gain (envelope): 252/255, 

 Measurement method: reflective, 

 Number of samples: 500, 

 Sampling: 1 us. 

 

 

Fig. 7. Ultrasonic probe Fig. 8. Measuring object 

The captured waveforms for each of the probes are shown 

below, and for comparison the waveforms captured without 

converting to boundaries (Fig. 9). From the measurements it is 

possible to observe a very high wave direction at such a high 

frequency. For example, the same bottle slightly tilted would not 

be visible through all probes, because the wave reflected from it 

directly would not return back to the inverter. 

 

Sensor 1 

 
 

 
 

Sensor 2 

 
 

 

Fig. 9 (part 1). Waveforms for each probe and for comparison waveforms captured 

without processing into boundaries 

Sensor 3 

 
 

 
 

Sensor 4 
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Sensor 5 

 
 

 
 

Sensor 6 

 
 

 

Fig. 9 (part 2). Waveforms for each probe and for comparison waveforms captured 

without processing into boundaries 

Sensor 7 

 
 

 
 

Sensor 8 

 
 

.

3. Conclusion 

The article presents the construction of the device based on 

ultrasonic tomography. An original tomograph was designed for 

measuring ultrasonic waves and processing data obtained from 

various sensors. The ultrasonic tomograph has been designed in a 

modular way and consists of a motherboard connected to an  

analogue signal conditioning board, a liquid crystal display with 

an integrated graphics processor and a high voltage pulser with a 

64 channel multiplexer. The device allows you to analyse the 

properties of various technological processes. Measurements were 

carried out in a plastic vessel with the sensor fully immersed in 

water, a plastic bottle filled with water was used as a phantom. 

Waveforms for each of the probes are presented and for 

comparison waveforms captured without processing into 

boundaries, where very high directionality of the wave can be 

observed at such a high frequency. 
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IMPROVING IN ULTRASOUND TRANSMISSION TOMOGRAPHY 
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Abstract. In this paper a new version of discretisation model for Ultrasonic Transmission Tomography is presented. The algorithm has been extensively 

tested for synthetic noisy data on various configurations of internal objects. In order to improve the imaging quality, the pixels/voxels have been enlarged 

compared to the figures inscribed in pixels/voxels however no more than figures described on the standard square pixels or cubic voxels. The proposed 
algorithm provides better quality of imaging. 

Keywords: Ultrasound Transmission Tomography, image reconstruction, constrained optimisation, circular pixels, spherical voxels 

NOWA KONCEPCJA DYSKRETYZACJI MODELU CELEM PODNIESIENIA JAKOŚCI 

OBRAZOWANIA W TRANSMISYJNEJ TOMOGRAFII ULTRADŹWIĘKOWEJ 

Streszczenie. W tym artykule zaproponowano nową wersję dyskretyzacji modelu dla Ultradźwiękowej Tomografii Transmisyjnej. Przedstawiony algorytm 

był wszechstronnie przetestowany dla danych syntetycznych zaszumionych dla różnych konfiguracji obiektów wewnętrznych. W celu  poprawienia jakości 

obrazowania, piksele/woksele zostały powiększone w stosunku do figur wpisanych w piksele/woksele, jednak nie więcej niż figury opisane 
na standardowych kwadratowych pikselach lub sześciennych wokselach. Proponowany algorytm zapewnia lepszą jakość obrazowania. 

Słowa kluczowe: Transmisyjna Tomografia Ultradźwiękowa, obrazowanie, optymalizacja z ograniczeniami, piksele kołowe, woksele kuliste 

Introduction 

The discretisation model with circle space elements 

[12, 14, 15] instead of classical square pixels or cuboid voxels 

simplifies numerical calculations on the one hand [13], but on the 

other hand causes complications. Under assumption that the rays 

have infinitely thin, some rays passing through square pixels or 

cubic voxels do not pass through their circular – spherical 

equivalents. 

The area fill factor for the entered figures is suitable for 2D 

and 3D spaces; 

 W2D=π/4    and    W3D= π/6 (1) 

So in the case of 2D space less than 80% of the area is covered 

with circular pixels and for 3D space less than 55% of the volume 

is covered with a new voxels. It is obvious that this situation is a 

source of imaging errors. 

This defect is especially visible for 3D space. To alleviate this 

problem, one can slightly enlarge the circular pixels or spherical 

voxels, moving from the figures inscribed to the figures described 

(see Fig. 1 and Fig. 2). The visualisation presented in Fig. 1 was 

made using isometric axonometry. This figure shows a cube-

shaped voxel and the spheres inscribed and described on it with 

the common points of the projection ray and the voxel walls. 

Those common points were named Pc (with standard cuboid like 

voxel), PSo with sphere described and PSi with sphere inscribed. 

 

Fig. 1. A projection of a sphere inscribed in a cube and described on a cube 

The radius of the sphere described Ro is sqrt(3) times greater 

than the radius of the sphere inscribed R1 in a cubic voxel 

(see Fig. 1). 

If instead of the inscribed figures, the figures described were 

applied, then the whole space would be filled, but unfortunately 

the voxels would overlap, causing additional difficulties and errors 

resulting from this fact. 

Therefore, a compromise solution was proposed consisting in 

increasing the radius in such a way as to fill the largest possible 

area of the imaged space, while at the same time the 

surface/volume of the overlapping pixels/voxels is as small as 

possible. The value of the radius increased by about 30% in 

relation to the inscribed radius was determined by means of a 

numerical experiment. Then the fill factor of the area for figures 

with radii increased by 30% in relation to the entered figures is 

respectively for 2D and 3D spaces: 

 W2D=π/4·1.32=1.327    and    W3D= π/6·1.33=1.15 (2) 

 

Fig. 2. Replacement of a cubic voxel with a sphere inscribed in a cube or described 

on a cube 

1. Modifications in 2D space 

In the 2D space, the square pixel has been replaced 

by a circular pixel inscribed in the square and then described 

on the square. In order make the figures clear only the first raw 

was shown in Fig. 3. The arc in this figure represent the edge 

of the region under consideration. 
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a) 

 
b) 

 

Fig. 3. Only the first row of square pixels replaced by: a) circular pixel inscribed, 

b) circular pixel described 

In order to check the proximity effect, two closely placed 

objects were considered, presented in Fig. 4. The 32 sensors fixed 

on the perimeter of the region were considered as it was done in 

our previous works see for example [13]. The Algebraic 

Reconstruction Technique (ART) was used to formulate the 

system of algebraic equations [1–6, 8–10] solved by Singular 

Value Decomposition (SVD) [7]. The distribution of the singular 

values of the coefficient matrix is shown in Fig. 4b [7]. For both 

cases, i.e. the standard circular pixel and the increased circular 

pixel, the distribution practically did not differ much. 

a) b) 

 

 

Fig. 4. Image of the model b) singular value distribution 

In previous works [11, 13] for noise free signal correctness of 

the novel discretisation was proved. To demonstrate the 

advantages of pixel enlargement, a synthetic signal with 5% noise 

was considered, as shown in Fig. 5.  

a) 

 
b) 

 
c) 

 

Fig. 5. "Measured" signal: a) noisy free, b) the signal with 5% noise, c) the noise 

Imaging results for a standard circular pixel are presented in 

Fig. 6a and for a circular pixel enlarged in Fig. 6b. 

In both cases, the image is acceptable, however, the pixel 

enlargement has improved the quality of imaging, in particular the 

pixel closer to the centre of the considered area, where the 

sensitivity of the material factor to the measuring signal is the 

lowest. 

The obtained results may not be spectacular, which could be 

explained by a much higher fill factor for 2D space than for 3D 

space in case of inscribed pixels (see eq. 1). For this reason, the 

authors believe that this method will be particularly useful in 

matters of 3D space. 

a) 

 
b) 

 

Fig. 6. Imaging results: a) for a circular pixel inscribed, b) for a circular pixel 

described on a square pixel 

2. Modifications in 3D space 

In 3D space as shown in Fig. 7, the replacement of cubic 

voxels with spherical voxels causes that some voxels in the path of 

certain rays may be omitted. 

a) b) 

  

Fig. 7. Missing spherical voxels in the path of the selected ray 

This problem may be alleviated by an enlarged radius, but this 

will result in overlapping of adjacent spherical voxels as shown 

in Fig. 8. 
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a) 

 

b) 

 

Fig. 8. Enlarged voxels along the selected ray 

Let's consider a single object placed asymmetrically inside a 

rectangular container as shown in Fig. 9a. The sixty and four 

sensors were placed on the edge of the container in two layers (see 

Fig. 9b). To study the effect of sensor placement on imaging 

quality, different sensor spacing was placed in the upper and lower 

layers (see Fig. 9a and Fig. 9b). 

a) 

 

b) 

 

Fig. 9. Container with an internal object and two layers of sensors on its walls, 

the rays radiating from the first sensor are marked in yellow 

To facilitate imaging, the ratio of background to material 

factor is 1:10 (see Fig. 10). In the same drawing, the material 

factor distribution is depicted in the middle of the container 

height. 

Numerical experiments are designed to examine the effect of 

overlapping voxels on imaging results for transmission ultrasonic 

tomography in the case of synthetic data. 

As can be seen in Fig. 11, the structure of the coefficient 

matrix changed slightly in favour of enlarged voxels, since the 

pseudo-order of the matrix [7] increased (see Fig. 11b). 

As shown in Fig. 12 and Fig. 13 as a result of imaging, a view 

was obtained only of the part of the model that was in the space 

covered by the sensors located on the edge of the volume. 

For voxels enlarged by about 30%, we see, especially in the 

colour map image (see Fig. 13). Clear improvement of the 

imaging quality could be observed. In addition, due to the change 

in the volume of the voxel, the matrix pseudo-order increased so 

that it was possible to reject 56 singular values less than for 

inscribed voxels [7, 11]. 

  

Fig. 10. In the middle of the tank height, its cross section is presented in 3D 

and as a coloured map 

a) b) 

  

Fig. 11. Distribution of the singular values (vertical axis) versus subsequent singular 

values: a) for standard spherical voxels and b) enlarged radius of the spherical 

voxels 

  

  

  

Fig. 12. Imaging results for a spherical 

voxel inscribed in a cubic voxel 

Fig. 13. Imaging results for a spherical 

voxel radius increased by 30% 

a) 

 

b) 

 

c) 

 

d) 

 

Fig. 14. Influence of spacing between sensor layers on imaging quality 
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The greater the distance between the sensor layers, the greater 

the length of the imaged internal object (see Fig. 14b), but the 

imaging quality deteriorates (see Fig. 14c and compare with 

Fig. 13). 

In Fig. 14b there are significant gaps in the imaging of the 

internal object. But as the voxel radius is enlarged (compare 

Fig. 14a and Fig. 15a), the image quality has improved (compare 

Fig. 14b and Fig. 15b). 

At the same time, an increase in the sensitivity of imaging 

quality to the choice of matrix pseudo-order can be observed (see 

Fig. 14c & d and Fig. 15c & d). 

a) b) 

  

c) d) 

 

 

 

Fig. 15. Influence of spacing between sensor layers on imaging quality 

3. Conclusion 

In this paper a new algorithm for Ultrasound Transmission 

Tomography was presented. Based on experiments with synthetic 

noisy data conclusion can be stated as follows: 

1. The algorithm with overlapped pixels/voxels provides stable 

and precise images, 

2. For 2D space the results for enlarged pixels are not so 

impressive since the fill coefficient is much higher (see eq. 1) 

than for 3D space. So, there is not much space for 

improvement of ART method in this case. 

3. Scale of enlargement of the radiuses for the pixels or voxels 

depends on the object or objects inside of the region and must 

be carefully selected depending on the case. 

The authors would like to state that all figures were drawn 

with the aid of MATLAB [16]. 
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EVALUATION OF THE ELECTRICAL CAPACITANCE TOMOGRAPHY 

SYSTEM FOR MEASUREMENT USING 3D SENSOR 

Jacek Kryszyn, Damian Wanta, Waldemar T. Smolik 
Warsaw University of Technology, Division of Nuclear and Medical Electronics, Institute of Radioelectronics and Multimedia Technology, Warsaw, Poland 

Abstract. Further tests of EVT4 data acquisition system for electrical capacitance tomography are presented. The modular system, which can have 

up to 32 channels with an individual analogue to digital converter, was designed to ensure small uncertainty of capacitance measurement at high speed 
of imaging. The system’s performance in the context of 3D imaging was experimentally verified. In particular, we show that the measurement of changes 

in capacitance due to a small change of an electric permittivity distribution for the most distant electrodes in a suitably designed 3D sensor is possible 

using our system. Cross-plane measurements together with the measurements for the pairs of most distant electrodes are essential for accurate 
reconstruction of 3D distributions. Due to sensitivity of capacitance measurements obtained in the hardware, the measurements for all electrode pairs can 

be used in the inverse problem – the system of equations can be extended. Although the numerical condition number of a matrix of such a system is high, 

image reconstruction is possible from the data obtained in our system. The results of 3D image reconstruction for simple test objects are shown.  

Keywords: electrical capacitance tomography, image reconstruction, capacitance measurement, inverse problems, numerical stability 

OCENA SYSTEMU ELEKTRYCZNEJ TOMOGRAFII POJEMNOŚCIOWEJ 

DO POMIARÓW Z WYKORZYSTANIEM SONDY 3D 

Streszczenie. Przedstawiono dalsze testy systemu akwizycji danych EVT4 do elektrycznej tomografii pojemnościowej. Modułowy system, który może mieć 

do 32 kanałów z indywidualnym przetwornikiem analogowo-cyfrowym, został zaprojektowany w celu zapewnienia małej niepewności pomiaru pojemności 
przy dużej prędkości obrazowania. Wydajność systemu w kontekście obrazowania 3D została zweryfikowana eksperymentalnie. W szczególności 

pokazujemy, że możliwy jest pomiar zmian pojemności wywoływanych niewielką zmianą rozkładu przenikalności elektrycznej dla najbardziej odległych 

elektrod odpowiednio zaprojektowanego czujnika 3D przy pomocy naszego systemu. Pomiary międzypłaszczyznowe wraz z pomiarami par elektrod 
najbardziej odległych są niezbędne do dokładnej rekonstrukcji rozkładów 3D. Ze względu na wrażliwość pomiarów pojemności uzyskanych 

w opracowanym urządzeniu, pomiary dla wszystkich par elektrod mogą być wykorzystane w problemie odwrotnym – układ równań może zostać 

rozszerzony. Chociaż współczynnik uwarunkowania numerycznego macierzy takiego układu jest wysoki, możliwa jest rekonstrukcja obrazu 
z wykorzystaniem danych uzyskiwanych w naszym systemie. Pokazane są wyniki rekonstrukcji obrazu 3D dla prostych obiektów testowych. 

Słowa kluczowe: elektryczna tomografia pojemnościowa, rekonstrukcja obrazów, pomiar pojemności, problem odwrotny, stabilność numeryczna 

Introduction 

Electrical capacitance tomography (ECT) enables 

visualization of a spatiotemporal distribution of electric 

permittivity [8]. High frame rate which can be provided by the 

hardware makes this technique an important research tool in 

chemical and process engineering [4]. The application of ECT is 

limited by low spatial resolution resulting from poor spatial 

sampling i.e. small number of sensing electrodes in the 

tomographic sensor [35]. The number of electrodes cannot be 

increased due to a very low value of mutual capacitance of 

opposite electrodes. Particularly, in case of a three dimensional 

electrode layout in the tomographic sensor, the capacitance value 

of most distant electrodes is very low, of the order of a few femto-

farads. A problem of measurement of extremely low capacitance 

values in a 3D sensor is the major barrier in the development of 

3D ECT  [1, 31]. 

Although feasibility of 3D ECT (or electrical capacitance 

volume tomography – ECVT) is an open question [34], 3D 

process visualization using ECT raises interest [16, 22, 23, 29, 

32]. The theoretical advantage of 3D ECT lies in correct 

modelling of inherently 3D electric field distribution in a 

tomographic sensor that assures correctness of the model used in 

solving of the ECT inverse problem. Single plane measurements 

enable only coarse approximation of electric permittivity 

distribution in a cross section of an examined volume.  

Specialized measurement methods were elaborated by several 

groups to overcame problems with very small capacitance 

measurement in ECT [5, 7, 10, 17, 33]. New ECT and EIT 

hardware was developed to increase the throughput of 

contemporary data acquisition systems [3, 9, 28, 30, 38]. The state 

of the art in measurement methods and data acquisition systems 

development for ECT together with performance comparison was 

presented in [13] and [24].  

The construction of hardware for ECT has been developed in 

our laboratory for two decades [2, 21]. The EVT4 data acquisition 

system – our latest design – is a modular system which can have 

up to 32 channels [13]. Theoretically, due to the number of 

channels and the high signal to noise ratio (SNR) it can be used 

for measurements with a 3D tomographic sensor. In this paper an 

experimental verification of performance of our tomographic 

system working with a 3D sensor is presented. The suitability of 

EVT4 data acquisition system for 3D tomography is analyzed. 

1. Methods 

1.1. Small capacitance measurement method 

in EVT4 data acquisition system 

The architecture of the EVT4 hardware is based on fast 

programmable devices [13]. The multi-channel system is modular 

and can have from 4 to 32 channels (Fig. 1). An individual 

analogue to digital converter in each channel and multi gigabit 

serial transmission enable high data throughput required in 

dynamic imaging.  

 

Fig. 1. EVT4 data acquisition system for ECT 
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Fig. 2. Channel of the front-end board with the excitation and measuring section 

EVT4 system performance is determined by a method used for 

the capacitance measurement. In the single-shot high voltage 

(SSHV) method [24], a single pulse excitation increases the speed 

of the measurement, whereas a high amplitude of the excitation 

and oversampling of the output signal preserve high signal to 

noise ratio. The current is integrated using a charge preamplifier 

while a voltage pulse is applied to the measured capacitance 

(Fig. 2). The height of the output pulse is proportional to the value 

of measured capacitance. The output signal is sampled using a fast 

ADC 14 µs before the pulse, during the pulse which lasts 14 µs 

and 14 µs after, giving the measurement time below 50 µs. 

Nevertheless, an additional time (about 20 µs) is needed to adjust 

the gain of the first and second stage amplifiers. With 

measurement duration of about 62 µs the theoretical speed of 

tomographic imaging is equal to about 500 frames per second 

(fps) for a multichannel tomographic system working with a 

sensor with 32 electrodes. Currently, each excitation is 

additionally delayed, so the whole measurement takes 100 µs 

which results in 312 fps for a 32-channel tomographic sensor. 

The SSHV circuit is linear in the range from about 1 fF 

to 1 pF. The signal to noise ratio (SNR) is equal from 61 dB 

for the capacitance value of about 1 pF to 13 dB for 1 fF with 

constant, lowest gain in the preamplifier. With the gain adjustment 

in the first amplifier stage, the SNR increases to 22 dB for 

measured value of 1 fF [12]. The capacitance resolution 

corresponds to the root mean square (rms) of noise equal to about 

0.76 fF/bit and 0.013 fF/bit for the smallest and highest gain in the 

preamplifier, respectively. 

1.2. 3D sensor design 

A typical 3D capacitance sensor has a cylindrical shape and 

electrodes arranged in a few rings [26, 32], however different 

shapes and layouts of electrodes were proposed in the literature 

[20]. Comparison of various three-dimensional probes were made 

in [25] on the basis of numerical simulation. The authors 

considered various topologies and the number of electrodes, from 

one ring with 8 electrodes up to a cubic sensor consisting 

of 54 electrodes surrounding the entire imaged area. To equalize 

the sensitivity in the whole visualized area, a three-dimensional 

sensor of a unique structure was proposed in [1]: a different 

number of electrodes in the rings (6 electrodes in the outer rings, 

10 electrodes in the inner rings). The analysis of the number of 

electrodes of three-dimensional sensor was presented in [27]. The 

results obtained for various test objects shown that a 24-electrode 

three-dimensional probe always gives better results than 

a 12-electrode three-dimensional sensor. It is often proposed to 

move the rings relative to each other by a certain angle like in 

[37]. To increase the number of measurements, a multi-electrode 

excitation can be used [18]. In such a way the signal-to-noise ratio 

will be increased, but the spatial sampling frequency will be still 

small. A similar idea was proposed in [19]. The conditioning of 

the sensitivity matrix depends on the geometry of the electrodes. 

As shown in [15], the ratio of electrode lengths in Z axis to their 

angular widths equal to 0.75 is the best for a probe having 4 rings 

of 6 electrodes. The influence of a 3D sensor geometry on 

sensitivity maps has been discussed also in [39, 40]. The more 

radical strategy in 3D ECT implementation is to eliminate the 

electrode combinations for which the measurement is not possible 

because of the signal value below the noise level [14]. 

The 3D sensor design is important from the measurement and 

image reconstruction points of view. Too long electrodes in Z axis 

make the capacitance measurement using pairs of electrodes from 

different outer rings impossible. Too short electrodes cause the 

signal-to-noise ratio to be bad for all measurements. A large 

measurement range of capacitance values has a reflection in a very 

bad condition number of the sensitivity matrix (system function) 

which makes the inverse problem very ill posed [14].  

The 3D tomographic sensor used in the experiment was 

designed using the principles mentioned above. The sensor was a 

cylindrical tube with 32 rectangular electrodes arranged in 4 rings 

with 8 electrodes in each ring (Fig. 3). The inner diameter of the 

cylinder was 152 mm and the height was 195 mm (265 mm with 

the guard electrodes). The electrode geometry was adjusted 

heuristically to the capacitance measurement range of the EVT4 

hardware. The aspect ratio of the electrode dimensions and the 

distance between the electrodes was selected to avoid capacitance 

values larger than 500 fF for adjacent electrodes (when the sensor 

is fully filled with a material of maximum permittivity value) and 

smaller than a few fF for the opposite electrodes from outermost 

rings (when the sensor is empty). To limit the range of capacitance 

values, the distance between the adjacent in-ring electrodes was 

relatively large (half of the electrode width). To increase the 

mutual capacitance of the electrodes from the outermost rings, the 

height of the electrodes in these rings was enlarged (doubled) 

compared with the height of the electrodes from the central rings. 

The distance between rings was minimized. The smallest value of 

cross-ring mutual capacitance is about 2 fF for an empty sensor. 

To increase sampling on the circumference [18] the electrodes in 

adjacent rings were shifted by a half distance between electrodes 

(Fig. 3a). 

The electrodes were made of copper foil (200 µm) mounted 

inside the PVC cylinder. The electrodes were insulated from the 

field of view of the sensor by the transparent PVC foil with the 

thickness equal to 0.8 mm. PVC has dielectric breakdown voltage 

equal to 40 kV/mm which means that the foil is thick enough to 

avoid electrical breakdown when using 200 V in the measurement 

circuit. The guard electrodes were mounted outside the four rings 

of electrodes. The sensor was shielded using a grounded steel wire 

mesh surrounding the PVC tube. 
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An absolute value of mutual capacitance of electrodes for the 

built model of a 3D sensor was calculated from measurements 

made using a voltage divider. A known impedance was added for 

the time of measurements to eliminate the influence of stray 

impedance on the results. The sinusoidal signal of frequency equal 

to 10 kHz and known amplitude and phase was used as an 

excitation signal in the calibration circuit. A lock-in amplifier was 

used to measure real and imaginary parts of the output voltage. 

The uncertainty of capacitance value estimation was below 3%. 

The mutual capacitance of electrodes was also measured using 

the selected channel of the EVT4 hardware. The lowest gain 

in the preamplifier was used. The real value of the voltage 

to capacitance gain was estimated using a standard capacitor 

of the value equal to 100 fF. The capacitance value in farads 

was calculated from the ADC value using the formula: 

 

𝐶𝑥 =
1

0.341
 
𝑝𝐹

𝑉
 × 4.096 𝑉 ×

𝑎𝑑𝑐_𝑣𝑎𝑙𝑢𝑒

32767
 

 (1) 

where 0.341 V/pF is the gain of the measurement circuit, 4.096V 

is a half of reference voltage of ADC, 32768 is a half of range of 

ADC. The uncertainty of single measurement of capacitance was 

from 1 % for 300 fF to 50 % for 1 fF.  

The plot of mutual capacitance values of electrode number 1 

with other electrodes of the sensor is shown in Fig. 4. In the case 

of measurements made using the EVT4 system, the mean value 

from 100 measurements is taken. A characteristic U-curve for 

circular sensor is repeated 4 times for four rings of electrodes. The 

data obtained with EVT4 data acquisition system (the mean value 

from 100 measurements) are in accordance with the calibration 

measurements except the range of the smallest values. 

a)  

  

Fig. 3. 3D sensor. 32 electrodes (4 rings of 8 electrodes each). a) View of the interior of the sensor. b) Sketch of an axial cross-section. c) Sketch of a longitudinal cross-section. 

The size of the field of view of the sensor is not in scale with reference to other dimensions for sketch clarity 

 

1.3. Experimental verification of measurement 

sensitivity 

To evaluate the possibility of applying the EVT4 data 

acquisition system for three dimensional (3D) tomography, the 

sensitivity of capacitance measurements was verified 

experimentally. The sensitivity of mutual capacitance values of 

electrodes on a small change of permittivity value in a small 

volume defined as ∂C⁄∂ε was measured by perturbing a uniform 

permittivity distribution by means of using a small object with low 

permittivity. The mutual capacitance values of electrode number 1 

and the other electrodes of the sensor were measured without and 

with a perturbation. The cylinders of the same width and height 

equal to 10, 20 and 30 mm were used. The cylinders were made of 

different materials: Teflon (Polytetrafluoroethylene, PTFE), 

Kepital (Polyoxymethylene, POM) and alumina (Aluminium 

oxide). The relative permittivity of these materials is given in 

Table 1. Because the sensitivity map for a given pair of electrodes 

is not uniform, the objects were placed in the region of small 

sensitivity i.e. in the center of the sensor and in the region of high 

sensitivity, near the measuring electrode. Four positions near the 

opposite electrode to the electrode 1 (the excitation electrode) in 

each of four rings of the 3D sensor were selected as shown in 

Fig. 5. 

Table 1. Relative electric permittivity of test objects 

Material 
Relative 

permittivity 

Polytetrafluoroethylene (PTFE) (Teflon) 2.1 

Polyoxymethylene (POM) (Kepital F30-03) 3.9 

Aluminium oxide (alumina) 96% 9.3 – 11.5 

 

Fig. 4. Mutual capacitance of electrodes in the empty 3D sensor. Capacitance values 

measured using the lock-in amplifier and one selected channel of the EVT4 system 

(mean value from 100 EVT4 measurements) 
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a  b  c  d  e  

     

Fig. 5. Positions of the test object (cylinder of the height equal to the width) in the plane outlined by the ring of electrodes: a) top plane, b) second plane, c) third plane, 

d) bottom plane, e) center of sensor 

All obtained measurement data were presented with 

normalization using minimum and maximum measurements. The 

empty sensor and the sensor fully filled with a material were 

measured to determine a range of changes in mutual capacitance 

of the 3D sensor electrodes. The maximum value of capacitance 

was registered when the sensor was filled with the granules of 

polyoxymethylene (POM). 

1.4. Image reconstruction 

The linear approximation of nonlinear problem existing in 

ECT was assumed in image reconstruction. Therefore, 

tomographic measurement can be described using formula: 

 Δc = SΔε  (2) 

where Δc is the vector of measured capacitance change, S is the 

sensitivity matrix (Jacobian matrix) and Δε is the vector of 

permittivity change in the points of a three dimensional discrete 

grid. The length of data vector ∆c is determined by combinations 

of 2 electrodes from K=32 sensor electrodes and equals N=K(K-

1)/2=496. Because the spatial sampling in measurement is limited, 

the size of the three dimensional grid of a reconstructed spatial 

distribution of electrical permittivity was selected to 16×16×24 

voxels, each of size 9 mm × 9 mm × 9 mm, in the X-, Y- and Z-

axis of the cylinder, respectively. This gives M=4968 unknowns (a 

cylinder inscribed in a cuboid). The ratio of the number of 

measurements to the number of unknowns equals 0.1, what is a bit 

less than 0.14 in case of 2D reconstruction of 32×32 image matrix 

using 120 measurements from 16 electrodes (804 points of a circle 

inscribed in a square). Thus the 3D inverse problem is a little more 

underdetermined.  

The numerical model of the sensor was built and electrical 

field modelling was performed using ECTsim 3.0 toolbox for 

Matlab [11, 41]. The computed 3D sensitivity maps for 

capacitance measurements give the sensitivity matrix of linearized 

model which dimensions equal to M×N. The condition number of 

the sensitivity matrix was 1.05e7 what indicates extreme ill-

conditioning.  

Because of channel-to-channel variability of parameters in a 

multichannel device, it is a good practice to normalize the 

measured values to the minimum-maximum in the channel. Thus, 

all equations of this linear system were normalized using the 

difference between minimal and maximal values of capacitance 

i.e. for the empty sensor and the sensor fully filled with the 

material. This procedure not only corrects channel variability but 

also acts as a matrix preconditioning and decreases the condition 

number of the sensitivity matrix to 5.82e5 [36]. 

To show that the cross-plane measurements together with the 

values for the pairs of most distant electrodes contain useful 

information, image reconstruction was performed using complete 

and incomplete data model. Complete data are the measurements 

for all electrode combinations (N_c=496). The incomplete model 

was built by elimination of the rows of the linear system for the 

measurements of pairs of electrodes for which the distance 

between rings is more than 2. For given electrode, the mutual 

capacitance of this electrode and the electrodes in the same ring 

and the adjacent ring are measured only. N_in=304 pairs of 

electrodes are included into a model with this distance. The 

advantage of this procedure is that the elimination of the 

measurements of the smallest values i.e. the most distant cross-

planes electrodes from the system significantly reduces condition 

number to 4.77e3. 

A unique solution of severely underdetermined problem given 

by (2) was found by solving minimum norm least square problem. 

The minimum norm solution was calculated using truncated 

singular value decomposition (TSVD) due to the ill-conditioning 

of the sensitivity matrix. The value of regularization parameter 

(truncation level) was calculated using the L-curve method for the 

incomplete model [6]. For the complete model the shape of the L-

curve did not look like an L-letter but rather as rotated W-letter 

with two corners. Because of this, the value of the regularization 

parameter was determined manually by selecting the value from 

the correct corner of the curve. 

1.5. Results 

The normalized capacitances (31 values for pairs with 

electrode no 1) measured for the test cylinder made of POM 

(Kepital) are shown in the Fig. 6. The data for a different diameter 

of the cylinder are presented in separated charts. The capacitances 

were normalized using maximum and minimum values obtained 

for the fully filled with POM and empty sensor, respectively. Five 

curves for five positions of the test object are plotted. The peak in 

each curve corresponds to the position of the test object near the 

receiving electrode (5th, 13th, 21th and 29th electrode) located in 

one of four rings of the sensor. For the position of the object in the 

center of the sensor, the change of the capacitance is noticeable for 

many electrodes, but mainly for the electrodes adjacent to the 

electrodes: 5th, 13th, 21th and 29th. 

Other changes in the presented curves (positive and small 

negative) correspond to the spatial distribution of capacitance 

measurement sensitivity on permittivity change in a small element 

of space. For some electrode pairs the permittivity change (a 

cylindrical test object) was located in the region of positive 

sensitivity, but for other electrode pairs this perturbation was 

placed in the region of negative sensitivity. The value of the 

highest positive peak for each of four positions of the test object is 

different because of the different sensitivity distribution and 

different size of the electrodes. The phantom covers less of the 

area of the receiving electrode in case of positioning it next to the 

5th and 29th electrodes, hence the normalized capacitance change 

is smaller in those cases. The ratio of permittivity perturbation to 

the electrode pair capacitance is smaller in a case of the electrode 

pair 1-5 than in a case of the electrode pair 1-29 so the relative 

change of the capacitance is also smaller.  
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Fig. 6. Mutual capacitance of electrodes in the 3D sensor for five positions of the test 

object (POM cylinder) of the different diameter: a) 30 mm, b) 20 mm; c) 10 mm 

Normalized capacitance value in a function of object size 

for different materials is shown in Fig. 7. The perturbation 

of a permittivity distribution in form of a small object causes 

a noticeable change of capacitance value for all tested materials. 

Even for the material with the lowest permittivity value 

it is possible to observe a change of capacitance value 

for all electrodes (Fig. 7c). 

The three-dimensional image reconstruction of the relative 

permittivity distribution was performed using the measurement 

data registered using the EVT4 system. The cross-axial 

(XY plane) and longitudinal (XZ plane) slices through 

the 3D volume of the sensor were obtained for different positions 

of the test object. Additionally, the 3D visualization 

of reconstructed object was generated. The object surface 

was found by thresholding segmentation of relative permittivity 

distribution. The value of the threshold was selected heuristically. 

The resultant isosurface was illuminated by the Phong shading 

method. Fig. 8 and Fig. 9 show the reconstruction results obtained 

for the different size of the test cylinder: 30 and 10 mm, 

accordingly. The position of the objects can be identified 

for all their positions however the spatial resolution is too poor 

to reconstruct the shape of the object. The position can be 

identified even for the smallest object of 10 mm size. 

 

 

 

Fig. 7. Normalized mutual capacitance of electrodes in the 3D sensor in function of 

size of the test cylinders. Three charts for objects made of: a) Teflon, b) Kepital and 

c) alumina). Plots for four positions of the test objects 

Fig. 10 and Fig. 11 show the reconstruction results obtained 

for the complete set and incomplete set of measurements, 496 and 

304 equations in the linear system accordingly. The slices and 

isosurfaces are presented for the 20 mm cylinder. As for the 30 

and 10 mm objects, the shape of the object was not reconstructed 

well enough but the position of the object can be identified. The 

quality of presented images for the complete set and incomplete 

set is comparable, however the image reconstruction error is 

smaller for the images obtained using the complete model 

(Table 2). 

Table 2. Image reconstruction error. L2 distance of the reconstructed image 

to the true permittivity distribution 

Material 
Number of measurements 

496 304 

near the 5th electrode 0.0268 0.0332 

near the 13th electrode 0.0446 0.0697 

at center 0.0266 0.0282 

near the 21th electrode 0.0870 0.0633 

near the 29th electrode 0.0433 0.0546 
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Object near the 5th electrode Object near the 13th electrode Object in the center Object near the 21th electrode Object near the 29th electrode 

     

     

     

Fig. 8. 3D relative permittivity distribution obtained for a cylinder (width and height equal to 30 mm) in different positions in the sensor. Upper row: XY cross-sections. Middle 

row: XZ cross-sections. Bottom row: Isosurface determined by threshold segmentation, shaded by the Phong method 

 

Object near the 5th electrode Object near the 13th electrode Object in the center Object near the 21th electrode Object near the 29th electrode 

     

     

   
 

 

Fig. 9. 3D relative permittivity distribution obtained for a cylinder (width and height equal to 10 mm) in different positions in the sensor. Upper row: XY cross-sections. Middle 

row: XZ cross-sections. Bottom row: Isosurface determined by threshold segmentation, shaded by the Phong method 
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Object near the 5th electrode Object near the 13th electrode Object in the center Object near the 21th electrode Object near the 29th electrode 

     

     

     

Fig. 10. 3D relative permittivity distribution obtained for a cylinder (width and height equal to 20 mm) in different positions in the sensor. Inverse problem solved using 

the complete set of measurements (496). Upper row: XY cross-sections. Middle row: XZ cross-sections. Bottom row: Isosurface determined by threshold segmentation, 

shaded by the Phong method 

Object near the 5th electrode Object near the 13th electrode Object in the center Object near the 21th electrode Object near the 29th electrode 

     

     

     

Fig. 11. 3D relative permittivity distribution obtained for a cylinder (width and height equal to 20 mm) in different positions in the sensor. Inverse problem solved using selected 

measurements (304). Upper row: XY cross-sections. Middle row: XZ cross-sections. Bottom row: Isosurface determined by threshold segmentation, shaded by the Phong method

2. Conclusions 

We verified a 32-channel system in a context of application 

for 3D electrical capacitance tomography. The 3D sensor was 

designed for experiments using principles presented in the 

literature. The aspect ratio of the electrode dimension and the 

distance between the electrodes of the 3D sensor can be selected 

in such a way that the difference in capacitance values between 

pair of adjacent electrodes and pair of the opposite electrodes will 

fit in the range of a measuring circuit. 

The SNR of capacitance measurements in presented hardware 

is sufficient to measure changes in capacitance for the most distant 

electrodes in a suitably designed 3D 32-electrode sensor. The 

sensitivity of capacitance measurements was tested using objects 

which size is about 10% of the field of view of the sensor. The 

sensitivity of capacitance measurements is sufficient to detect such 

a permittivity change. Interestingly, the normalized sensitivity of 

capacitance measurement for the cross-plane electrodes is 

comparable to the sensitivity for in-plane electrodes for the 

designed 3D sensor and the selected position of the permittivity 

perturbation (on the edges of the field of view). 

The reconstruction error for images reconstructed using the 

complete model is slightly, but noticeably smaller than the error 

obtained using the incomplete model, in which the pairs of 
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electrodes between not adjacent rings are excluded. The obtained 

results showed that cross-plane measurements together with the 

measurements for the pairs of most distant electrodes are useful 

for accurate reconstruction of 3D distributions. In comparison to 

incomplete model, the reconstruction from complete model is 

more difficult from numerical point of view because of severely 

ill-conditioned Jacobian matrix. Applied preconditioning 

procedure i.e. normalization of matrix rows and adjustment of 

regularization parameter made the reconstruction possible. 
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Abstract. The project "Implementation of rapid prototyping for modelling the upper respiratory tract in normal and typical pathologies" investigates 
the urgent problem of improving the reliability of diagnosis and effectiveness of treatment of disorders of the nasal breathing. Possibilities of modern 

3D-printing technology for creation of individual natural anatomical models of the upper respiratory tract and determination of their aerodynamic 

characteristics are considered. The characteristics of the laminar boundary layer of the air flow in the parietal region of the nasal cavity are investigated 
under different modes of breathing in normal and with typical disorders of the nasal breathing. The concept of investigation of the aerodynamic indices 

of the anatomical structures of the respiratory system by the results of test tests of individual full-scale 3D models, obtained by the data of spiral computed 
tomography, is being developed. Theoretical bases of the method of computer planning of restorative rhinosurgical interventions in patients with chronic 

diseases of the nasal cavity are grounded, based on the change of the configuration of the anatomical structures of the nasal cavity taking into account 

the aerodynamic parameters of respiration. Modern distance learning and testing tools are being created to demonstrate the technology developed, 
to provide theoretical knowledge, practical skills and to solve situational tasks for a wide range of specialists. Development and research of natural 

patterns of the upper respiratory tract allows for supplementing and expanding the knowledge about the aerodynamic characteristics of the nasal cavity, 

to make decisions about therapy in a short period of time. Experience of the Laboratory of the Institute for Multiphase Processes (IMP) of the Leibniz 
Universität Hannover (LUH) in the development and use of rapid prototyping capabilities in biotechnology will provide technical support to the project. 

Keywords: rhinomanometery, nasal breathing, full-scale models, tomography, virtual model 

WYKORZYSTANIE TECHNOLOGII DRUKOWANIA 3D DO MODELOWANIA 

GÓRNYCH DRÓG ODDECHOWYCH W PEŁNEJ SKALI 

Streszczenie. Projekt „Wdrożenie szybkiego prototypowania do modelowania górnych dróg oddechowych w normalnych i typowych patologiach” bada 
pilny problem poprawy wiarygodności diagnozy i skuteczności leczenia zaburzeń oddychania przez nos. Rozważane są możliwości nowoczesnej technologii 

druku 3D do tworzenia indywidualnych naturalnych modeli anatomicznych górnych dróg oddechowych i określania ich właściwości aerodynamicznych. 

Charakterystyka laminarnej warstwy granicznej przepływu powietrza w okolicy ciemieniowej jamy nosowej jest badana w różnych trybach oddychania w 
normalnym i typowym zaburzeniu oddychania przez nos. Opracowywana jest koncepcja badania wskaźników aerodynamicznych struktur anatomicznych 

układu oddechowego na podstawie wyników testów testowych poszczególnych pełnoskalowych modeli 3D, uzyskanych z danych spiralnej tomografii 

komputerowej. Podstawy teoretyczne metody komputerowego planowania rekonstrukcyjnych interwencji nosorożców u pacjentów z przewlekłymi 
chorobami jamy nosowej są oparte na zmianie konfiguracji struktur anatomicznych jamy nosowej z uwzględnieniem parametrów aerodynamicznych 

oddychania. Tworzone są nowoczesne narzędzia do nauki na odległość i testowania w celu zademonstrowania opracowanej technologii, zapewnienia 

wiedzy teoretycznej, umiejętności praktycznych i rozwiązywania zadań sytuacyjnych dla szerokiego grona specjalistów. Opracowanie i badanie 
naturalnych wzorów górnych dróg oddechowych pozwala uzupełnić i poszerzyć wiedzę na temat właściwości aerodynamicznych jamy nosowej w celu 

podjęcia decyzji o terapii w krótkim okresie czasu. Doświadczenie laboratorium Instytutu Procesów Wielofazowych (IMP) Leibniz  Universität Hannover 

(LUH) w zakresie rozwoju i wykorzystania możliwości szybkiego prototypowania w biotechnologii zapewni wsparcie techniczne dla projektu. 

Słowa kluczowe: rhomanomanometria, oddychanie przez nos, modele w pełnej skali, tomografia, model wirtualny 

Introduction 

One of the most present actual social problems in all 

industrially developed countries around the world is the 

development and introduction of new medical technologies to 

improve quality of health care, which is confirmed, in particular, 

by the priority areas of the 7th Framework Program of the 

European Union and its continuation – the program EU ″Horizon 

2020″. The use of modern information technologies in medicine 

can significantly improve the quality of diagnosis and treatment of 

various pathologies by providing the clinician with additional, 

advanced information about the disease process. 

Rhinology is one of the least well-conclusive means of 

functional diagnostics fields of medicine, but in industrialized 

countries, according to statistical data, only rhinosinusitіs affects 

approximately 10% of the population. It appears that there is no 

clear correlation between subjective sensations of the patient and 

characteristics of nasal airflow, communication of respiratory and 

olfactory functions, etc. In spite of the possibilities of the modern 

rhinomanometry equipment and related specialized software that 

can define and calculate the aerodynamic performance with high 

accuracy [2, 5–7, 9]. 

The basic laws of the aerodynamics of the upper respiratory 

tract are studied well enough. However, at this stage, it is 

advisable to assess not only the macro-indicators of airflow but 

also to explore the near-wall flows. Their indicators directly affect 

the mucosa of the nasal cavity with its morpho-functional features 

and located in the nervous limbs that will allow for a more

detailed assessment of the impact of air flow in the pathogenesis 

of several rhinology diseases. On the basis of these data, by means 

of computer methods of planning surgical interventions and 

modelling of the nasal cavity required configuration it is possible 

to predict functional outcome operation. 

1. Analysis of recent research and publications  

In diseases of the upper respiratory tract, there are often 

violations of the configuration of the airways (nasal passages) and 

anastomosis of the paranasal sinuses. A fairly large number of 

publications has been devoted to studying the spatial arrangement 

of anatomical objects and to studying the aerodynamics of the 

nasal cavity [8, 10, 14]. However, the problem of visualizing this 

area in the context of surgical planning procedures is only at the 

initial stage of development. Traditionally, introscopic diagnosis 

of diseases of the nasal cavity was performed using X-ray. At the 

present stage, to determine the configuration of the upper 

respiratory tract, it is advisable to use the data of X-ray spiral 

computed tomography (CT), which allows us to identify the bone 

and airborne structures with a spatial resolution of less than 1 mm 

[7, 8]. Determining the morphometric parameters of these 

structures from flat tomographic slices in an interactive (manual) 

mode is a rather time-consuming procedure, which also provides a 

small amount of information about their spatial configuration. 

Therefore, the development of algorithms for automated 

segmentation and spatial visualization of the airways of the upper 

respiratory tract are relevant [1, 11]. 
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The introduction of rapid prototyping technologies into 

rhinology allows us to base and predict the functional result of the 

operation, not only according to mathematical modelling of the 

process of air flow through the nasal cavity during breathing, but 

also taking into account the analysis of full-scale aerodynamic 

models of the studied area. The introduction of such simulation 

technologies takes the planning process of surgical operations to a 

qualitatively new level and improves the reliability of the results 

of procedures associated with predicting the functional results of 

surgical interventions [3, 4, 13, 15]. 

2. The aim of the study  

The proposed work is aimed at the study of parietal air 

currents in normal and typical pathologies on spatial models of 

upper respiratory tract, obtained by the 3D prototyping technology 

according to tomographic studies of specific patients, taking into 

account individual variability, which will allow to reveal the 

possible effects of air flow shell of the nasal cavity and increase 

the reliability of functional diagnostics of disorders of the nasal 

breathing and increase the effectiveness of conducting com 

planning of rhinosurgical interventions. 

3. Experimental 

The object of research is the development and analysis of the 

aerodynamic characteristics of the individual natural of 3D-

models of the upper respiratory tract created by rapid prototyping 

technology (3D-printing) according to CT. 

The problem of research is improving the reliability of 

diagnosing disorders of nasal breathing by means of the analysis 

of the aerodynamic characteristics of the near wall air flow based 

on production and natural studies of the individual 3D-models of 

the upper respiratory tract (Fig. 1). 

  

Fig. 1. 3D model of upper respiratory tract 

The present international study is based on the experience of 

scientific and practical developments of the project participants. 

The task of creating an implant model using rapid prototyping 

tools according to the spiral computed tomography consists of 6 

main stages: 
 segmentation – the selection on the images of tomographic 

sections of bone structures, 

 determination of the location and selection of the bone defect 

replacement method, 

 creation of a large implant reconstruction, 

 preparation of data for prototyping in stl format, 

 creating a layer-by-layer model of the implant in the G-code 

format for 3D printing on specific equipment, 

 3D printing of the full-scale model. 

4. Results and discussion  

The main working hypothesis is to study the impact 

of the near-wall flow (laminar boundary layer) air to the mucosal 

surface anatomical structures of the upper airway disorders in the 

diagnosis of nasal breathing [12]. 

The scientific basis of the work is the application of boundary-

layer theory to identify the negative influence of air flow to the 

nasal cavity walls at various modes of breathing.  

On the basis of the conducted researches it is planned to 

develop the theoretical bases of computer planning of restorative 

rhinosurgical interventions in patients with chronic diseases of the 

nasal cavity, based on the change of the configuration of the 

anatomical structures of the nasal cavity with taking into account 

the aerodynamic parameters of breathing during verification of the 

full-scale models. (Fig. 2). 

 

Fig. 2. Personalized Upper Airway Model according to spiral computed tomography: 

a) virtual model; b) full-scale model 

The initial data for the studies are sets of images of axial 

tomographic sections with a thickness of 1 mm, obtained using a 

Siemens Somatom + Emotion tomograph according to the 

scanning protocol parallel to the plane of the skull base with 

standard patient laying. 

The image of the tomographic slice is represented by a 

discrete function of intensity B(i, j) [0.255] for i, j [0.255], which 

determines the degree of X-ray absorption in each element of the 

raster. The total number of N slices was determined based on the 

spatial characteristics of the upper respiratory tract and amounted 

to about 60 slices (N | 60). 

For spatial visualization of tomographic data, it is necessary to 

perform a complex of transformations of coordinate systems, 

performed, for the purpose of universality, in matrix form. So, for 

n-dimensional coordinate systems with bases 1 2( , ,..., )nk k k

 
and 

1 2( , ,..., )nm m m , the coordinate transformation problem can be 

represented as transformations: 

1 1 1 2

2 2 1 2

1 2

( , ,..., );

( , ,..., );

( , ,..., ),

n

n

N N n

m f k k k

m f k k k

m f k k k





 

 

where if  is the function of recalculating the i-th coordinate, and 

the arguments of this function are the coordinates of the object in 

the basis ki. 

Accordingly, the inverse coordinate transformation problem is 

written as follows: 

1 1 1 2

2 2 1 2

1 2

( , ,..., );

( , ,..., );

( , ,..., ),

N

N

n n N

k F m m m

k F m m m

k F m m m





 

 

where Fi is the inverse transformation function with arguments – 

the coordinates of the object in the basis mi. 

If the transformation functions are linear and the dimensions 

of the coordinate systems coincide, then such transformations are 

called affine. For visualization, an important condition for the 

unambiguous transformation of coordinates is the coincidence of 

the dimensions of the coordinate systems. 
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Affine coordinate transformations are visually written in the 

matrix form: 

1

2

.

N

m

m

m

 
 
 
 
 
 

=

11 12 1

21 22 2

31 32 3

N

N

N

a a a

a a a

a a a

 
 
 
  

*

1

2

.

N

k

k

k

 
 
 
 
 
 

 

and are calculated using the formula: 
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1

N

ij j

j

a k


  

For the purpose of universality, when performing matrix affine 

transformations, points and vectors are conveniently represented 

in homogeneous coordinates. Thus, the coordinates of a vector in 

homogeneous coordinates are specified as: 
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and coordinates of the point 

1

x

y

z

 
 
 
 
 
 

 

The transformation of the coordinates of the point can be 

represented in the analytical: 
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or in the matrix form using a uniform representation: 
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where A, B, …, N are the constants. 

Display in the surgical field is performed in the coordinate 

system of the surgical field ( , ,op op opX Y Z ) using the transformation 

matrix: 

1 0 0

0 1 0

0 0 1

0 0 0 1

op

op

op

x

y

z

 
 
 
 
 
 

 

where , ,op op opх y z

 
are the coordinates of the base point of the 

object in the coordinate system of the surgical field. 

Moving the object on , ,dx dy dz

 
is respectively performed 

using the transfer matrix: 

;

;

;

X x dx

Y y dy

Z z dz
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Next, the coordinate system of the operating field is 

transformed into the coordinate system of the display using the 

projective transformation. As a type of projection, a parallel 

orthographic projection is selected, the transformation matrix for 

which it is specified in the form: 

2
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where ,rx ,lx ,ty ,by ,fz ,nz
 

the bounding coordinates of the 

three-dimensional region of visibility along the x, y, z axes, 

respectively. These actions are performed using the OpenGl 

glortho library procedure. The procedure is called with the 

parameters glortho (-2.5, 2.5, -2.5, 2.5, -12, 12), clamping the 

output region with a width and height of 5 relative units, and the 

distance between the front and rear clipping planes is 24 relative 

units. 

Further, the picture plane is displayed on the graphic output 

window using the procedure. glViewport (), the first two 

parameters of which specify the initial coordinates of the output 

area, and the last two – the width and height of the output area. 

The output is carried out on the standard component VCL ТPanel 

(graphic panel) with the properties panel1.width, panel1.Height. 

Accordingly, the glViewport () procedure call is performed as 

follows: glViewport (0, 0, panel1.width, panel1.Height). 

For the implementation of a comprehensive multi-angle 

visualization, it is necessary to provide for the implementation of 

geometric transformations. 

Then, geometric transformations are performed, associated 

with additional movements, rotations, and scaling. 

The scaling operation is performed using the glscalef (kx, ky, 

kz) command, the parameters of which determine the scale factors 

along the corresponding coordinate axes. The corresponding 

transformation matrix is given below: 
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Turns are carried out using the trigonometric functions in the 

coefficients of the transformation matrix. The universal OpenGl 

library procedure for executing rotations is glRotatef (, x, y, z), 

the first parameter of which indicates the magnitude of the rotation 

angle, the other three specify the axis relative to which the rotation 

is performed. Consider the rotation matrix relative to the main 

coordinate axes. 

Rotation around the axis x by an angle  (see Fig. 3). 

,

cos sin ,

sin cos ,

X x

Y y z

Z y z




   
   

.   
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0 0

0 0 0 1

cos sin
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 a) b) c) 

Fig. 3. Rotation: a) the rotation around the axis x by an angle ; b) the rotation by 

an angle   around the axis y; c) the rotation around the axis z by an angle   

 The rotation around the axis y by an angle   
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The rotation around the axis z by an angle   
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Development and research of natural patterns of the upper 

respiratory tract allows for supplementing and expanding the 

knowledge about the aerodynamic characteristics of the nasal 

cavity and to make decisions about therapy in a short period of 

time. Experience of the Laboratory of the Institute for Multiphase 

Processes (IMP) of the Leibniz Universität Hannover (LUH) in 

the development and use of rapid prototyping capabilities in 
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biotechnology will provide technical support to the project. In 

addition, the project participants have already gained considerable 

experience in the development of methods and models in the 

subject area. Considering the modern high technology and 

technogenic approach to the diagnosis and treatment of diseases, it 

is advisable to introduce the ability to showcase a wider audience 

of the proposed methods professionals wishing to develop new 

scientific approaches both in theoretical and practical terms. 

5. Conclusions 

Project implementation is based on the results of scientific and 

practical research of the participants, which were obtained as a 

consequence of the executed joint international programs: DAAD 

project ″Eastern Partnership″ and Erasmus+ Program Key Action 

1 – Mobility for learners and staff – Higher Education Student and 

Staff Mobility during the years 2016–2018. 

Perspective of work. Considering the modern high technology 

and technogenic approach to the diagnosis and treatment of 

diseases, it is advisable to introduce the ability to showcase a 

wider audience of the proposed methods professionals wishing to 

develop new scientific approaches both in theoretical and practical 

terms. To do this, it is possible to use the opportunities of Massive 

open online course (MOOC) service for remote e-learning 

theoretical knowledge, mathematical demonstration and natural 

(obtained using rapid prototyping technology) models as well as 

the acquisition of practical skills through the analysis of clinical 

cases and test solutions of situational problems. We plan to 

produce a pneumatic test stand to define the aerodynamic 

characteristics of the upper airway and corresponding theoretical 

and experimental parameters according to the data from the 

pressure transducer and the air flow situated in the received 

control natural positions models. 
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CONCEPT AND REALIZATION OF BACKPACK-TYPE SYSTEM 

FOR MULTICHANNEL ELECTROPHYSIOLOGY IN FREELY 

BEHAVING RODENTS 
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Abstract. Technologies for multichannel electrophysiology are experiencing astounding growth. Numbers of channels reach thousands of recording sites, 

systems are often combined with electrostimulations and optic stimulations. However, the task of design the cheap, flexible system for freely behaving 
animals without tethered cable are not solved completely. We propose the system for multichannel electrophysiology for both rats and mice. The system 

allows to record unit activity and local field potential (LFP) up to 32 channels with different types of electrodes. The system was constructed using Intan 

technologies RHD 2132 chip. Data acquisition and recordings take place on the DAQ-card, which is placed as a back-pack on the animal. The signal 
is amplified with amplifier cascade and digitalized with 16-bit ADC. Instrumental filters allow to filter the signal in 0.1–20000 Hz bandwidth. The system 

is powered from the mini-battery with capacity 340 mA/hr. The system was validated with generated signals, in anaesthetized rat and showed a high 

quality of recordings. 

Keywords: multichannel electrophysiology, freely behaving rodents, unit activity, local field potential 

KONCEPCJA I REALIZACJA SYSTEMU PLECAKOWEGO DLA WIELOKANAŁOWEJ 

ELEKTROFIZJOLOGII U SWOBODNIE ZACHOWUJĄCYCH SIĘ GRYZONI 

Streszczenie. Technologie elektrofizjologii wielokanałowej odnotowują zdumiewający wzrost. Liczba kanałów dociera do tysięcy miejsc rejestracji, 

systemy często łączone są z elektrostymulacjami i stymulacjami optycznymi. Jednak zadanie zaprojektowania taniego, elastycznego systemu pozwalającego 
na swobodne zachowania zwierząt bez przywiązanego kabla nie zostało całkowicie rozwiązane. Zaproponowano system wielokanałowej elektrofizjologii 

zarówno dla szczurów, jak i myszy. System pozwala rejestrować aktywność jednostki i potencjał pola lokalnego (LFP) do 32 kanałów z różnymi rodzajami 

elektrod. System został zbudowany przy użyciu technologii Intan RHD 2132. Akwizycja danych i nagrania odbywają się na karcie DAQ, która została 
umieszczona w plecaku zwierzęcia. Sygnał jest wzmacniany kaskadą wzmacniaczy i digitalizowany za pomocą 16-bitowego przetwornika ADC. Filtry 

pozwalają filtrować sygnał w paśmie 0,1–20000 Hz. Zasilany jest z mini-baterii o wydajności 340 mA/godz. System został zwalidowany generowanymi 

sygnałami u znieczulonego szczura i wykazał wysoką jakość nagrań. 

Słowa kluczowe: elektrofizjologia wielokanałowa, gryzonie swobodnie zachowujące się, aktywność jednostkowa, potencjał pola lokalnego 

Introduction 

Nervous system works and codes information in the form 

of various electrical events: series of individual spikes, local 

potentials and up to complex brain oscillations. Today’s scientific 

world has many different techniques for brain imaging 

and investigation, however the measuring of electrical activity 

in different scales is an essential part to understand the principles 

of the brain functioning. Also nowadays this field of research 

undergoes rapid increasing in numbers of channels for recording 

systems and fast evolution in hardware and software. Systems that 

enable recordings in freely behaving animals are typically 

complex and do not have enough flexibility. Even rapid growing 

low-cost open-source systems do not fully correspond to the needs 

for experiments, which require animal to be completely freely 

behaving. Most of such systems work with animals with 

implanted electrode array and head stages connected with data 

acquisition modules by cables and tethers. We present here the 

concept of a low-cost backpack system for multichannel 

recordings in freely behaving animals. 

1. Aim and task of the research 

In the current paper, we discussed the design of flexible 

system for extracellular recordings in rodents from freely 

accessible parts. 

2. Analysis of alternative open-source systems 

Fast evolution of microelectronics and increased requirements 

for flexibility of systems for electrophysiology triggered a series 

of projects for low-cost open source recording systems in rodents, 

monkey and humans [10, 13, 15, 17, 18, 25, 29]. The first open-

source and low-cost systems for multichannel physiology include 

A/D system in 1994 created in Bruce McNaughton’s lab, which 

was redesigned as ArtE later (https://github.com/imalsogreg/arte-

ephys). The next was MEA Bench in 2000 created by Daniel 

Wagenaar, Tom Demarse, and Steve Potter [25]. Neuro Righter 

system was developed in 2000th by John Rolston, Riley Zeller-

Townson, and Jon Newman [10, 13, 15]. The cost of Neuro 

Righter had fallen from 60000$ to 10000$ compared with the 

MEA Bench [17] due to recent progress of electronic components. 

The next boom started after production of amplifier chips 

RHD, RHA and RHS series by Intan Technologies, when Jacob 

Voigts and Josh Siegle found Open Ephys initiative, which 

included acquisition board and dynamically evolved software for 

close-looped experiments [18, 29]. It consists of hardware block 

using FPGA-based acquisition card for recordings and software 

package for real-time data visualization and analysis. It allows  

recordings from 128–512 channels simultaneously with real-time 

spike sorting and detection. However, this system requires 

commercial Intan technologies head stage. The head stage should 

be installed on the animal skull and animal is tethered during 

recordings [3, 18, 28]. Open Ephys system becomes the most 

wide-used closed-loop system for multichannel electrophysiology 

in different laboratories all over the world.  

Also a lot of small projects were developed in different 

laboratories including both recording and stimulation options 

[2, 4, 9, 16, 27].  

The last outbreak in the field of multichannel 

electrophysiology was in 2017, made by collaboration of Howard 

Hughes Medical Institute, Welcome Trust, Gatsby Charitable 

Foundation and Allen Institute for Brain Science. They developed 

shank probe with amplifiers cascade and ADC located directly on 

the probe and capable to record from more than 400 sites 

simultaneously [8, 11, 21, 22]. Neuropixel probe is not completely 

open-source project, however it can work with different hardware, 

it is flexible and has the lowest price per channel. These 

characteristics make Neuropixel the cheapest alternative compared 

even with open-source platforms. However, animals are tethered 

in their configuration also [1, 6].  
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Cost of the recording systems has dropped by near two orders 

from the A/D system to the lowest level for Neuropixel today 

(Fig. 1) [10, 13, 15, 17, 21, 22, 25]. Price per channel for our 

system is about 22 USD.  

 

Fig. 1. Cost per channels for different recording systems has decreased by nearly two 

orders for last decades (1 – A/D (1994), 2 – MEABench (2000), 3 – NeuroWrighter 

(2008), 4 – ArtE (2011), OpenEphys 5 – (2012), 6 – NeuroPixel (2017)) 

As was mentioned above, development of low-cost, compact 

and flexible system from freely accessible parts allowing 

recordings from untethered animals is still actual.  Realizations of 

such recordings in completely freely behaving animals are 

possible in two general concepts. The first one uses wireless signal 

transmission gathered from the implanted electrode array mounted 

on the skull of animal or on the animal itself as a backpack. Then 

with a receiver, analogous or already digitalized signal is 

transmitted recorded on PC [5]. In the second concept all cycle of 

data collection can be realized on the animal and data can be 

recorded on the memory card [20, 24]. The main problems of such 

systems are high power consumption, limitation for numbers of 

channels and operational time. The second concept is autonomous 

system, which can give to researchers an option to make 

recordings in untethered animals. 

The aim of the study: Development and validation of low-cost 

system for multichannel electrophysiological recordings in 

anaesthetized and freely behaving animals in the framework of 

second concept. 

3. Material and methods 

The system was developed for unit activity and LFP 

recordings in anaesthetized and freely behaving animals. DAQ-

module powered with mini-battery was designed to be mounted as 

a back-pack in animal and should be connected with electrode 

array by use of a flat flex cable (Fig. 2). 

DAQ card for multichannel electrophysiology based on core 

Intan RHD2132 chip. This chip includes fully integrated low-

noise amplifier array, adjustable analogue filters and 16-bits ADC.  

ADC operation is 1.05 MSamples per second and supports 

sampling 32 amplifier channels at 30 kSamples/s sampling rate for 

each channel (Fig. 3). Also the chip includes optional on-chip 

DSP high-pass filters for amplifier offset removal and auxiliary 

ADC inputs for interfacing additional sensors [29]. Parameters of 

the system are shown in Table 1. 

Microcontroller STM32L12KB is operated with the core chip 

through SPI or low-voltage digital signal interface (LVDS). Data 

transfer occurs using additional FRAM memory to compensate 

small buffer size allocated in the microcontroller memory. Data 

are recorded in the microSD card as binary file and can be 

processed offline after finish the recordings (Fig. 4). Filter’s 

parameters, list of active channels and sampling rate can be 

programmed through custom-written software (C++) before start 

of experiment. Recordings can be initiated and finished with 

pressing of button on the board. LED indicates start and finish of 

recordings, charge level of battery and presence of microSD card 

by blinking in specific manner for each case. 

a)   

b)  

Fig. 2. General (top and side) view of the DAQ card, battery and connectors 

for signal simulation 

 

Fig. 3. Simplified core chip diagram from Intan RHD series datasheet [29] 

Table 1. Properties of the data acquisition system 

Parameter Value 

Dimensions 1741 mm 

Weight without battery 2.95 g  

Battery weight 5.05 g 

No. of channels (programmable) up to 32 

Gain 192 V/V 

Filers range (fLC/fUC) programmable 0.5–500Hz/100–20000Hz 

Input referred noise 2.4 µVrms 

 

RHD2000 Series Digital Electrophysiology Interface Chips 

 

                                  www.intantech.com  ●   info@intantech.com 3 
 

 

intan 
TECHNOLOGIES, LLC 

RHD2132 Simplified Diagram 
The RHD2132 contains an array of 32 amplifiers having unipolar inputs (in0, in1,…) and a common, shared reference line 
(ref_elec). 
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Fig. 4. Block-scheme of data acquisition card: signal from implanted electrode array, connected to DAQ module with FPC cable, collected with Intan RHD2132 core chip 

(signal is amplified, filtered and digitalized). Core chip is operated by microcontroller (MCU STM32L432KB). MCU using FRAM records data on the microSD card. 

System is powered with Li-polymer battery (Li-Pol). LVDS Driver – driver of low-voltage differential signaling, S1 – switch, LD1 – signaling LED, Q1 –phototransistor, 

LDO – low drop out regulator 

Custom software was written for our DAQ-card. Data 

acquisition was organized in the following flow chart: 

 Intan RHD2132 chip is connected to µC by SPI3 – µC uses 

SPI3 to connect to µSD-card; 

 32 kB buffer of command array is transferred to the Intan in 

cyclic mode through SPI using DMA TX channel; 

 32 kB array with data is received in cyclic mode 

simultaneously using DMA RX channel; 

 Recordings on the µSD-card is made by 16 kB blocks; 

 Writing speed should be more than capture of data; 

 µSD-card shows 250 ms time gaps during recordings, that is 

why data is collected in the intermediary buffer in the external 

FRAM memory by 16 kB blocks. 

 

To test the accuracy of data acquisition we conducted several 

bench tests. The first stages of system validation were performed 

with generated signals. The signals were sent and detected with 

known signals on the different channels of the system. Tests were 

carried out in different frequency range, sampling rates and 

connection of electrode array to DAQ card to check the 

functionality and accuracy of recordings. 

  

  

Fig. 5. (a, b) – tip of the 8-channel electrode array; (c) – 8-channel electrode array 

with connector for signal visualization on oscilloscopes, (d) – animal with implanted 

electrodes during recordings 

At the next stage, the system was validated on the 

anaesthetized rats. 8-channel microware array was implanted in 

the hippocampal area of adult Wistar rat. Experiment was carried 

out in accordance with the National general principles for 

experiments on animals. The rat was anaesthetized with ketamine 

(100 mg/kg) –xylazine (10 mg/kg) as intraperitoneal injection and 

was given subcutaneous injection of lidocaine to minimize pain 

[19]. Craniotomy was made in the projection of right hippocampus 

(4.2 mm – P, 3.6 mm – L). Dura was pricked and microelectrode 

array was implanted. Array consisted of 8 tungsten wire with 

d = 12 µm/each electrode (Fig. 5). 

The electrode array had integrated reference coil and ground 

wire, which were placed around drilled hole under the skull. Using 

custom made micro-manipulator, the electrode array was moved 

into the targeted brain area with the 5m step, until stable neural 

signal was recorded. Verification of a single unit activity was 

proved with wireless 8-channel system for extracellular 

electrophysiology [12, 14, 23] with simultaneous visualization of 

signal on oscilloscopes [6, 26]. 

4. Results and discussion 

Fabrication, assembling and programming of the system had 

taken about 8 months. All parts of DAQ-card are freely accessible. 

Validation was performed on the generated signals, which were 

sent directly to the DAQ-card inputs through custom made PCB-

board with electrodes and connector on the first stage (Fig. 6a) or 

through 8-channels microelectrode array through saline on the 

second stage (Fig. 6b).  Tests showed high quality of signal and no 

cross-talk between the channels (Fig. 6a). 

On the second stage the signals with different frequency were 

sent to DAQ-module from 8-channel microelectrode array through 

saline. Fourier transform confirmed data acquisition accuracy 

(Fig. 7). 

At the next stage, the neural signal was recorded from 

hippocampal area of anaesthetized rat. The signal processing and 

spike detection were done offline. The signal was filtered between 

244 Hz and 6 kHz with 4th order Butterworth band pass filter and 

spikes were extracted (Fig. 8). 

In the current version, our system does not include several 

necessary options, such as synchronization with external devices, 

visualization of data, spike detection and sorting modules. We 

plan to expand functionality in the next modifications. 
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Fig. 6. a) simulated signal was sent to DAQ-card directly. Data from channel 1 and channel 4 are presented, signal parameters: amplitude –  ~300µV, 

frequency – 1000 Hz on channel 1 (red curve), channel 4 was grounded (blue curve), b) simulated signal was sent to DAQ-module directly. 8 channels are shown 

 signal parameters  amplitude –  ~500µV, frequency – 1000 Hz 

 

 

Fig. 7. Generated sine wave recorded with DAQ-card, data from channel 1 are 

presented. Signal parameters: (a) voltage – 300µV, frequency 1 kHz, 2 kHz, 3 kHz, 

4 kHz (b) Fourrier transform of recorded signal showed peaks on the testing 

frequencies 

 

Fig. 8. Superposition of detected and separated spikes after signal processing 

5. Conclusions 

Designed open source low-cost system for multichannel 

electrophysiology was built on widely used parts and can record 

simulated and neural signals with high accuracy. It can be used in 

different modes for particular experimental requirements. It has 

several limitations – lack of memory for stable recordings at high 

sampling rates, does not have option to be precisely synchronized 

with other devices, absence of real-time data visualization and 

spike detection and sorting functions. Further optimizations of the 

system are underway and can overcome most of these limitations 

to extend the modes of data acquisition and increase experimental 

flexibility. 

References 

[1] Al_Omari A. K., Saied H. F. I., Avrunin O. G.: Analysis of Changes of the 

Hydraulic Diameter and Determination of the Air Flow Modes in the Nasal 

Cavity. Image Processing and Communications Challenges 3. Springer, Berlin, 

Heidelberg 2011, [DOI: 10.1007/978-3-642-23154-4_34]. 

[2] Alam M., Chen X., Fernandez E.: A low-cost multichannel wireless neural 

stimulation system for freely roaming animals. Journal of neural 

engineering 10(6), 2013, 066010. 

[3] Bennett C. et al.: Higher-order thalamic circuits channel parallel streams of 

visual information in mice. Neuron 102(2), 2019, 477–492. 

[4] Erickson J. C. et al.: Intsy: a low-cost, open-source, wireless multi-channel 

bioamplifier system. Physiological measurement 39(3), 2018, 035008. 

[5] Fan D., Rich D., Holtzman T., Ruther P., Dalley J. W., Lopez A., et al.: A 

wireless multi-channel recording system for freely behaving mice and rats. 

PLoS ONE 6(7), 2011, e22033, [DOI: 10.1371/journal.pone.0022033]. 

[6] Fyrmpas G. et al.: The value of bilateral simultaneous nasal spirometry in the 

assessment of patients undergoing septoplasty. Rhinology 49(3), 2011, 297–303. 

[7] Ghomashchi A. et al.: A low-cost, open-source, wireless electrophysiology 

system. 36th Annual International Conference of the IEEE Engineering in 

Medicine and Biology Society, 2014. 

[8] Juavinett A. L., Bekheet G., Churchland A. K.: Chronically implanted 

Neuropixels probes enable high-yield recordings in freely moving mice. eLife 8, 

2019, e47188. 

[9] Kinney J. P. et al.: A direct-to-drive neural data acquisition system. Frontiers in 

neural circuits 9, 2015, 46, [DOI: 10.3389/fncir.2015.00046]. 

[10] Laxpati N. G. et al.: Real-time in vivo optogenetic neuromodulation and 

multielectrode electrophysiologic recording with NeuroRighter. Frontiers in 

neuroengineering 7, 2014, 40. 

[11] Liang B., Ye X.: Towards high-density recording of brain-wide neural 

activity. Science China Materials 61, 2018, 432–434, [DOI: 10.1007/s40843-

017-9175-3]. 

[12] Moroz V. M. et al.: Coupled Spike Activity in Micropopulations of Motor 

Cortex Neurons in Rats. Neurophysiology 42(2), 2010, 110–117. 

[13] Newman J. P. et al.: Closed-loop, multichannel experimentation using the open-

source NeuroRighter electrophysiology platform. Frontiers in neural circuits 6, 

2013, 98. 

[14] Nosova Ya. V., Faruk K. I., Avrunin O. G.: A tool for researching respiratory 

and olfaction disorders. Telecommunications and Radio Engineering 77(15), 

2018, 1389–1395. 

[15] Rolston J. D., Gross R. E., Potter S. M.: NeuroRighter: closed-loop 

multielectrode stimulation and recording for freely moving animals and cell 

cultures. Annual International Conference of the IEEE Engineering in Medicine 

and Biology Society, 2009. 

[16] Rotermund D. et al.: Open hardware: Towards a fully-wireless sub-cranial 

neuro-implant for measuring electrocorticography signals. BioRxiv 036855, 

2017. 

 

V
o

lt
a
g

e
, 

µ
V

 

Time, ms 



68      IAPGOŚ 4/2019      p-ISSN 2083-0157, e-ISSN 2391-6761 

[17] Siegle J. H. et al.: Neural ensemble communities: open-source approaches to 

hardware for large-scale electrophysiology. Current opinion in neurobiology 32, 

2015, 53–59. 

[18] Siegle J. H. et al.: Open Ephys: an open-source, plugin-based platform for 

multichannel electrophysiology. Journal of neural engineering 14(4), 2017,  

045003. 

[19] Sikes R. S., Gannon W. L.: Guidelines of the American Society of 

Mammalogists for the use of wild mammals in research. Journal of 

Mammalogy 92(1), 2011, 235–253. 

[20] Spivey R. J., Bishop Ch. M.: An implantable instrument for studying the long-

term flight biology of migratory birds. Review of Scientific Instruments 85(1), 

2014, 014301. 

[21] Steinmetz N. A. et al.: Challenges and opportunities for large-scale 

electrophysiology with Neuropixels probes. Current opinion in neurobiology 50, 

2018, 92–100. 

[22] Steinmetz N. et al.: Dataset: simultaneous recording with two Neuropixels 

Phase3 electrode arrays. CortexLab at UCL, 2016. 

[23] Vlasenko O. et al.: Multichannel system for recording myocardial electrical 

activity. Information Technology in Medical Diagnostics II: Proceedings

of the International Scientific Internet Conference “Computer Graphics and 

Image Processing" and the XLVIIIth International Scientific and Practical 

Conference “Application of Lasers in Medicine and Biology". CRC Press, 2019. 

[24] Vyssotski A. L. et al.: Miniature neurologgers for flying pigeons: multichannel 

EEG and action and field potentials in combination with GPS recording. Journal 

of neurophysiology 95(2), 2006, 1263–1273. 

[25] Wagenaar D., DeMarse T. B., Potter S. M.: MeaBench: A toolset for multi-

electrode data acquisition and on-line analysis. Conference Proceedings. 2nd 

International IEEE EMBS Conference on Neural Engineering, 2005. 

[26] Wójcik W., Pavlov S., Kalimoldayev M.: Information Technology in Medical 

Diagnostics II. CRC Press, London 2019, [DOI: 10.1201/9780429057618]. 

[27] Woods V. et al.: A low-cost, 61-channel µECoG array for use in rodents. 7th 

International IEEE/EMBS Conference on Neural Engineering (NER), 2015. 

[28] Yüzgeç Ö. et al.: Pupil size coupling to cortical states protects the stability 

of deep sleep via parasympathetic modulation. Current Biology 28(3), 2018, 

392–400. 

[29] RHD2000 Series Digital Electrophysiology Interface Chips RHD2116, 

RHD2132. Intan Technologies, LLC. 

http://intantech.com/files/Intan_RHD2000_series_datasheet.pdf 

 

 

M.Sc. Olga Chaikovska 

e-mail: chaikovska.olga@vnmu.edu.ua  

 

Ph.D. student at the Department of Human 

Physiology, Vinnytsia. 

The field of scientific interest is dopaminergic system 

pathology, changing inneural dynamics and behavior 

during neurodegenerative diseases, electrophysio-

logical markers (early stages) for neurodegenerative 

diseases.  

 

 

ORCID ID: 0000-0002-6489-6040  

Eng. Oleksandr Ponomarenko 

e-mail: alux.ponomarenko@gmail.com 

 

Engineer at the Department of Human Physiology. 

Scientific interests: hardware development of data 

acquisition system for biopotentials recordings in 

small animals. 

 

 

 

 

 

ORCID ID: 0000-0002-3058-7637  

Ph.D. Oleksandr Dovgan 

e-mail: alexander.d1980@gmail.com 

 

Docent at the Department of Human Physiology. 

Scientific interests is focused on the organization of 

motor programs in different cortical area and 

subcortical structures, investigation of neural 

processes during motor learning, changes in neuronal 

activity in hypothalamus and amygdala during 

prolonged starvation and after operant movements 

learning. 

 

ORCID ID: 0000-0002-8740-0650  

Ph.D. Ihor Rokunets 

e-mail: rokunets@vnmu.edu.ua  

 

Docent at the Department of Human Physiology. 

Scientific interests: electrical activity of neurons on 

the group level in the motor cortex and hippocampus; 

development of neurophysiological  equipment 

(electrophysiology), polycardiography (phonoCG, 

ECG, ballistocardiography) on the open heart and in 

freely behaving animals, techniques for dynamic 

assessment of human pose and algorithm for data 

analysis. 

ORCID ID: 0000-0002-8255-6007  

Prof. Sergii Pavlov 

e-mail: psv@vntu.edu.ua  

 

Doctor of Technical Sciences, Professor, Academician 

of the International Academy of Applied 

Radioelectronic. Vice-rector of for Scientific Work of 

Vinnytsia National Technical University, professor of 

biomedical Engineering  

Scientific direction – biomedical information 

optoelectronic and laser technologies for diagnostics 

and physiotherapy influence. Deals with issues of 

improving the distribution of optical radiation theory 

in biological objects, particularly through the use of 

electro-optical systems, and the development of 

intelligent biomedical optoelectronic diagnostic 

systems and standardized methods for reliably 

determining the main hemodynamic cardiovascular 

system of comprehensive into account scattering 

effects. 

ORCID ID: 0000-0002-0051-5560 

 

D.Sc. Olena Kryvoviaz 

e-mail: 16124sk@gmai.com 

 

Doctor of Sciences, docent. 

The head of Department of Pharmacy of National 

Pirogov Memorial University of Vinnytsia. 

Scientific direction – pharmacy technology. 

 

 

 

 

 

ORCID ID: 0000-0001-5441-1903  

Prof. Oleg Vlasenko 

e-mail: vlasenko@vnmu.edu.ua  

 

Doctor of Medical Sciences, Professor. Vice-rector of 

for Scientific Work of National Pirogov Memorial 

University of Vinnytsia, professor at the Department 

of Human Physiology. 

Scientific direction – neural circuits that are 

responsible for voluntary control of movements, 

interaction between autonomic and somatic divisions 

of CNS during operant movements, detection of stress 

by dynamical position of body center mass and 

physiological parameters. 

ORCID ID: 0000-0001-8759-630X 
 

otrzymano/received: 01.11.2019 przyjęto do druku/accepted: 06.12.2019 

 

https://www.scopus.com/redirect.uri?url=http://www.orcid.org/0000-0001-5441-1903&authorId=57197800246&origin=AuthorProfile&orcId=0000-0001-5441-1903&category=orcidLink


p-ISSN 2083-0157, e-ISSN 2391-6761      IAPGOŚ 4/2019      69 

artykuł recenzowany/revised paper IAPGOS, 4/2019, 69–73 

DOI: 10.35784/IAPGOS.116 
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Abstract. In this paper, we present our research which confirms the suitability of the convolutional neural network usage for the classification of single-

lead ECG recordings. The proposed method was designed for classifying normal sinus rhythm, atrial fibrillation (AF), non-AF related other abnormal 

heart rhythms and noisy signals. The method combines manually selected features with the features learned by the deep neural network. The Physionet 
Challenge 2017 dataset of over 8500 ECG recordings was used for the model training and validation. The trained model reaches an average F1-score 

0.71 in classifying normal sinus rhythm, AF and other rhythms respectively. 

Keywords: electrocardiography, machine learning, neural networks 

DETEKCJA MIGOTANIA PRZEDSIONKÓW NA ELEKTROKARDIOGRAMACH 

Z WYKORZYSTANIEM KONWOLUCYJNEJ SIECI NEURONOWEJ 

Streszczenie. W tej pracy, przedstawiamy nasze badania, które potwierdzają przydatność zastosowania konwolucyjnych sieci neuronowych dla klasyfikacji 

zapisów jedno-odprowadzeniowego EKG. (tak brzmi ta nazwa). Proponowana metoda została zaprojektowana dla klasyfikowania prawidłowego rytmu 
zatokowego, migotania przedsionków (AF), poza-AF powiązanych z innymi nieprawidłowymi rytmami serca i zaszumionymi (głośnymi?) sygnałami. Ta 

metoda łączy cechy wyselekcjonowane ręcznie z cechami  wyuczonymi przez głębokie sieci neuronowe. Zbiór danych Physionet Challenge 2017 

zawierający ponad 8500 zapisów EKG został zastosowany dla modelu szkolenia oraz walidacji. Model  nauczony (wyszkolony?) osiąga odpowiednio 
średni F1-wynik 0.71 w klasyfikowaniu prawidłowego rytmu zatokowego, rytmu AF oraz innych rytmów.            

Słowa kluczowe: elektrokardiografia, nauczanie maszynowe, sieci neuronowe 

Introduction 

Heart diseases are the leading cause of death in the EU and the 

US for both men and women. The fact that around 47% of sudden 

cardiac deaths occur outside a hospital suggests that many people 

with heart disease do not react on early warning signs. 

An electrocardiogram (ECG) can be used for diagnostics of 

many heart malfunctions like the presence of any damage to the 

heart's muscle cells or conduction system. Many handheld ECG 

recorders were developed to produce a single-lead ECG. WIWE 

[23], AliveCor [1], OMRON HCG801 HeartScan [22] are the 

examples. 

Automated ECG analysis is a complex problem, which 

includes a number of basic tasks such as noise reduction, QRS 

complex detection, P and T wave detection, analysis of the shapes 

of the waves and their positions and lengths. Each of those tasks is 

a separate topic of scientific research. For example, noise 

reduction is a well-explored task with a lot of developed 

techniques and methods, including band-pass filters [5], 

spectrograms [6], Fourier [15] and wavelet [8] transformations. 

QRS detection is also represented with a large list of methods 

reaching sensitivities and specificities of about 99.5. The detailed 

comparison of the QRS detection methods is done in [3]. 

Atrial Fibrillation (AF) is a common type of heart disease that 

leads to stroke, heart failure or other complications. Every year 

millions of people get affected by AF, and this number tends to 

increase. The percentage of people with AF also increases with 

age: from 0.14% under 50 years old to over 14% for those over 80 

years old. And AF is often an episodic event, which makes early 

diagnostics even more complicated. 

AF detection methods can belong to one of two categories: 

atrial activity analysis-based methods, which search for the 

absence of P waves or the presence of F-waves in the TQ interval; 

and ventricular response analysis based on the predictability of the 

inter-beat timing (‘RR intervals’). 

Park et al [9] analyzed heartbeat variability from inter-beat 

intervals obtained by a wavelet-detector. The features are 

extracted from the Poincare plot of the intervals. The method 

performs a binary classification of the signal into AF/non-AF. 

Rodenas-Garcia et al [11] incorporated wavelet entropy in 

ECG analysis. The signal is analyzed in chunks of 10 consequent

noise-free heartbeats, for which a median of TQ segment is 

extracted and the wavelet entropy is computed. The method can be 

used to detect common cardiac arrhythmias and atrial fibrillation. 

Petrenas et al [10] proposed a simple method for long-term 

AF monitoring. The signal is processing with the 8-beat sliding 

window in order to reduce computational power. The building 

blocks of the algorithm are the estimation of RR trend and 

irregularity, ectopic beats filtering, bigeminy suppression and 

fusion of the signals. The model uses binary AF vs non-AF 

classification. 

Tziakouri et al [13] built a 3-stage model for multi-label ECG 

classification. The first stage analyzes the quality of the signal and 

rejects noisy signals. In the second stage, the signal is classified 

into normal sinus rhythm and abnormality. And on the third stage, 

atrial fibrillation is separated from the other abnormal rhythms. 

The previously developed methods are usually limited in 

applicability due to following reasons: 1) only normal and AF 

recording were considered, while all the other diseases were 

discarded; 2) good performance was shown of carefully-selected 

often clean data; 3) test dataset was not used or was too small for 

making a conclusion; 4) a small number of patients was used. 

The aim of this research is to develop an atrial fibrillation 

detection model, which would not require complex and long-

running computations for feature extraction. The input of our 

model is a raw ECG signal. The developed algorithm runs initially 

basic signal filtering and splits the signal into separate heartbeats. 

Then the sequence of heartbeats is used for heart disease 

prediction. Our model is also applicable for noisy signals with 

significant signal-to-noise ratio, because it involves filtering 

preprocessing algorithms. The model can also distinguish between 

atrial fibrillation and other abnormal rhythms.   

1. Methodology 

Our method is based on the usage of state-of-the-art ECG 

processing techniques in noise reduction and R-peaks combined 

with deep neural networks. Convolutional neural network layers 

are used as feature extractors over a 2D matrix of the signal 

heartbeats. The classification decision is done using fully 

connected network layers.  
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1.1. Dataset overview and preprocessing 

The dataset used for this project was taken from 

PhysioNet/Computing in Cardiology Challenge 2017 [2]. It 

contains 8528 single-lead ECG recordings, sampled at 300Hz and 

varying lengths from 2700 to 18300 points. The records are 

labeled with 4 classes: normal sinus rhythm (N, 5154 records), 

atrial fibrillation (A, 771 records), other abnormal rhythms (O, 

2557 records) and noise (originally marked with tilde in the 

dataset, replaced with P, 46 records). 

The first and the most important step of the analysis is the 

visualization of the data. We plotted some samples from each 

class and analyze them visually. This helps to identify potential 

problems with the dataset as well as gives insights on how to 

create a set of relevant features to represent the data. 

We paid more attention to the analysis of the class “Other” as 

it includes a wide range of heart diseases. We tried to identify 

those diseases and find out the most common ones. Some of them 

are 1) atrial flutter; 2) ventricular fibrillation; 3) tachycardia (more 

than 100 bpm); 4) bradycardia (less than 60 bpm); 5) wide QRS 

complex (more than 0.1 s – prolonged, more than 0.12 s – 

abnormal); 6) presence of extrasystole; 7) long PR interval (more 

than 0.2 s).  

The review of the dataset revealed underlying problems, 

including the following: 1) some of the records were inverted, 

probably due to electrode misplacement; 2) values of the records 

are absolute and not restricted to any range; 3) imbalanced 

representation of the classes.  

Our preprocessing steps include: 

Noise reduction 

The ECG signals are recorded using single-lead, non-medical 

equipment and usually by patients themselves. It means they are 

often noisy. The most common sources of noise are: 

 electrode contact noise (frequency is about 1 Hz) caused by 

improper contact between the body and electrodes; 

 motion artifacts produced by patient’s movements which 

affect electrode-skin impedance, resulting in usually short-

term distortions; 

 muscle contractions - noise with 10% of regular peak-to-peak 

ECG amplitude and frequency up to 10 kHz; 

 baseline wander caused by a respiratory activity with 

a 0–0.5 Hz frequency. 

The goal of this process is to remove noises while keeping as 

much of the signal as possible. 

The most important cardiac information in ECG is stored 

within a frequency range of 0–20 Hz [14]. We apply both high 

pass (HPF) and low pass (LPF) FIR filters with the order of 100 

(1/3 of the sampling frequency). For HPF cut-off frequency of 

0.5 Hz was used to remove the baseline movement of the signal. 

And LPF was set with a cut-off frequency of 40 Hz to reduce the 

impact of other noise sources on the ECG. 

Signal normalization 

The ECG recorder might generate a wide range of values 

depending on different conditions when the recording was 

performed (Fig. 1). Also, manufacturers might provide their own 

value ranges for different recorders. 

Neural networks can be considered as a function (usually non-

linear) of input values multiplied by weights and combined with a 

bias. The weights and the bias are estimated during the model 

training. So, if the range of the input values changes, then the 

output of the function might also change. To avoid such cases, we 

applied a standard data normalization technique in the field of 

neural networks: to scale signal values to a specific range. The 

values of every record were converted to the range of [-1;1] by 

dividing original values by the absolute value of the signal. 

Lead inversion detection 

Inverted ECG signals happen in around 4% of the recordings 

even during a professional medical examination. Inverted records 

(for example, A06667, A08477) are more likely to be classified as 

abnormal rhythm due to changes in morphologies of the QRS and 

P and T waves. 

We used a simple principle of comparing the absolute values 

of the minimum (abs_min) and the maximum (abs_max) in the 

QRS complex of the filtered signal. 

We applied the lead inversion detection after running low pass 

and high pass filter. It is important as it removes most of the noise 

in the ECG signal and reduces misleading high peaks in the data, 

leaving primarily clear QRS complexes. For those cases, when the 

abs_max is at least less than 0.6 of abs_min, we considered such a 

record as inverted and performed the sign change for the values of 

the record. The algorithm detected and worked out the 734 

inverted records in our dataset. 

Handling of the imbalanced dataset problem 

The dataset is highly unbalanced, which is common for natural 

signals, but it complicates the training process. While the model 

should learn the natural distribution of the classes (eg, most people 

would have normal sinus rhythm, and less would have some 

disease), the actual goal of the model is disease detection. 

Normal sinus rhythm is more than 100 times more represented 

in the dataset, than noise and about 18 times more – than AF. The 

model might easily overfit and predict the most represented class. 

Severe overfitting was observed in early experiments. 

There are several known approaches to handle the problem, 

including the usage of abnormalities detection algorithms. These 

algorithms apply class weights (penalties) on classifiers 

and perform data balancing. Another approach is to use 

the models which are better at handling unbalanced data. 

The experiments with class weights did not show any significant 

improvement in classification results. Therefore, data balancing 

techniques were applied to the dataset, including oversampling 

and undersampling [4]. 

  

 

Fig. 1. The difference in value ranges for normal ECG signals (records A00009 and A00121, only 10 seconds of each record) 
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Data oversampling is used when the amount of collected data 

is insufficient. The technique is applied to the underrepresented 

minority classes in the dataset. The main idea is to create synthetic 

samples of the data based on the characteristics of existing 

samples. The signals were interpolated in time (either making 

them shorter or longer) by 10 to 25% (chosen randomly). The 

generated signals might have a very low or very high heart rate, as 

we do not take into account the heart rate of the original signal. 

If a class of data is the overrepresented majority class, 

undersampling may be used to balance it with the minority class. 

This operation took the instances of the majority class and 

compared the time-shifted filtered signals by the square root of 

differences in the developed method. About 10% of the records 

with the lowest differences were removed from the training 

samples. 

1.2. Heartbeat detection 

The detection of the heartbeat starts with the search 

of R-picks, the highest and the most resistant to the noise 

component of a single heartbeat. This is a well-known problem, 

and one of the most commonly used methods is the Pan-Tompkins 

algorithm [7]. The original paper states the detection rate of 

99.3%. Our algorithm is a modification of the original one. It runs 

the Pan-Tompkins algorithm. Then it runs backward and looks for 

intervals where the RR interval length is larger than 1.5 of the 

mean RR interval length and reruns R-peak detection with the 

lower threshold.   

After R-picks detection, we started the lookup of the Q and S 

positions, which are the local minimums on both sides of the R 

pick. After that, the algorithm also looks for the local maximums 

in the interval of 0.2 s before R pick and 0.4s after R pick. Those 

points are assumed to be positions of the maximum of P and T 

waves respectively. These important points are marked in Fig. 2. 

Based on the positions of R-peaks, we extracted the heartbeats 

from the filtered signal, using the static window of 0.6 s (Fig. 3). 

We ignored the heartbeats, where the window cannot be applied 

(heartbeats on start or end of the signal). 

The extracted heartbeat had 180 points. We constructed a 

matrix filled with all detected heartbeats. Input for the neural 

network should have the same number of templates for every 

record, therefore an upper limit of 160 heartbeats was set. In case, 

there were no enough heartbeats, we added empty heartbeats 

(zero-values) to the end of the matrix. 

 

Fig. 3. Extracted normalized heartbeats from the ECG signal

 

Fig. 2. Detection of heartbeat components: QRS points marked with triangles, maximums of P and T waves with circles 

2. Neural network topology 

We propose to use a convolutional neural network for ECG 

classification. Our model was particularly inspired by the VGG-16 

neural network [12], which is commonly used for image 

recognition problems. We reduced the number of layers to 6, 

which includes two groups of 2 convolutional layers and a group 

of dense layers. 

The input dimension for the neural network was set to 160 by 

180, where 160 represents the heartbeats, and 180 is the number of 

data points per each heartbeat (0.6 s). 

The input is supplied into a convolutional layer with 32 filters 

and a convolution window length 3. It is followed by the rectified 

linear unit activation (ReLU), a simple non-linear function that 

replaces all negative values in the activation map by zero. Then it 

goes the same convolutional layer followed by a max-pooling 

layer with pool size set to 2 and the downscaling factor of 2. 

Pooling helps resolve multiple problems related to neural 

networks: makes input representations smaller, reduces the 

number of parameters (which makes computations faster and 

controls overfitting), makes network resistant to small 

transformations of the input, helps to detect features in data no 

matter where they are located. Then another ReLU layer follows. 

MaxPooling was performed before ReLU activation to reduce the 

number of operations and fasten the training process. These layers 

create the first block of our neural network. It is finalized with the 

drop out layer with a drop rate of 0.25, which has a slight 

regularization effect and reduces overfitting. The second block is 

built using the same layers structure as the previous one, but we 

increased the number of filters in convolutional layers to 64. The 

architecture of the proposed neural network is given in Fig.4. 

We transform the 2D output of the second block into 1D and 

supply it into a fully connected neural network (third block). This 

block contains a fully connected layer of 512 units and ReLU 

activation. It is followed by the drop out layer with a rate of 0.5. 

The last layer of the neural network produces the model 

output. It should have the same number of neurons as the number 

of possible output labels. Therefore, the neural network ends with 

a fully connected layer of 4 units. The layer uses softmax 

activation, which normalizes the layer outputs sum to 1 (eg, each 

value is a probability of the input to be an instance of a given 

class). 

The network was optimized using Stochastic Gradient Descent 

with Nesterov momentum of 0.9 and the initial learning rate set to 

0.01. 

We used categorical cross-entropy as a loss function for the 

neural network. 



72      IAPGOŚ 4/2019      p-ISSN 2083-0157, e-ISSN 2391-6761 

 

Fig. 4. The architecture of the neural network for ECG classification 

1.3. Implementation notes and training procedure 

We used Python [19] with Numpy [17] and SciPy [20] for 

signal processing, Scikit-Learn [18] and Keras [16] with 

Tensorflow CPU [21] backend for neural network construction 

and training. 

We split the original dataset into training and validation sets, 

2/3 and 1/3 respectively. Then we applied over- and 

undersampling on the training dataset. We used SciPy to resample 

the signals. 

The network was implemented using Keras functional API. 

Convolutional layers were implemented using Conv1D and max-

pooling was implemented using MaxPooling1D layers. 

For neural networks, the categorical value of the output should 

be encoded with the one-hot encoding. This means that class 0 

becomes a vector [1 0 0 0], class 1 becomes [0 1 0 0] and so on. 

We did that using Keras  to_categorical utility function. 

The neural network was trained in batches with 32 batch size. 

The training process was initialized with 30 training epochs and a 

controlling algorithm to stop training after reaching a minimum of 

the validation loss function. The training stop function was 

implemented using Keras EarlyStopping callback, with the 

patience parameter set to 7. 

We also run a dynamic learning rate algorithm, which reduced 

the initial learning rate by a factor of 10, when the validation loss 

function did not improve during the last 3 epochs. The 

improvement delta was set to 10-4, and the learning rate can be 

reduced from the initial value of 0.01 to 10-6. It was implemented 

using ReduceLROnPlateau Keras callback. 

3. Evaluation 

Evaluation of the model is performed using F1 score which is 

a combination of precision (PPV) and recall (TPR). 

         
                   

                 
 (1) 

The class detection accuracy of the model is a proportion of 

the number of true positive (TP) cases to the sum of true positive 

and false positive (FP) cases. 

          
  

     
 (2) 

The class recall of the model is a ratio of the number of true 

positive to the sum of true positive and false negative. 

          
  

     
 (3) 

For multi-class classification, we compute the F1 score for 

each class and the final score of the model is an average of all 

scores. But the distribution of normal, atrial fibrillation, other 

rhythms, and noisy data is highly imbalanced, and the amount of 

noisy data is significantly less compared to other classes, so the 

noise class evaluation was excluded from the final score. The F1 

score of the model is an average of the scores for AF, N and O 

classes. 

    
            

 
 (4) 

F1 score helps us to prevent an accuracy paradox, which is 

very common for the imbalanced datasets. 

We also incorporated cross-validation technique, which helps 

to estimate how accurately a predictive model will perform in 

practice. It runs in rounds and each round involves partitioning of 

a dataset into training and test sets, fitting the training data into the 

model, and validating the classifier on the test data. 5-fold cross-

validation was used for this project. This method splits the dataset 

into 5 subsets, then one subset is used for testing and 4 subsets for 

training. The parameter 5 not only defines the number of subsets, 

but also the number of rounds. A new subset is used for testing in 

each round. This means that during 5 rounds each of the generated 

subsets was used only once as a testing dataset. 

4. Results 

The model was validated both locally on the piece of the 

original dataset and remotely on the PhysioNet challenge hidden 

dataset.  

Table 1 shows the detailed model performance report we 

generated based on the local test dataset (33% of the original 

dataset). 

Table 1. Results of ECG classification using Convolutional Neural Network 

Class Precision Recall F1 Support 

AF 0.62 0.64 0.63 183 

Normal 0.78 0.92 0.84 1273 

Other rhythm 0.70 0.45 0.55 608 

Noise 0.61 0.59 0.60 68 

Total 0.68 0.65 0.66 2132 

As it was mentioned earlier, we also validated the model using 

5-fold cross-validation. The model got an average mean F1 score 

of 0.68 and a standard deviation of 0.016. 

Next, we sent the model for evaluation on the hidden dataset. 

PhysioNet runs the model in the virtual environment and 

computes the F1 score of the model for classes Normal, AF and 

Other. The results of the model on the hidden dataset are shown in 

Table 2. 

The final score of the model on the hidden dataset is 0.71. 

Table 2. PhysioNet report on the model performance 

Class Normal AF Other Overall 

F1 0.88 0.69 0.56 0.71 

5. Conclusions 

In this paper, we proposed an approach for the automatic 

detection of atrial fibrillation in single-lead ECGs using a 

convolutional neural network. Our model is designed to handle 

noisy signals and distinguish atrial fibrillation from other 

abnormal heart rhythms. The computational efficiency of the 

model is reached by using only basic signal preprocessing 

techniques like filtering and heartbeats detection. 

The performance of the model was validated using 5-fold 

cross-validation, which showed an average F1 score on the test 

dataset equals 0.68 with a little variance of 0.016. The model 

accuracy was additionally confirmed by running it on a closed 

dataset of ECG signals from the PhysioNet website, where the 

model showed the overall result of 0.71. 

Our result is lower compared to the results of the models 

which include manual feature extraction or a combination of 

multiple estimators. However, our model uses less computational 

power and it can be used on devices with limited resources. 

There are several directions for future research. In particular, 

the signal resampling algorithm, used during model training, can 

be improved by taking the actual heart rate into account. 

We also plan to improve the model performance (without 

reducing efficiency) by adding some of the computationally 

lightweight expert features like heart rate variability. 
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THE CONCEPT OF A FLYING ELECTROMAGNETIC FIELD 

MEASURING PLATFORM 

Sławomir Szymaniec, Sławomir Szymocha, Łukasz Miszuda 
Opole University of Technology, Faculty of Electrical Engineering, Automatic Control and Informatics Institute of Computer Science, Opole, Poland 

Abstract. Nowadays, humans are surrounded by more and more devices that artificially generate an electromagnetic field. According to law, supervision 

of the level of the electromagnetic field requires specific measurements. Measurement performed by traditional methods have several limitations, which 
come from the infrastructure and time taken to perform the measurement. New methods of measurement are being developed in order to execute 

the research relatively quickly and repeatedly without any limitations. One of the methods is to use a flying mobile measurement platform. 

Keywords: electromagnetic field, flaying platform, measuring 

KONCEPCJA LATAJĄCEJ PLATFORMY POMIAROWEJ POLA ELEKTROMAGNETYCZNEGO 

Streszczenie. Człowieka obecnie otacza coraz więcej urządzeń, które sztucznie generują pole elektromagnetyczne. Zgodnie z prawem nadzór nad 

poziomem natężenia pola elektromagnetycznego wymaga pomiarów. Pomiar wykonywany metodami tradycyjnymi ma kilka ograniczeń dotyczących 
infrastruktury i czasu wykonywania pomiaru. Opracowuje się coraz to nowe metody pomiaru aby można było go wykonać w miarę szybko i powtarzalnie 

bez ograniczeń infrastrukturą. Jedną z metod jest wykorzystanie do pomiarów platform latających. 

Słowa kluczowe: pole elektromagnetyczne, platforma latająca, pomiar 

Introduction 

Direct influence of the electromagnetic field on a human being 

may cause numerous threats to health or safety. A person within 

the electromagnetic field is exposed to the presence of a magnetic 

field and induced electric fields caused by electrical currents 

flowing through the body. 

Human beings are not usually able to feel the direct effect of 

the electromagnetic field on their organisms. According to studies 

[6–8, 11], the effects of the electromagnetic field may have other 

consequences that can be revealed with a time delay, especially 

during strong exposures, and they include: 

 nervous system disorders, 

 cardiovascular disorders, 

 disorders of the immune system, 

 neoplastic processes, 

 subjective complaints, such as: headaches, fatigue, memory 

problems. 

 

The influence of the electromagnetic field can also have an 

indirect impact on people, interpreted as contact currents that flow 

through the human body touching a metal object that has a 

different electrical potential due to the electromagnetic field 

impact on it [7]. 

The effects of the indirect impact of the electromagnetic field 

can also include: 

 interference with electronic devices, including medical 

equipment, electronic implants (such as cardiac pacemakers) 

and medical devices worn permanently on the body (such as 

infusion pumps) 

 a threat to the functioning of passive metal implants 

 damage to magnetic storage media [6]. 

 

In our environment, the problem of measuring the 

electromagnetic field without restrictions coming from the 

infrastructure and various external conditions has not yet been 

solved. The generality of infrastructure is now a very big problem 

when performing an electromagnetic field measurement, because 

it is not possible to take measurements very close to the source of 

the electromagnetic field. The main sources of the electromagnetic 

fields include, for instance: high voltage lines, which during 

transmission create around themselves an artificial EM field, 

transformer stations, mobile phone stations, RTV transmitters [6]. 

1. Measurement of the electromagnetic field 

Nowadays, it is difficult to imagine life without electricity 

anymore. In the early years no one was thinking about the 

influence of the electromagnetic field and radio waves on living 

organisms. With time, however, an increasing number of people 

began to pay attention to the levels of electromagnetic radiation 

produced by human beings, which surrounds ours communities 

to an ever growing extent [2]. According to the national 

Act of 27 April 2001 – Environmental Protection Law (unified 

text Journal of Laws 2013, 1232 with subsequent amendments), 

electromagnetic fields are defined as electric, magnetic and 

electromagnetic fields with frequencies ranging from 0 Hz up to 

300 GHz. The evaluation of electromagnetic field levels in the 

environment is carried out as part of the State Environmental 

Monitoring. The Voivodship Inspector for Environmental 

Protection conducts periodic studies of the levels of 

electromagnetic fields in the environment. The number of 

measuring stations, the type of areas on which measurements are 

carried out and their frequency in Poland is specified in the 

Regulation of the Minister of Environment of November 12, 2007 

on the range and manner of conducting periodic tests of 

electromagnetic fields in the environment (Journal of Laws 

No. 221, item 1645 ).  

As of 1st July 2016, all members of the European Union are 

bound by the Directive 2013/35/EU of the European Parliament 

and of the Council dated 26 June 2013 on the minimum health and 

safety requirements regarding the exposure of workers to the risks 

arising from physical agents (electromagnetic fields) 

(20th individual Directive within the meaning of Article 16(1) of 

Directive 89/391/EEC) and repealing Directive 2004/40/EC [12]. 

The above Directive was followed by the national Regulation 

of the Minister of Family, Labour and Social Policy dated 29th 

June 2016 on the occupational health and safety of workers likely 

to be exposed to electromagnetic fields. 

The Regulation defines the electromagnetic threats as harmful 

for health and describes hazardous and severe effects of direct or 

indirect impact of electromagnetic fields (EM fields) in the work 

space due to, inter alia, direct biophysical effects of EM fields 

upon the human organism, including: 

 thermal effects – heating of the tissue through the EM energy 

absorbed, 

 non-thermal effects, that is: agitation of muscles, nerves or 

sense organs which are likely to exert deleterious effect upon
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the mental and physical health; agitation of sense organs may 

lead to transient symptoms, such as vertigo or phosphenes that 

provoke transient afflictions or affect cognitive functions or 

other brain or muscle functions and as a consequence, are 

likely to influence the capability to safely perform one’s work. 

2. Regulations regulating electromagnetic 

measurement 

The regulation defines three basic categories of sites on which 

EMF monitoring should be carried out: 

1) Central districts of settlements or cities with a population 

of over 50,000. 

2) Other (smaller) cities. 

3) Rural areas. 

For each of the above mentioned area categories there are 

selected 45 measuring points – a total of 135 points. 

Measurements at the selected points are repeated after each full, 

3-year measurement cycle. Within one year, measurements are 

made in 45 points (15 per area category). The range of conducted 

tests of electromagnetic field levels in the environment will 

include measurement of the intensity of the electrical component 

of the electromagnetic field in the frequency range of at least 

3 MHz up to 3000 MHz. Measurements at each point are 

performed once a year. 

The norm defines the principles of selecting the measurement 

area. The measurements are conducted with the aid of the so 

called measurement points: the basic measurement points 

(corresponding to the actual location of the workers) and the 

auxiliary measurement points (whose purpose is to obtain the 

information on the spatial distribution of the fields). The 

measurements are conducted to the maximum height of 2 m from 

the ground on which the worker is located. The working 

conditions of field sources should be selected in a manner 

allowing for the designation of the maximum value of field 

intensity in areas where workers are currently stationed or 

consider the possibility of greater field intensity, compared with 

the measurements, when assessing the exposure level [10]. 

Detailed values of permissible intensity of radiation fields 

have been specified in the ordinance of the Minister of the 

Environment dated October 30, 2003 on the permissible levels of 

electromagnetic fields in the environment and ways to check 

compliance with these levels (Journal of Laws No. 192, item 

1883). According to that Regulation, acceptable levels of 

electromagnetic fields have been designated for "sites dedicated 

for development" and "places accessible to the public" and refer to 

different ranges of field frequencies from 0 Hz up to 300 GHz. 

From the point of view of environmental monitoring the most 

important aspect is the frequency range, which might be from 

3MHz to 3000MHz. The permissible electromagnetic field 

intensity for a given range is E = 7 V/m for the electrical 

component and S = 0.1 W/m2 for the power density. They are 

many times more stringent than the WHO recommendations and 

ICNIRP limits adopted by the EU (from 28 V/m to 61 V/m, 

depending on the frequency) [14]. 

The magnitude of measured values of electromagnetic field 

(EMF) intensities is the resultant of the number of sources and 

their power. 

The norms for maximum levels of electromagnetic fields in 

most countries around the world are in order with the 

recommendations of the International Commission on Non-

Ionizing Radiation Protection (ICNIRP). The level indicated 

in the ICNIRP recommendation results from the assessment 

of a possible thermal effect, the value being several times smaller 

(by applying an additional margin of safety) in relation to the level 

of the field considered safe. 

Based on the data gathered from five largest operators 

of overhead high voltage lines, the high voltage network is 

32859 km of the HV line. There are 1437 WN/SN stations 

operating in this network, in which 2630 transformers are 

installed. In addition, the Polish Office of Electronic 

Communications has prepared a list of permits for the construction 

of base stations of mobile network operators. Their total number 

was 45456 at the beginning of this year. The list includes GSM 

network stations operating in the 900 and 1800 MHz as well as 

WCDMA 2100 MHz. Taking the above data into account and the 

aforementioned number of measurements carried out by the 

voivodship environmental inspectorate, it can be concluded that 

this is a relatively small number. Performed measurements are 

carried out on the basis of legal regulations [12]. 

3. Mobile measurement of electromagnetic field 

Currently, in times of rapid development of automation and its 

interference in various areas of our lifes, also measurements of the 

electromagnetic field are carried out using it to a greater or lesser 

extent. The use of sensors placed on cars affects the availability of 

measurements. The sensor placed on the roof of a car is limited by 

environmental and technical conditions where the car can reach. 

Measurement can be performed relatively quickly and 

systematically, moving a given vehicle according to 

predetermined roads. The data transmitted by the sensor also have 

such parameters as the GPS network data so that the measurement 

results can be placed on the map and compared with 

measurements made at another time, in the same place. The levels 

of measured signals can be shown on the map in different colors. 

The next step towards a greater automation of the 

measurements of the electromagnetic field is the use of a flying 

platform, under which the sensor were mounted. Currently 

manufactured sensors, from a technical point of view, can be 

placed on flying platforms. Performing measurements using a 

flying platform is the solution to one of the currently unresolved 

problems, which is the lack of barriers related to the availability of 

the area. The flying platform has unquestionable freedom of 

movement in the field. Unpaved roads or places which cannot be 

reached by a car are no longer a problem. The flight route can be 

planned in advance and performed without the direct presence of 

the person supervising the flight. As a result, the "pilot" is not 

exposed to the fields being measurement. Measurements can 

theoretically be performed without time limits 24 h/365 days. The 

flights will be carried out using a previously saved trajectory in 

autopilot mode with operator supervision. The only limitation are 

the weather conditions. The sensor moving on the platform has 

one more advantage, it has the ability to catalog a large area 

within a relatively short time. Due to this, the measurement 

performed in a dozen of defined points for each area can be 

extended to a much larger number of measuring points, thus 

increasing the quality of the measurement. 

 

Fig. 1. Mobile platform with sensor and battery 

The platform presented in figure 1 has been used to conduct 

test measurements in order to verify the measurement correctness 

as well as to control the influence of the mobile platform itself 

upon the measurement conducted.  

The platform is it Quadrocopter equipped with TB50 LiPo 

battery, 4280 mAh, 22.8V LiPo 6S. Can fly 27 minutes. Control: 

2.4 GHz: 4.3 miles (7 km, FCC); 2.2 miles (3.5 km, CE); 2.5 
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miles (4 km, SRRC) 5.8 GHz: 4.3 miles (7 km, FCC); 1.2 miles (2 

km, CE); 3.1 miles (5 km, SRRC). Equipped with on-board 

systems: TimeSync system, accelerometers, gyroscopes, 

compasses, barometers, ultrasonic sensors, cameras and satellite 

positioning systems, gyroscopic flight stabilization systems. The 

measuring sensor used is cMonitEM from Wavecontrol [21] the 

measurement is isotropic. 

The measurements of the intensity of the electromagnetic field 

plays an important role in relation to the conducted research on the 

implantation of the electromagnetic network and phone 

transmitters in close proximity to residential buildings and the 

influence of the intensity of the electromagnetic field on living 

organisms. 

According to the concept of mobile network systems, the 

entire field handled by a given network is divided into areas 

("cells") presented on propagation maps with the use of hexagons 

including base transceiver stations (BTS) located in the center. 

The communication between a moving cell phone user in the most 

popular GSM 900 network and the base station takes place in the 

890–915 MHz bandwidth and between the base station and phone 

– in the 935–960 MHz bandwidth. Individual "cells" may possess 

a diameter from a few hundred meters in office centers up to more 

than a dozen kilometers in areas of a low population density. This 

means that in large urban agglomerations in order for a network to 

work properly it requires the functioning of 30–50 base stations 

which, taking into consideration the presence of three providers on 

the market (plusGSM, EraGSM, and Idea Centertel), results in a 

quite vast number of radiation sources.  

The configuration of a base station depends on its purpose and 

location. In cities, sector antennas are usually installed in such a 

manner so that the main radiation beams are directed in three or 

four directions, thus ensuring an almost even cover of the entire 

cell in terms of the radio signal. In terms of base stations located 

in rural areas as well as near the main road and railroad trails, 

sector antennas are installed on lattice or concrete-steel towers, 

and directed at one or two azimuths. It also sometimes happens 

that some stations include omni-directional radiation antennas.  

The radio frequency power (microwave range) provided for 

each antenna depends on the station's function within the network, 

and the receivers installed in base stations are selected from a type 

series offered by a given producer (Nokia, Siemens, Ericsson). For 

base stations located in cities the typical power provided for each 

sending-receiving antenna is: 25 W for single system stations and 

50 W for dual system stations (GSM/DCS). In stations located 

outside of cities the power provided for each antenna is slightly 

lower.  

Apart from sector antennas ensuring communication with cell 

phones, base stations include also radio lines necessary to execute 

direct communication between individual base stations. 

Depending on the function within the system, radio line systems 

include installed parabolic antennas with different diameters (from 

0.3 m to 3.0 m) working in the following frequency bandwidths: 

7, 15, 23, 38 GHz. Apart from the so called Radio Line Stations 

which include only radio line antennas (sometimes more than 15) 

this type of antenna is present in almost all base stations, although 

the number of radio line antennas usually does not exceed 10. The 

power provided for radio line antennas is very low and usually 

does not exceed 1 W.  

The power of a base station is oscillatory and this is connected 

to the fact that the power of the transmitter adjusts to the number 

of users logged to the station and the technology in which the 

units operate. This concerns digital systems such as UMTS and 

LTE meaning that it changes in time [16]. 

 In order to conduct tests, a mobile telephony mast (height 

50 m), located in an area characterized by a small density of 

buildings and other objects, has been selected. The choice was due 

to the fact that the probability of disrupting the work of the 

platform in case it flew in excessive proximity to the mast, was 

too high (likely to provoke the disruption of the signal controlling 

the platform and, in the worst case, the disintegration of the 

platform upon the fall from a great height). In order to eliminate 

the disruptions to the platform, one may replace the radio control 

with the laser control, whereas the disruptions in the transmission 

of data from the sensor might be eliminated by way of 

transmitting the data through the optical fiber [5]. In many 

countries and army, wired drones are used [17, 20]. The 

platform’s flight has been supervised by a person with proper 

qualifications. The measurements have been recorded on a 

memory card placed in the sensor. The frequency of recording 

equaled every 1 second. The sensor’s producer has also enabled its 

users to transmit the measurements directly upon the dedicated 

server. The test results are currently being developed. Performing 

the measurements concerning the influence of the mobile platform 

upon the proper measurement of the electromagnetic field is yet 

another vital test to be considered. 

 

Fig. 2. Flying platform during test testing 

 

Fig. 3. Developed results of test measurements 

 

Fig. 4. Developed results of test measurements in relation to the mast height 
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Figures 3 and 4 present the developed results of test 

measurements conducted in close proximity to the mobile 

telephony mast. The levels of electromagnetic fields (based on the 

electrical component) recorded by the sensors have been presented 

on the basis of the GPS points assigned to a given field being 

measured. The flight route of the platform has been selected by 

way of experiment since it constituted a test measurement. Figure 

3 depicts the measurement results in relation to length, latitude 

and height, whereas figure 4 depicts the same measurement results 

in relation to latitude and height. The levels of electromagnetic 

fields measured were assigned to appropriate colors.  

A comparative analysis with a meter placed on the ground and an 

analysis of disturbances in the impact of electronics will take place 

in the next experiment and its results will be presented in the 

magazine. 

4. Summary 

The use of flying platforms to perform measurements of the 

electromagnetic field is a very good alternative to traditional 

methods. Thanks to UAV (unmanned aerial vehicle), it is possible 

to carry out measurements on a larger area in a much shorter 

period of time. The measurement is not limited by infrastructural 

barriers, therefore the measurement can be made close to the 

source of the electromagnetic field. The measurement route, once 

planned, can be repeated several times in different periods to make 

the analysis more transparent. This function depends on the 

software. DJI provides a tool to download aircraft data. Machining 

is done manually. Then the whole is applied to the IGIS map or 

connected to the 2D map by means of GPS trajectory. 

 The first test measurements of electromagnetic field 

generated by the mobile telephony station, are being followed by 

preparations to perform other measurements of electromagnetic 

field generated by radio-tv masts and high voltage lines. Taking 

the measurements can be accompanied by transmitting them in a 

real-time to the server where they are displayed after being 

properly processed. The only hazard observed was the disruption 

of the mobile platform by the strong sources of electromagnetic 

field. 

By applying colors to the measurement results you can quickly 

determine how the intensity of the electromagnetic field changes 

at a given point. The basic advantage of the measurement based on 

the autonomous unit is the ability to perform measurement of the 

fields distribution for the magnetic and electrical components. 

Thanks to the point measurement of the area, it is possible to 

generate a spatial grid of the fields distribution, which has been 

difficult so far. 

The flying unit is able to study points that were previously 

unattainable. It would be advisable to use many UAV units 

controlled by the "Boids" algorithm, which would allow to make 

measurements with a high density of measurement points [1;2]. 

At present, quick and efficient measurement of 

electromagnetic field becomes a necessity in a world where 

technological development affects every possible field, in 

particular the field of wireless technologies. Unmanned aerial 

vehicles might turn out of considerable importance in this respect. 
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Abstract. This work presents the prototype of the solar – thermoelectric device, which can float on water surface. It produces electrical energy as a result 

of the Seebeck effect in a commercial, low-cost Peltier module. The main application of the device will be an autonomous and a floating measurement 
platform. An important advantage of the presented solution is the possibility to work alike at day, when a solar light heats the surface of the absorber, and 

at night, when the different of temperatures between air and water causes the heat flux and in an effect the electricity. The device is capable of working for 

many cloudy days and also in winter on very short days. The presented device is based on low-cost and widely available components. 

Keywords: thermoelectric devices, solar power generation, energy conversion 

TERMOELEKTRYCZNE URZĄDZENIE SOLARNE DO ZASILANIA PLATFORMY POMIAROWEJ 

Streszczenie. W pracy zaprezentowano prototypowe solarne urządzenie termoelektryczne pływające po powierzchni wody. Wytwarza ono w niedrogim, 
komercyjnym module Peltiera energię elektryczną w wyniku zachodzącego w nim zjawiska Seebecka. Docelowo głównym obszarem aplikacyjnym 

urządzenia będzie zasilanie autonomicznej, pływającej platformy pomiarowa do monitorowania parametrów środowiskowych. Istotną  zaletą 
przedstawionego rozwiązania jest możliwość pracy zarówno w dzień, gdy światło słoneczne ogrzewa powierzchnię absorbera, jak również w nocy, gdy 

różnica temperatur między powietrzem a wodą powoduje powstawanie strumienia ciepła w module Peltiera. Urządzenie może pracować przez wiele 

pochmurnych lub krótkich dni, także w zimie. Do konstrukcji układu zastosowano relatywnie tanie i łatwo dostępne w handlu komponenty. 

Słowa kluczowe: urządzenie termoelektryczne, solarny generator energii, konwersja energii  

Introduction 

The most popular power sources for any mobile measurement 

platforms and low power consumption portable devices is a 

photovoltaic cell (PVC). An electrical energy produced in that cell 

is partially used to supply electronics units and is partially stored 

in batteries or in supercapacitors (SuperCap). A typical energy 

efficiency of the photovoltaic cell is about over a dozen percent. A 

significant constraint of commercial photovoltaic cells is a 

adaptation to work in the visible region only – it is a consequence 

that the solar cells are made out of n-type and p-type 

semiconductor materials. It should be note, in this context, the 

radiant energy emitted from the Sun, approximately 50% lies in 

the infrared region, about 40% in the visible region and about 10% 

in the UV region [7]. Moreover, when the sky is cloudy, the 

generated electrical power by PVCs decreases a few times to even 

several dozen times. Exemplary, the typical commercial silicon 

PVC panel (MN Green Power MWG-10, dimensions of cells area 

0.300.25 m) generates electrical power about 10 W at completely 

clear skies and at sun rays reaching perpendicular to panel’s 

surface. Whereas, exactly the same cell generates power barely 

about 0.3 W to 0.6 W on a cloudy day and less than 0.1 W on a 

cloudy and rainy day. All above values of the power were 

measured at optimal operating point – it means for the load 

resistor collecting the maximum generated output power. This 

result may seem surprising, but that is because the human eye has 

got approximately a logarithmic characteristic of sensitivity and 

the changes of light intensity seem deceptively small. Moreover, 

the output voltage of the non loaded photovoltaic panel (open 

circuit voltage) depends to small extent on a weather. This voltage 

for the above exemplary photovoltaic panel is equal up to 21.7 V 

on a sunny day and about 16 V on a cloudy day. However, if the 

panel would be loaded by the resistor (several dozen Ohms), the 

output voltage will decrease at most down to half on a sunny day 

and it will drastic decrease (ten or more times) on a cloudy day. 

So, the output voltage of the non loaded PVC panel is very 

confusing indicator of its electrical power. Much more practical 

information of electrical properties of photovoltaic cells are given 

in the work [8]. 

Another technical possibility to obtain the electricity from 

solar energy is an application of a thermoelectric generator (TEG) 

integrated with a solar absorber and a cooler. In 2003, authors in 

the paper [13] show a low cost stove-top thermoelectric generator 

for regions with unreliable electricity supply, which is based on a 

redesigned commercial Peltier module (TEC – Thermoelectric 

Cooler). While a wood is burned in the cooker in order to heat the 

building or cooking, additional the electricity is produced. 

Nowadays, important application potential of TEGs is in a field of 

military [16] and space technology [14]. In the paper [14] authors 

discuss radioisotope thermoelectric generators (RTGs). They have 

a very long operating time and have been used in many space 

missions. Another thermoelements – the TECs are generally used 

inter alia in portable coolers (in cars) or small fridges, but they 

may work also in reversible mode – as the thermoelectric 

generator. Principle of operation of TEC working as TEG and the 

thermocouple are based on the Seebeck effect and consequently 

many of their features are very similar. The fundamental 

difference between them is maximal operating temperature and 

maximal generated electrical power. Due to TEC contains the p-

type and the n-type semiconductors, it can work typically in 

temperature range up to 130–150°C only, but it can produce useful 

amounts of electrical energy. The thermocouple contains 

dissimilar electrical conductors (metals) and can work even in 

temperature of the order of 1000–2000°C, but unfortunately it 

produces electrical power of order of microwatts. The 

thermoelectric generator based on Peltier module could be very 

useful to small-scale an electrical energy produce. The paper [4] 

includes a review of development of stove-powered TEGs in the 

last two decades. In recent years, there are new designs and trends 

of solar thermoelectric generators in the word-wide literature. 

Generally, in the solar TEGs, the upper surface of the device is 

heated by the solar radiation and it makes the heat flux which 

drifts down through the thermoelectric element to the cooler (e.g. 

dived in water). A typical efficiency of the conversion the heat 

energy into the electrical energy (while the Seebeck effect) is 

equal up to a few percents only, but in contrast to photovoltaic 

cells, a solar absorber (upper surface of the device) is able to 

absorb light in wide spectra cover the visible and the most of the 

infrared region – it depends on the spectral properties of the 

absorber. In this research paper, we propose the new approach in 

the solar supply the measurement platforms. It is based on solar – 

thermoelectric unit within a low – cost and commonly used Peltier 

module associated with the dedicated electronics circuit providing 

the automatic settings the optimal operation point of the system 

(maximal generated electrical power). A very important advantage 

of the presented in this paper device is the possibility of operating 

without the solar light (e.g. at night) or at the very cloudy day. In 

this ″dark mode″, the heat flux in the thermoelectric module is 

caused by the difference of temperature between air and water, but 

it does not matter if the air is warmer than the water or vice versa. 

It is a matter of an existence of different temperatures between 
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them only. The device produces electricity also while a hard 

winter, when the air temperature is down to -30°C and the 

temperature of salt water or untreated water covers the range 

of -2°C to 0°C. We think, it is also possible to work the device, 

when the cooler radiators are immersed in ice (e.g. in a frozen 

lake), but we have never tested this case. In the work [9] authors 

propose an interesting construction of the solar annular 

thermoelectric generator (SATEG). It provides significantly 

higher efficiency in compare to so far used flat thermoelectric 

modules but it simultaneously increases the price of the device and 

it complicates fabrication process. Authors in the paper [17] show 

the electric power generation from solar pond using combined 

thermosyphon and thermoelectric modules. Unfortunately, it is a 

stationary system and unsuitable for any moveable platform. In 

conclude, the features of that generator are significantly different 

in compare to photovoltaic cells. The measurement platform and 

the proposed for it the low-cost solar thermoelectric water floating 

device will operate autonomously for a long period of time in the 

varied weather conditions and seasons, while natural disasters, 

flood etc. Therefore, the platform needs a reliable power supply 

based on the shockproof TEG or the hybrid power source based on 

TEG with the photovoltaic cell. The application the photovoltaic 

cell only is definitely insufficient to meet the assumed 

requirements. It is very important, e.g. in the Central Europe, 

where in the winter the day lasts only a few hours.   

1. Proposed device 

The illustration in Fig. 1 shows schematic of the mechanical 

construction of the proposed thermoelectric device. The sunlight 

passes through the glass cover and next is absorbed in the absorber 

plane. A commonly use a heat-proof clear glass dish was applied 

as the cover glass. This 2.5 mm thickness glass very good 

transmits a solar radiation in the visible and the infrared range. 

It stops the heated air and prevents heat exchange to outside as a 

result of gas convection. The absorber has got a shape of a flat 

plate with dimensions of total diameter 256 mm, useful diameter 

244 mm (covered by the glass cover) and thickness 4 mm. It is 

made of aluminum. The upper absorber surface was treated to one 

of the galvanization methods – anodizing with blackening. In 

result, this surface is matt dark and very good absorbs light. The 

anodized coating is resistant to high temperature and temperature 

changes in the wide range. That is impossible to obtain using a 

paint dedicated to aluminum – guaranteed maximum exploitation 

temperature for popular black paints is up to 50°C. The glass 

cover is mounted in a shallow hollow ring in the absorber's surface 

(located close to the outside edge of the absorber plane). The air 

under the glass cover is dehumidified before its closing.  

 

Fig. 1. Schematic of the mechanical construction of the proposed thermoelectric 

device. 1 – glass cover, 2 – circular absorber plane situated under the glass cover, 

3 – buoyancy tube, 4 – Peltier module, 5 – absorber plate bottom covered with the 

styrofoam isolation layer, 6 – one of the two bakelite connector blocks, 7 – aluminum 

flat square bar profile, 8 – one of the two side holes to the upper end of the inside 

channel, 9 – cooler radiators, 10 – bottom hole to inside channel 

Directly under the bottom of the absorber plane is centrally 

situated the Peltier module. We applied a popular and general use 

Peltier module TEC1-12706 Hebei I.T. Shanghai Co., Ltd. It has 

got dimensions of 40403.9 mm and maximal operating current 

of 6.4 A. The module can work in the range of temperature up to 

138°C only, but this value is absolutely enough to operate in the 

presented device. The carried out measurement showed the 

absorber plane surface heats maximally up to about 88°C 

(conditions: cover glass put on, completely clear sky, the absorber 

sets perpendicularly to the sun ray, air temperature 33°C). Output 

wires of the TEC are connect to dedicated electronics unit (it is not 

shown in Fig. 1). The rest part of the bottom surface of the 

absorber plane is covered with 2 mm styrofoam layer. Next, under 

the TEC is mounted to the aluminum flat square bar profile – 

rectangular block (marked` as 7 in Fig. 1). The profile has got 

dimensions of 4040300 mm and transfers the heat flux from 

TEC to radiators. There was hollowed out the round channel along 

the length of the profile. The channel is located between the half 

of the profile length (marked as 8 in Fig. 1) and the profile bottom 

(marked as 10 in Fig. 1). It improves water circulation and the 

cooling process. The absorber plane was mounted to the bar 

profile through the two flat bakelite blocks (marked as 6 in Fig. 1). 

The Peltier module is pressed against between them. Due to a 

bakelite is electrical non conductivity, heat-resistant and non 

fragile in wide temperature range it was elected to connect of 

them. Its thermal conductivity is only about 0.2 W/(m·K) [9]. The 

bakelite blocks were threaded and the assembly elements were 

connected with each other by steel screw. Additional, to reduce 

the heat resistance in joints absorber plane surface – Peltier 

module – flat aluminum profile – radiators, the silicone thermal 

paste was used. A buoyancy tube was applied under the styrofoam 

layer and the absorber plain. The images in Fig. 2 show the 

thermoelectric device prototype while ″dry testes″ – at the 

beginning experiments without the cover glass and the buoyancy 

tube. 

 

Fig. 2. Thermoelectric device prototype without the cover glass and the buoyancy 

tube. 1 – circular absorber plane, 2 – styrofoam layer (thermal isolation), 

3 – bakelite connectors, 4 – flat aluminum profile and the upper hole 

of the internal channel, 5 – radiators 

Despite the glass cover and a tank with water to cooling the 

radiators are not applied in the simplest configuration (Fig. 2), the 

dark absorber surface is quickly heated in a sunshine and an 

electrical energy is produced. After 3 minutes exposition for 

sunrays (the case seen in Fig. 2), the different of temperatures 

between central point on absorber surface and the aluminum flat 

profile (measured 5 cm below the TEC) increases to about 16°C. 

The Peltier module were connected to the external dedicated 

electronics unit. The unit contains the switching voltage regulators 

and it is controlled by the main platform’s computer. We assume 

that it will be closed in the waterproof IP68 housing. At the 

moment, the first version of the electronics unit's prototype has 

been constructed. One of the most important function of the unit is 

providing the optimal operating point in the thermoelectric 

generator. It is needed, because for each temperature different it is 

possible to determine the electric power vs. load resistance 

characteristic. Voltage converting and impedance matching are not 

a simple issue as it might seem. A single Peltier module, while 

working as a thermoelectric generator, generally provides voltage 

in range of 0.3 V to 1 V. That is too low to correct operating of 

any standard and commercial known voltage converter. For 

example the MCP1623 compact DC-DC converter (Microchip 

Technology Inc.) has got start-up voltage of 0.65 V for output 

voltage of 3.3 V and after start, it can operate with minimal input 
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voltage of 0.35 V. Unfortunately these low voltages are allow for 

output current of 1 mA only – it is absolutely not enough current 

to supply the measurement platform. To obtain higher output 

current it is necessary significantly higher input voltage – 1.2 V 

for current 50 mA. The application of the MCP1623 requires only 

five small external electronics components and it probably 

operates at the lowest input voltage among all boost integrated 

converters. In conclude, commercial DC-DC converters are not 

appropriate to work with single module Peltier module working as 

TEG. Furthermore, above converters do not adapt theirs input 

resistance to obtain the maximal electrical power in TEG. In the 

paper [15] authors discuss a dedicated voltage converter – 

maximum power point tracker for thermoelectric generators. That 

boost converter is much more advanced. It contains a discrete 

MOSFET power transistor, which is driven by PWM and PI 

controller and the applied algorithm allows to keep maximum 

generated power for different temperature differences. Whereas 

our device is even more demanding. If the absorber plane 

temperature is less than temperature of the flat bar profile and 

radiators – sometimes that is possible in the winter, then output 

voltage polarity of the Peltier module is inverted. Moreover, TEGs 

exhibit dynamic properties related to the intensity of temperature 

changes, what is often ignored in many considers, and these 

properties influence to maximum generated power. Dynamic 

characteristics of TEGs are thoroughly showed in the paper [10]. 

In view of the above factors, works on constructing the final 

version of the electronics unit are ongoing and will be considered 

apart in another paper. An important advantage of the device is 

low total cost of its constructing. Final cost of the device 

prototype consists of the cost of materials and labor. Price of 

aluminum components (a profile bar, a think block and radiators) 

in Poland is equal about 30 euros. The applied TEC module costs 

about 8 euros. Price of other components (screws, a buoyancy 

tube, silicone thermal paste) is up to 10 euros. All above prices 

include taxes. The cost of machining aluminum components on a 

lathe and assembling the device is equal up to 8 man-hours. Of 

course the above estimates do not take into account the long time 

devoted to the design of the device, its examination and 

improvement. 

2. Results and discussion 

The proposed thermoelectric device was tested in various 

conditions. The image in Fig. 3 shows thermoelectric device 

prototype while floating on pond water surface on sunny 

September day in south west Poland. Its total mass is about equal 

to 3.9 kg. The volume of submerged elements (part of the 

buoyancy tube, radiators and part of the aluminum flat bar profile) 

is about equal to 5·10-3 m3 and that gives buoyancy force about 

50 N. Thereby the proposed device is able to float on water 

surface. As a buoyancy tube we tested a moped inner tube and a 

lifebuoy ring. 

 

Fig. 3. Thermoelectric device prototype at the beginning testes while floating 

on water surface 

The temperature difference between the central point on the 

absorber surface and the aluminum flat bar was measured (3 cm 

below the Peltier module on flat bar surface). Two temperature 

measurement methods were used. The first one was a contact 

method with two DS18B20 programmable resolution digital 

thermometer – small integral circuits (products of Dallas 

Semiconductor). In that application, a digital signal from the 

thermometer to Arduino UNO microcontroller board was 

transmitted, and next via USB to a laptop. The second method was 

a non-contact with the Flir i7 infrared camera. Unfortunately, the 

last method is more complicated, because needs to multiple and 

quick taking off the glass cover to correct measure the temperature 

of the absorber surface. However, after calibrating the IR camera, 

both above methods have given similar results. For each 

temperature difference, the current – voltage characteristics were 

investigated and then, on their basis, the maximum electrical 

power was determined. Fig. 4 shows an exemplary characteristic 

for temperature deference of 17°C. 

 

Fig. 4. Exemplary current – voltage characteristic of the Peltier module 

in the proposed device for temperature deference of 17°C (between 

the absorber surface and the aluminum bar profile) 

To obtain the characteristics, TEC’s terminals are connected 

directly to a voltmeter (input resistance 10 MΩ), which is parallel 

connected to the circuit consisting of a ammeter in a serial 

connection with a slide variable resistor – load resistor. The above 

meters configuration makes that the internal ammeter resistance 

does not influence to the voltage indication. If the measuring 

points are arranged approximately along a straight line just like in 

Fig. 4, then the Peltier module (which working as a thermoelectric 

generator) could be considered as the Thevenin equivalent circuit 

connected to a load resistor – Fig. 5. An idea of the Thevenin 

equivalent circuit have been clearly explained in the book [1]. The 

voltage UTEG is the thermoelectric force of that TEG and it is the 

voltage of non loaded TEC (when RLOAD  ∞). The resistance 

RINT is mainly related to the p-type and n-type semiconductors 

resistance inside the structure of the module. For commercially 

available TEG devices, the value of RINT changes by 

approximately 0.3–0.75% per 1°C increase of the average 

temperature between the hot and cold sides [15]. The linear fit in 

Fig. 4 is given by the Eq. (1). The absolute value of the ″a″ – 

directional coefficient represents inverse of an internal resistance 

RINT in the Thevenin model (Eq. (2)) and the coefficient ″b″ 

represent a short circuit current. The same structure of TEG as in 

Fig. 5 was proposed by the authors in the works [2, 3, 15]. 

 I aU b   (1) 

where: U – voltage, I – current, coefficients determined for the fit 

in Fig. 4 (T = Δ17°C) a = -0.54(2) Ω-1, b = 0.403(7) A 

 

Fig. 5. Peltier module (working as a TEG) represented by the Thevenin equivalent 

circuit is connected to load resistance  UTEG – thermoelectric force – voltage 

of the non loaded Peltier module, RINT – internal resistance of the Peltier module 
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Typical value of the RINT resistance is of the order of several 

Ohms. Therefore, an electrical power is the product of voltage and 

current, having Eq. (1), the generated power can be written by 

Eqs. (3) – (4). The maximal power can be calculated by equating 

the derivative of the expression to zero – Eq. (5). In effect the 

maximal power is given by Eq. (6) – it corresponds to the situation 

in the schematic in Fig. 5 when the load resistance RLOAD is the 

same as the internal resistance RINT.  
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where: P – electrical power, Pmax – maximal electrical power, the 

factor ″a″ is always negative (see Fig. 4 and Eq. (1)). 

 

The plot in Fig. 6 shows maximal electrical power generated 

by the thermoelectric device as a function of temperature 

difference. The experimental points are well approximated by 

mathematical model presented in Eq. (7). 

 

Fig. 6. Electrical power generated by the thermoelectric device vs. temperature 

difference between the central point on the absorber surface and the aluminum flat 

bar. As a temperature sensors were applied two DS18B20 digital thermometers 

 
nTkP )(  (7) 

where: P – electrical power in mW, T – temperature difference in 

°C, k and n – equation coefficients: k = 0.19(4); n = 2.14(7). 

 

The value of the factor ″n″ in the Eq. (7) indicates that 

generated electrical power is approximately proportional to the 

square of the temperature difference. The authors in the paper [5] 

a very similar experimental results have obtained. In the works [3, 

15] have been theoretically demonstrated for the simplified TEG 

model, that the generated power depends on the square of the 

temperature difference. A precision theoretical determination of 

the power – temperature difference characteristic does not make 

sense in this case, because in practice an electrical power depends 

on many factors. In materials for TECs, the Fermi level 

dependence on temperature, electrons and holes diffusion and 

effects of electron-phonon interaction on transport are observed. 

They give a complicated mathematical model and moreover many 

parameters of general use TECs are unknown. Above processes in 

TEG have been thoroughly discussed in the book [11]. An 

experimentally determination of the power – temperature 

difference characteristic (just like in Fig. 6) is more beneficial in 

practice. The device generates electrical power according to Eq. 

(7) regardless of how the temperature difference is obtained – by 

heating the absorber surface with sun rays or by the heat exchange 

between an air and the absorber profile. It is it’s a very important 

feature. The investigations conducted on January evening (during 

winter in Poland) showed that, if the air temperature is -3.1°C and 

temperature of water in the pond is 5.5°C, then the device 

produced electrical power of about 15.5 mW, while for exactly the 

same conditions the photovoltaic cell (surface dimensions 

0.300.25 m) generated power less than 1.9 mW. Whereas, if the 

absorber plane is heated by sunrays, its temperature is not the 

same in any its point. Therefore the Peltier module (situated under 

the central area of absorber plane) causes heat transfer down to 

flat bar profile and radiators, measurements with infrared camera 

were done. An exemplary surface temperature distribution of the 

absorber upper plane (while the maximum electrical power is 

generated) is shown in thermograph in Fig. 7. That photo was 

taken immediately after take off the glass cover (a glass layer 

misrepresents a true temperature of the covered surface in 

thermovision). Its central area is clearly cooler (53°C) in compare 

to other area – up to 58°C near to edge of the absorber plane. The 

thermograph below (Fig. 7) lets to determine the surface 

temperature distribution as a function of distance from its center 

point – Fig. 8. 

 

Fig. 7. Exemplary thermograph of the absorber plane surface (surface temperature 

distribution)  

 

Fig. 8. Surface temperature distribution for the thermograph in Fig. 7 as a function 

of distance from the absorber center point 

Analysis of the results in Fig. 7 and Fig. 8 leads to the 

conclusion that the main area of heat collection by the Peltier 

module is located for range 0 < r < 65 mm – it accounts for about 

28% of the total surface. The hottest place for radius 

122 mm < r < 126 mm corresponds to the shallow hollow ring in 

the absorber surface (is dedicated to glass cover). Ignoring that 

ring, in the range 65 mm < r < 122 mm the temperature changes 

are less than 1.2°C.  

3. Conclusions 

This paper presents the prototype of the floating solar – 

thermoelectric device dedicated to an autonomous measurements 

platform. In the final construction, the device and the platform will 

become integrated and will be able to float on water surface. This 

device generates electrical energy regardless of how the 

temperature difference is obtained, for example on winter evening 

while the cooler is warmer than the absorber profile and the heat 

between air (the environment) and the absorber profile is 

exchanged. In conclusion, the presented device can work at day, 

when a solar light heats the surface of the absorber, and at night, 

when the difference of temperatures arises as a result of the air – 

absorber heat exchange. It should be noted that, the investigation 

of single Peltier module is not the same that the investigation of 

thermoelectric generator based on this module. The conducted 
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researches have shown that the electrical power could be greater 

more over three times for the same absorber surface in the device. 

While the Peltier module generates electric current and heat is 

collected from the absorber profile to the cooler, the module 

influences noticeably only for about 28% of the total absorber 

surface. In the next step, we are going to improve our prototype 

device and to increase the numbers of TECs to three and thereby 

the all absorber surface will be efficiently used. In that case, the 

maximum generated power will be increased to 750 mW. To 

provide maximum power for each temperature difference, it is 

needed to adjust and to keep the optimal operating point in the 

current – voltage characteristic. It will realize in the dedicated 

voltage converter which will automatically adjust its input 

impedance. The proposed floating solar thermoelectric device is 

not very complicated to construct and because it is based on 

commercial TEC, it is inexpensive – this is an important 

advantage. Authors in the work [12] clearly, experimentally 

demonstrated in the temperature range from 0°C to 100°C, that the 

efficiency of TEC (working as a thermoelectric generator) is very 

similar to much more expensive (about 15 or more times) 

commercial thermoelectric power generators. Moreover, in this 

comparison, for temperatures between 20°C and 40°C, the Peltier 

module is even a little bit more efficient. The main inconvenience 

of TEC is not high maximum operating temperature (about 140°C 

only), but this is absolutely not a problem, because the presented 

device always works for temperatures below 100°C. Finally, the 

optimal solution seems to be the simultaneous use of the presented 

device and a photovoltaic cell. When photovoltaic cells are unable 

to operate (e.g. on very cloudy days or on short days), the 

proposed device will provide electrical power to the autonomous 

measurement platform for many hours or days. On sunny days, the 

surplus of produced energy can be stored in batteries. 
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IMPROVING THE DYNAMICS OF AN INVERTER-BASED PV GENERATOR 

DURING LOAD DUMPS 

Łukasz Kwaśny 
Lublin University of Technology, Faculty of Electrical Engineering and Computer Science, Department of Electrical Drives and Machines, Lublin, Poland 

Abstract. In distribution power grids supplied by dispersed power sources, for example RES (Renewable Energy Sources), in the event of a load dump, 

unexpected transient states may appear. These states involve a dangerous increase in voltage or current. This situation may lead to the disconnection 
of these sources. To prevent this phenomenon, a non-linear anti-windup regulator with a conditional integrator has been proposed. This solution allows 

a significant improvement of the generator’s dynamic properties both at load dump and on return to full load. 

Keywords: load dump, dynamic states, anti-windup regulator, conditional integrator 

POPRAWA DYNAMIKI PRZEKSZTAŁTNIKOWEGO GENERATORA PV 

PODCZAS ZRZUTU MOCY 

Streszczenie. W sieciach dystrybucyjnych o rozproszonym charakterze zasilania, np. OZE (Odnawialne Źródła Energii), w przypadku wystąpienia zrzutów 

mocy mogą pojawić się nieoczekiwane stany nieustalone. Polegają one na niebezpiecznym wzroście napięcia lub prądu. Taka sytuacja może doprowadzić 

do wyłączenia tych źródeł energii. Aby temu zapobiec, zaproponowano nieliniowy regulator anti-windup z warunkowym integratorem. Rozwiązanie 

to pozwoliło zdecydowanie poprawić własności dynamiczne zarówno przy zrzucie mocy jak i powrocie do pełnego obciążenia. 

Słowa kluczowe: zrzut mocy, stan nieustalony, regulator anti-windup, całkowanie warunkowe 

Introduction 

Affordable prices, availability and relatively low installation 

costs of renewable energy sources contribute towards increase of 

distributed generation share in the energy market. Unfortunately, 

this trend can cause issues with keeping electrical energy quality 

within approved boundaries both during static and dynamic states. 

The cause of dynamic states are either changes in reference 

values, or any kind of disturbances affecting control or 

measurement signals. This paper presents dynamic states caused 

by load dumps. It shows the characteristics of this kind of 

disturbance and the consequences that follow. It is proven that the 

key role in reducing voltage increase during load dumps is played 

by the power regulator. Thus, selection of this regulator is the 

research goal of this paper. 

A load dump is always accompanied by a change of load 

parameters. Such a state of systems supplied by renewable 

generation requires a nonlinear regulator in the power control 

circuit. The idea of controller proposed by the author implements 

a logical condition which allows the regulator to avoid saturation 

of an integral path. This paper presents mathematical models of 

regulators, research methodology, and finally – laboratory results. 

1. Load changes 

The increasing number of PV inverters in the electrical grid 

has highlighted the problem of keeping energy parameters within 

boundaries set by normative acts. Disturbances, known in the 

literature as transient or temporary over-voltage (TOV) are 

especially visible during PV inverter operation [7]. They are 

especially dangerous for the electrical equipment operating in the 

grid with the high density of PV generators. There are two main 

causes of voltage increase: 

 Load rejection overvoltage (LRO) [7] (Fig.1), 

 Ground fault overvoltage (GFO) [1, 4]. 

Negative effects can be partially solved by installing a DC/DC 

converter in the intermediate circuit [2] or adding an active load 

output [9]. However, these solutions give only partial effects, 

since a rapid full load return will cause even more problems. 

These would include short voltage drops or rapid current increase 

on inverter output. These phenomena often cause the action of 

overcurrent protection, and as a result – a shutdown of the entire 

generator [5]. 

Disturbances caused by load dump can be eliminated by 

means of nonlinear regulators with conditional operating 

functions, so called “PI conditional integrators”, which are 

described in further chapter. 

 

Fig. 1. Exemplary results of current and voltage measurements during load dump 

in t = 0.075 s. Overvoltage level Vmax/Vamp = 1.75 achieved for 10% load dump 

2. Vector control with decoupling 

During the research an inverter with voltage oriented control 

(VOC) (Fig. 2) was used [7, 8]. 

 

Fig. 2. Vector oriented control with decoupling in current paths id, iq in rotating 

reference frame dq 
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In this system input voltages for the d-q→α-β transform are 

described in equations (1) and (2), which also explain the 

decoupling method. 

                                          

                                                        (1) 

                                 (2) 

where:      ,       –reference currents,       – mesured currents, 

     – discrete controller transfer function,      ,       – 

voltage drops across inductor. 

In the d-q input paths there are GI(z) controllers, which allow 

independent control over instantaneous powers p and q. Selection 

of control algorithm influences the characteristics of dynamic 

states. This is shown in experimental results, during which three 

different PI algorithms were used: 

 Standard, parallel PI regulator, 

 Nonlinear, variable-structure regulator: 

o Regulator with “anti-windup” algorithm, 

o Regulator with conditional integrator. 

These regulators are tasked with minimising error in the id and 

iq current paths. This is achieved by tuning both proportional and 

integral gains of the regulators, and placing them in current paths, 

as shown in Fig. 2. 

3. PI controller tuning method 

In order to achieve the dynamics requirements of the inverter, 

as well as provide an appropriate phase margin, PI controller 

tuning was performed. This stage was based on literature [6]. The 

tuning is presented on the current feedback loop isq and shown in 

Fig. 3. 

 

Fig. 3. Model of current control loop in q axis with simulated object and 

measurement characteristics 

In this case, the delay caused by digital conversion was 

described as a first order transfer function with time coefficient 

Ts = 0.1 ms, for sampling frequency fs = 10 kHz. To keep the 

power losses in IGBT switches at a minimum level, the time delay 

of TPWM = 0.1 ms was selected. Voltage and current measurements 

are slaved of PWM modules, which also causes the delay of 

analogue-digital conversion to be at Ts = 0.1 ms. The transfer 

function of the PI regulator is described in equation (3) [6]. 
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where:      – proportional gain of current path iq,     – time 

coefficient of the integration path of current iq 
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where: 

   
 

  
 (5) 
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The transfer function in a closed feedback loop was converted 

into feedforward. The transformed current loop is shown in 

Figure 4. 

 

 

Fig. 4. Model of iq current control loop with feedforward 

The transfer function of the object in open loop is described in 

equation (7). 
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The time coefficient of the PI regulator is selected to 

compensate the slowest pole of the objects’ transfer function, 

which is approximately defined by the L/R filter coefficient. 

                              (8) 

From here, the transfer function of the entire object: 

            
 

    
 

 

      
 (9) 

The      gain of the PI regulator was calculated on the basis 

of the modulus optimum (KM). The damping coefficient was 

selected on the basis of [6] and its value is   
  

 
. The transfer 

function of the second object is described in equation (10). 

     
 

         
 (10) 

Converting equations (9) and (10): 
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The regulators tuned in the way described were transformed 

into discrete functions using Matlab software. Compilation results 

were implemented in the tested regulators. The results are 

presented in Figure 8. 

4. Nonlinear PI regulators with variable internal 

structure 

During rapid load changes, overshoot of the converter can be 

limited by means of modified, nonlinear PI regulator. 

 

Fig. 5. Nonlinear PI regulator, with “anti-windup” function. Kp, Ki regulator gains, 

Ks – feedback gain, Isq* – reference current 

The algorithm that deals with overshoot and saturation is 

shown in Figure 5. When the regulator output becomes saturated, 

the difference between saturation block input and output occurs. 

This difference is then amplified in the Ki block, and then 

subtracted in the sum block of the integration path. 

Unfortunately, the dynamics of such a regulator is still 

insufficient in the case of rapid load changes (Fig. 9). Because of 

this, a nonlinear algorithm with logical condition and feedback 

loop was proposed (Fig. 6) 

 

Fig. 6. Nonlinear PI algorithm, with logically controlled strong feedback loop 
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This implemented feedback loop causes almost immediate 

return from the saturated state of the algorithm (Fig. 10). The 

NAND logic gate based system controls the output and checks it 

for saturation. 

5. Experimental results 

During experimental research, a VOC controlled inverter was 

loaded by an electrical grid emulator [3, 10]. The influence of a 

load dump on converter output voltage at grid connection point 

was tested on the basis of previously derived control algorithms. 

 

Fig. 7. Simplified diagram of electric grid emulator 

The emulator used consists of a synchronous generator PMSG 

with output power of 5.5 kW, which is driven by a squirrel cage 

motor and vector oriented inverter. This machine system produces 

three-phase voltage similar in parameters to the one provided by 

the grid. A load dump is created by means of changing impedance 

in the intermediate circuit between the PMSG generator and tested 

inverter. These changes are performed by a relay matrix. Selected 

RL elements allow for step increases or decreases of the 

intermediate circuit impedance. In this way, a load dump was 

created, reaching 20% of generator nominal power. 

Experimental tests were performed for the three 

aforementioned PI regulators. Activation levels of logical 

conditions were experimentally selected to achieve the best 

possible time responses of algorithms. A typical PI algorithm is a 

sufficient solution when the output power is controlled only by the 

user. However, in the case of a load dump, and then a return to 

nominal load, it causes an inverter output power overshoot 

(Fig. 8). 

 

Fig. 8. Current waveforms during load dump with standard PI algorithm. Current 

scale: 5 A/1V 

The inverter produces power, which can be a multiple of 

reference power at the moment of load return. In the model tested, 

doubling of output power was achieved for a load dump lasting 

0.1 s. The time required for the output power to stabilize at 

reference level was 0.4 s. 

In the case of a PI algorithm with “anti-windup” function, 

results presented in Figure 10 were obtained. Response for a load 

dump had increased time to return to nominal value. 

 

Fig. 9. Current waveforms during load dump with PI algorithm with “anti-windup” 

function. Current scale: 5 A/1V 

A slow return to reference output power does not cause short 

term overloads, but it constitutes too large a delay in return to 

nominal load. This delay can cause an impermissible voltage drop 

at the local grid, which can in turn result in a shutdown of certain 

loads or even of PV generation inverters. 

 

Fig. 10. Current waveforms during load dump with PI algorithms with strong 

feedback loop. Current scale: 5 A/1V 

 

Fig. 11. Output current modulus from inverter to emulated grid for three different PI 

algorithms. Current scale: 5 A/1V 
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The best results were achieved in the case of a PI algorithm 

with conditional integration. The response of this algorithm was 

almost instantaneous (Fig. 10). Multiple tests with different load 

changes proved that for this type of disturbances this algorithm is 

the most efficient. Overshoot never crossed 5% of output current 

reference value. This is due to the fact that as soon as regulator 

output becomes saturated, the entire integration path is reset to 

zero. This situation lasts as long as the controller output stays 

saturated. Because of this, the algorithm is not pushed into further 

saturation, and can recover its dynamics very fast. 

A comparison of all three results is presented on a single graph 

in Figure 11. This figure proves that the best result was achieved 

using the third algorithm – a PI algorithm with conditional 

integration loop. 

Table 1. W Experimental results and reset quality coefficients for three PI algorithms 

Algorithm 
Control 

precison 
Overshoot 

Error 

integral 

Id 

Error 

integral 

Iq 

Response 

curve 

PI 

(1) 
Very good >100% 58% 2.5 

 
PI_N 

(2) 
Very good 

no 

overshoot 
41.3% 1,.8 

 
PI_N 

(3) 
Very good <5% 37.2% 1.49 

 

6. Conclusions 

The load dump problem in an electrical grid becomes more 

relevant with the increasing number of renewable energy sources 

in households. The author proposed a solution to this problem by 

using a nonlinear control algorithm in the current control circuits 

of renewable generation inverters. The proposed algorithm 

eliminates such unwanted effects as wind-up saturation. Also, it 

does not affect generation capability during return to nominal 

load. Through this, the article’s goal was achieved, and the current 

ripple was reduced to below 5%. The dynamic state duration was 

also reduced. 
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Abstract. The article contains a description of systems for measuring the energy produced by the photovoltaic system and its consumption by a building. 

The photovoltaic system consists of two micro-installations supplying two parts of the Lublin Science and Technology Park. An internet platform 

for monitoring photovoltaic plant operation is presented. The power generated and the amount of electricity produced are assessed. Also, an innovative 
system for monitoring and analysing the consumption and production as well as the efficient use of electricity in individual parts of the building 

is described. Based on the measurements carried out, the production of energy exceeded its consumption in one part of the building. 

Keywords: photovoltaic systems, energy measurement, energy management, smart devices 

SYSTEMY POMIARU ENERGII PRODUKOWANEJ PRZEZ SYSTEM FOTOWOLTAICZNY 

I POBIERANEJ PRZEZ BUDYNEK LUBELSKIEGO PARKU NAUKOWO-TECHNOLOGICZNEGO 

Streszczenie. W artykule zawarto opis innowacyjnych systemów do pomiaru energii produkowanej przez system fotowoltaiczny oraz pobieranej przez 

budynek. System fotowoltaiczny składa się z dwóch mikroinstalacji zasilających dwa segmenty Lubelskiego Parku Naukowo-Technologicznego. 
Przedstawiono platformę internetową do monitoringu pracy systemu fotowoltaicznego. Dokonano oceny generowanej mocy oraz ilości produkowanej 

energii elektrycznej. Następnie opisano innowacyjny system do monitoringu, analizy zużycia i produkcji oraz efektywnego wykorzystywania energii 

elektrycznej w poszczególnych segmentach budynku.  

Słowa kluczowe: system fotowoltaiczny, pomiar energii, zarządzanie energią, inteligentne urządzenia 

Introduction 

Subjects related to the design, construction and control 

of energy produced by photovoltaic systems are eagerly taken 

up by scientists from various scientific disciplines. This is due 

to the mechatronic nature of photovoltaic farms. They contain 

mechanical components and electronic control based on measured 

and processed signals. Photovoltaic systems are devices of the 

Internet of Things capable of communicating with each other 

and with the building they supply. 

Photovoltaics is one of the main global trends related 

to obtaining energy from renewable energy sources (RES) [25]. 

It is an estimated billion dollar market as an alternative 

to obtaining energy from fossil sources [6]. It turns out that this 

trend can be combined with other trends, such as Electro mobility. 

Electric cars, charged with electricity produced by photovoltaic 

systems [27], become completely zero-emission vehicles [17]. 

In addition, the increasing number of electric vehicles in Poland 

[32] and in the world will need large amounts of electricity 

to charge them [19]. 

Photovoltaic systems may be divided into stationary and 

mobile ones. Stationary ones are usually mounted on the roofs of 

buildings or on the ground [21]. Special ground structures are 

often created for the production of electricity and shadow 

generation for parked vehicles – so-called carports [27]. Having a 

source of electricity next to a parked vehicle, means that it may be 

used to charge parked electric vehicles [26]. Photovoltaic systems 

are mounted on various types of vehicles. First, public transport 

buses began to be used because of the availability of a large area 

for the installation of photovoltaic panels [30]. Researchers 

studied the subject of the safety of mobile photovoltaic systems 

[28] and their productivity [13]. Flexible photovoltaic panels can 

also be mounted on various body parts of passenger vehicles [14]. 

A very important area of research and development of 

photovoltaic system components is material engineering, 

providing innovative materials for the construction of photovoltaic 

system and energy inverters. Currently, composite materials [15], 

metal nanofibers [23], polymers [29] and perovskites [22] are used 

for the construction of panels. Modern materials are characterized 

by increasing efficiency, lower price and greater durability to 

weather conditions which may lead to degradation in photovoltaic 

system performance [18]. Therefore, these mechanisms should be 

thoroughly understood in order to effectively counteract them [3]. 

One of the very popular and useful areas for researching 

photovoltaic systems is their diagnostics. Intelligent algorithms 

allow quick and precise detection of irregularities in the operation 

of a photovoltaic system [10, 24]. 

In order to effectively control the photovoltaic system itself 

and the use of produced energy, it is necessary to make precise 

measurements with a high degree of accuracy. Scientists are still 

working on the evaluation of mathematical methods characterizing 

the electrical parameters of photovoltaic panels [2]. The 

relationships between electrical parameters characterizing the 

photovoltaic system are very important [7]. Measurements are also 

very important in managing the energy produced and its use for 

charging energy storage batteries [1]. The measured parameters 

are processed and used to optimize the system operation. 

Developed control algorithms should thoroughly be validated in 

real conditions [31]. Modern photovoltaic inverters and energy 

management systems are increasingly advanced and have 

innovative functions related to the detection of the amount of dirt 

on panels and the generation of messages about the need to clean 

them [20]. Short circuits in the installation are also automatically 

detected and precisely located [5]. Many systems have the ability 

to monitor the parameters of each panel using individual 

optimizers [9, 11, 27]. 

The construction of a photovoltaic installation is widely 

recognized as a way of becoming independent of the energy 

produced by Energetic Groups. Every investor, be it an individual 

or an institution, is looking for the possibility of obtaining a return 

on the funds invested in the photovoltaic systems in the shortest 

possible time. By definition, this approach must involve the total 

or maximum use of energy produced for own needs. Any other 

eventuality associated with the sale of surplus energy extends the 

return on investment time. This is due to the manner in which 

electricity distributors and sellers account for electricity which is 

unfavourable for renewable energy producers [12]. Intelligent 

measuring systems are used to accurately measure the electricity 

produced by the photovoltaic system and the energy consumed by 

the building. 

The Lubelskie Voivodship is located in one of the regions of 

Poland, considered to be optimal for the use of photovoltaic 

energy. The insolation is of course different in individual regions 

of the country and it ranges from 900 kWh/m2 to 1200 kWh/m2, 

which can be seen on the map prepared on the basis of the data of 

the Institute of Meteorology and Water Management (Figure 1). 
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Fig. 1. Insolation in Poland [36] 

Significant nationwide photovoltaic energy resources in the 

region are potentially an opportunity for the region to achieve the 

position of the national leader in the use of photovoltaic energy 

used both for heat production and electricity generation. 

1. Research object 

There is a ground photovoltaic system in front of the building 

of the Lublin Science and Technology Park (LSTP). These are 

2 micro installations with a peak power output of up to 40 kWp 

each using polycrystalline photovoltaic panels. The system was 

launched at the end of November 2018 and its appearance is 

shown in Figure 2. LSTP received funding from the Lublin 

Agency for Enterprise Support for the construction of the system. 

LSTP implemented the "Photovoltaic installation project on the 

ground next to the building of the Lublin Science and Technology 

Park" co-financed by the European Regional Development Fund 

under the Regional Operational Program of the Lublin Voivodship 

for 2014–2020, Priority Axis 4 "Environmentally friendly 

energy", Measure 4.2 "Energy production from renewable energy 

in enterprises. "The goal of the project is to increase the energy 

efficiency of the company by building a photovoltaic system in 

Lublin, next to the LSTP building as part of the project, 

2 photovoltaic micro installations with a capacity of up to 40 kWp 

were built. The project value is PLN 373,920.00, and the grant is 

PLN 135,324.99, which accounted for 45% of the eligible costs 

of PLN 300,500.00. 

Both micro-installations were connected to two parts of the 

building and power various types of electric devices. The first 

micro-installation powers Section 4 of the building, in which most 

of the electricity supplies the servers of the Centre for Supervision 

over Eastern Poland Broadband Network. The second micro-

installation supplies Section 5 of the building where the offices of 

the LSTP Board as well as offices and laboratories of tenants are 

located. The main consumers of electricity in this part are: 

lighting, air conditioning, office equipment and equipment of low-

power research laboratories. 

General scheme of the electrical connection of the 

photovoltaic plant to the building of the Lublin Science and 

Technology Park is presented in Figure 3. 

 

Fig. 2. Photovoltaic plant in front of the building of the Lublin Science 

and Technology Park [33] 
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Fig. 3. Scheme of the electrical connection of the photovoltaic plant to the building 

of the Lublin Science and Technology Park 

The aim of the research is to use systems for measuring energy 

produced by the photovoltaic system and consumed by the LSTP 

building in order to energy management. In turn, the goal 

of energy management is the maximum use of electricity produced 

by the photovoltaic plant for own needs. This approach will allow 

for the fastest return on investment in the photovoltaic system. 

2. Measurement of energy produced 

by the photovoltaic system 

Almost all currently offered photovoltaic inverters have the 

function of measuring instantaneous power and the amount 

of produced energy. This measurement data can be transferred 

by wired or wireless transmission techniques to the server 

of the inverter manufacturer. After setting up the account 

and configuring it, the photovoltaic system administrator has 

access to the most important data related to the system operation 

[34]. Depending on the type of inverter, the volume of the data 

is extremely variable. They include a regular measurement 

of the system power (in kW) or individual strings or even 

individual panels, which usually takes place every 15 or 20 

minutes. In addition, the system records the amount of energy 

produced (in kWh). Producer of the inverter wrote in User 

manual: "The display values may deviate from the actual values 

and must not be used for billing purposes. The inverter's 

measurement values are required for the operational control and to 

control the current to be fed into the electricity grid. The inverter 

does not have a calibrated meter”. 

Figure 4 presents the course of continuous power generated 

in total by 2 micro-installations 2x40 kWp on a sunny June day 

of 2019. It could be observed a very smooth increase 

in the generated power depending on the height of the sun above 

the horizon. The lack of large decreases and increases in the 

generated power means that the measurement concerned 

a completely cloudless day. The photovoltaic system with a total 

power output of 80 kWp generated a maximum power of 

68769.7 W, which is 85.96% of peak power, which is measured in 

properly defined conditions. 

Photovoltaic energy production on individual days 

of the month is shown in Figure 5. 
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Fig. 4. Power generated by 2 micro-installations 2x40 kWp (total) on June 9, 2019 

 

Fig. 5. Energy generated by 2 micro-installations 2x40 kWp on individual days of the 

month of June 2019 

2x40 kWp micro-installations have very similar instantaneous 

power generated, which provide into very similar amounts 

of energy produced. Data from the system can be considered 

separately for each of the micro-installations or for their sum 

(as in Figure 6). Measurement data can be exported at any time 

using the Export button visible in the diagram. 

 

Fig. 6. Energy generated by 2 micro-installations 2x40 kWp on June 9, 2019 

3. The requirement of the LSTP building 

for electricity 

The amount of energy drawn from the power grid and the 

surplus fed into it can be measured using a two-way electricity 

meter. Innovative measuring system was used to automatically 

obtain data from electricity meters installed in LSTP Sectors 4 

and 5. The device is confirmation that innovative products have 

their origin and practical application in LSTP. 

Used measuring system is an innovative system for 

monitoring, analysing consumption and production as well as the 

efficient use of electricity [4, 16, 35]. Its appearance is shown in 

Figure 7. 

It consists of: 

 A hardware – a small, battery-powered device that reads 

measured data from an energy meter. 

 An application – an application for Android smartphones, used 

when synchronizing data from a device (via Bluetooth Low 

Energy) and as an online gateway. 

 A Cloud – an internet platform on which readings preview, 

profiles, charts, reports, data export and API access are 

available. 

 

The main advantages of measuring system are simplicity 

(installation takes place within a few minutes) and versatility. The 

system may be used by both home users as well as enterprises and 

companies seeking to optimize energy costs. 

The device works with meters in both one- and three-phase 

electricity grid installations. 

It is mounted on the optical port of the energy meter and 

obtains measurement data through the IEC 62056-21 protocol, 

making it compatible with many meter models of the largest 

manufacturers (Apator, Landis + Gyr, Iskra, Pozyton et al). The 

team has recently implemented the SML (Smart Meter Language) 

protocol used in meters in Germany and is working on adding 

meter support via the DLMS protocol. In this case the accuracy of 

measurement depends on other device – electricity meter. 

Metering accuracy of active/reactive energy is Class B (1.0)/2.0 

respectively. 

The measuring system Home version retrieves active energy 

consumption data and allows users to track costs, while the 

Business version also provides reactive energy data and allows 

users to adjust the ordered power. If measuring system is mounted 

on a bidirectional energy meter, the user also receives information 

about the energy fed into the energy grid, which is important for 

owners of photovoltaic systems. 

The measuring system team is currently developing the second 

generation of the product called IoT based on LoRA, LTE-M and 

NB-IoT communication. The works are carried out with the 

technological support of Nordic Semiconductor. The project 

received a grant from the National Centre for Research and 

Development, which also includes intelligent algorithms and 

additional energy management tools. 

 

Fig. 7. Appearance of the measuring device 

Two measuring system Business devices were purchased and 

installed. The measuring device, in the form of a beacon, works 

with bidirectional electricity meters on the LSTP Sectors 4 and 5. 

Then, via Bluetooth transmission, it transmits the measurement 

data obtained from the energy meter to the cloud. Data collected in 

the cloud can be displayed in the form of readable charts both on a 

PC and on a mobile device [3]. In June 2019, LSTP photovoltaic 

plant produced 13.8 MWh of electricity (data from Figure 8) and 

production from both installations was very close to the 50:50 

ratio (according to Figure 6). 

From the Sector 4 measurement data, it appears that almost all 

the energy produced by 1 micro-installation is used for the LSTP 

building's own requirements. The surplus produced and sold to the 

power grid was only 616 kWh compared to consumption of 

almost 12 MWh. Almost total use of energy produced for own 

needs is a method for quick return of money invested in the 

photovoltaic system. 
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Fig. 8. Graph of energy consumed (A+) and donated (A-) in Sector 4 LSTP 

in the month of June 2019 

The situation in the Sector 5 of LSTP looks worse as shown 

in Figure 9. Compared to Segment 4, there is much lower daily 

energy consumption and a much larger surplus of energy 

produced. Predictions regarding the increase in energy 

consumption in Sector 5 during the summer did not come true. 

In the spring months from March to May, the building's 

management observed sporadic use of air conditioning by both 

LSTP administrative staff and tenants. A very warm June 

completely changed the situation and very frequent or continuous 

use of all available air conditioning during work was noted. This 

resulted in an increase in energy consumed by Sector 5. But the 

increase was more than offset and the surplus of energy 

production in June increased compared to April and May. 

The surplus of energy produced by enterprises is resold 

to an energy seller at a very unfavourable price constituting less 

than 25% of the total purchase price (including distribution and 

sale). This means a 4-fold increase in the payback time in the case 

of a large ratio of surplus energy sold to the distributor. 

To counteract this situation, the option of connecting other Sectors 

to Sector 5 should be considered. However, the situation 

is complicated by the ownership structure and the current design 

of the electrical network throughout the building. 

 

Fig. 9. Graph of energy consumed (A+) and donated (A-) in Sector 5 LSTP 

in the month of June 2019 

 

Fig. 10. Graph of energy consumed (A+) and donated (A-) in Sector 5 LSTP on a 

weekday – June 13, 2019 

 

Fig. 11. Graph of energy consumed (A+) and donated (A-) in Sector 5 LSTP 

on a weekend day – June 9, 2019 

The overview of consumption on weekdays (Figure 10) and on 

weekends (Figure 11) showed that the surplus of energy produced 

is much higher on non-working days. 

The Cloud internet platform allows users to generate graphs of 

selected parameters, view meter readings and generate graphical 

reports from a selected period of time [4]. 

Standard charts allow users to track during the year, month, 

week, day (hour) and day (quarter hour): 

 Active energy consumed (Energy A+), 

 Energy given away (Energy A-), 

 Reactive energy. 

 

These data are raw data and carry a lot of useful information. 

They can clearly show when the preordered power is exceeded in 

a selected period. However, much more information can be 

obtained from reports that the online platform offers to generate 

automatically. Such an energy consumption report is divided into 

3 parts, which correspond to the tabs on the platform: 

1) Energy costs, 

2) Energy consumption, 

3) Power consumption. 

 

The graphs of consumption profiles in the Power consumption 

tab seem to be very interesting [1]. The graph in Figure 12 shows 

the profile of active power consumed during the day. The 

minimum, maximum and average values are presented in 15-

minute intervals. The profile clearly shows the night consumption 

values when the photovoltaic system is not working. During the 

day, the impact of energy produced by the micro-installation is 

visible, which during photovoltaic hours reduces the power 

consumed by Sector 5 to values close to zero. Maximum values 

occur on days of very low sunlight, when the power generated by 

the photovoltaic system is not able to cover the needs of Sector 4. 

Therefore, the maximum values inform users about the potential 

power consumption of the building without a photovoltaic system. 

 

Fig. 12. 15-minute profile of active power consumed in Sector 5 LSTP in the month of 

June 2019 

The average value is calculated from data from all days in the 

selected period of time, as shown in Figure 13. The graph shows a 

comparison of daily profiles of the active power consumed from 

the selected period. Users can learn from it how much the active 

power profiles tested differ for each day and detect anomalies. 

Importantly, users can take into account the average profile run on 

selected days of the week for the calculation. 

 

Fig. 13. Comparison of 15-minute profiles of active power consumed in Sector 5 

LSTP in the month of June 2019 
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This is the output of the producers of the measuring system to 

electricity consumers characterized by differentiated power 

consumption over various periods of time. Such extensive analysis 

capabilities allow users to detect certain relationships and use 

them in effective management of energy produced and consumed. 

The graph in Figure 14 shows the trend of active power 

consumption in the selected range as in the example of a box 

graph. Using a given graph, it is possible to identify whether the 

active power consumption trend is symmetrical, how much data is 

grouped, and whether and how the power consumption trend is 

distorted. 

Of course, the producers of the platform provide a detailed 

description of all values displayed in the form of a box chart for 

all interensted parties – see Figure 15. 

 

 

Fig. 14. 15-minute medium power – box chart in Sector 5 LSTP in the month 

of June 2019 

 

Fig. 15. Description of the values displayed on the box chart 

The load duration curve, shown in Figure 16, describes the 

power consumption over the selected period. For example, a value 

of 1 kW for 10% means that for 10% of the period the power 

consumption was greater than or equal to 1 kW. It can also be read 

for how long was exceed the preorder power. 

 

Fig. 16. Load duration curve for active power in Sector 5 LSTP in the month 

of June 2019 

Table 1 presents the values of energy consumed and given 

away to the power grid in various months of 2019. Sector 4 LSTP 

is characterized by high monthly electricity consumption. 

The amount of energy returned to the external grid is very small. 

This means that almost all the energy produced by the 

photovoltaic micro-installation is used for own needs. Sector 5 

LSTP has a much lower monthly energy consumption than Sector 

4. In addition, Sector 5 is not able to use all the energy produced 

by the photovoltaic system. In individual months, the surplus 

of electricity produced was found to range from 964.4 

to 2622.4 kWh. 

Table 1. Active energy consumed and energy given away in various months of 2019 

year in Sector 4 and 5 LSTP 

 Sector 4 Sector 5 

Month of 

2019 

Energy 

consumed 

[kWh] 

Energy 

given away 

[kWh] 

Energy 

consumed 

[kWh] 

Energy given 

away 

[kWh] 

April 12 123.0 568.0 4 043.0 1 898.0 

May 12 696.5 594.0 3 305.6 2 162.8 

June 11 973.5 616.0 3 038.4 2 622.4 

July 12 740.0 527.5 3 682.4 1 928.4 

August 14 735.0 317.5 4 848.8 1 728.8 

September 13 560.0 376.5 3 680.8 1 511.2 

October 15 009.5 109.5 4 330.4 964.4 

 

These are significant amounts of energy given away in Sector 

5 that can significantly affect the payback time of an investment in 

a photovoltaic micro-installation. The author propose to use the 

excess energy produced to charge electric cars. 

4. Summary and conclusions 

A photovoltaic system consisting of two micro-installations 

with a power output of up to 40 kWp each was built to supply 

electricity to two sectors of the Lublin Science and Technology 

Park. The manager of the photovoltaic system has set himself the 

goal of returning the money invested in its construction in the 

shortest period of the time. The way to achieve it is total or 

maximum use of energy produced for own needs. Any other 

eventuality associated with the sale of surplus energy extends the 

return on investment time. This is due to the method of business 

practices electricity distributors and sellers which are 

unfavourable for the RES energy producers. The presented online 

platform for monitoring photovoltaic system operation is a very 

useful tool for monitoring performance and diagnosing 

photovoltaic system operation. It was used to assess the power 

generated and the amount of electricity produced by the 

photovoltaic system. An innovative system for monitoring, 

analysing consumption and production as well as efficient use of 

electricity in individual building sectors produces very wide 

possibilities. With its help, a surplus of produced energy was 

found in one of the sectors.  

Sector 4 LSTP is characterized by high monthly electricity 

consumption. The amount of energy returned to the external grid 

is very small. This means that almost all the energy produced by 

the photovoltaic micro-installation is used for own needs. Sector 5 

LSTP has a much lower monthly energy consumption than Sector 

4. In addition, Sector 5 is not able to use all the energy produced 

by the photovoltaic system. It was proposed that it should be used 

to charge electric vehicles. 
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Abstract. The construction and automatic control of single-stage six-bed adsorption heat pump for heating and cooling purposes is discussed. 

The presented device is design to simulate operating conditions as well as temperature and uptake changes in the adsorbers/desorbers and consequently 

to describe the performance of the six–bed adsorption heat pump. The authors focus on advanced operation and strategy of multi-bed heat pump 
adsorber/desorber performance configuration. Through the use of a sequential system of sorption columns operation, the continuous character 

of the gained power of device in a wide range is obtained. It is possible as a result of using in the device the quantitative control of the pump by switching 
sequentially columns (sequential control), quality control by changing the temperature of heating/cooling water flowing in series or parallel through 

sorption columns and by changing the time parameter of sorption process (adsorption/desorption time) of the bed. 

Keywords: heat pump, adsorption, automatic control 

PROJEKT, BUDOWA I SYSTEM AUTOMATYCZNEJ REGULACJI JEDNOSTOPNIOWEJ 

SZEŚCIOKOMOROWEJ ADSORPCYJNEJ POMPY CIEPŁA 

Streszczenie. W artykule przedstawiono projekt budowy i automatycznej regulacji jednostopniowej sześciokomorowej adsorpcyjnej pompy ciepła 

zastosowanej do uzyskania ciepła i chłodu. Omawiane urządzenie zaprojektowano w celu oceny parametrów pracy oraz zmian temperatury i stężenia 

w adsorberze/desorberze a w konsekwencji w celu określenia efektywności sześciokomorowej adsorpcyjnej pompy ciepła. Autorzy skoncentrowali się na 
możliwości zaawansowanej regulacji pracy i efektywności wielokomorowego urządzenia. Poprzez zastosowanie sekwencyjnego układu komór sorpcyjnych 

otrzymano ciągły charakter uzyskiwanej mocy w szerokim zakresie. Jest to możliwe w wyniku zastosowania w urządzeniu regulacji  ilościowej mocy pompy 

poprzez załączanie kolejnych segmentów (regulacja sekwencyjne), regulację jakościową poprzez zmianę temperatur wody grzewczej/chłodzącej 
przepływającej szeregowo/równolegle przez kolumny sorpcyjne oraz przez zmianę parametru czasu pracy (czasu adsorpcji/desorpcji) kolumny.  

Słowa kluczowe: pompa ciepła, adsorpcja, automatyczna regulacja 

Introduction 

Contemporary directions of technical development are 

inextricably linked to the rational management of natural 

resources and the protection of the natural environment. In the 

field of heat pumps, the compressor ones are still the most 

popular. However, it is not insignificant that electric energy is 

required for their work, the production of which causes increased 

emission of greenhouse gases during the conversion of energy 

accumulated in natural fuels into electricity. For this reason, it is 

important to limit the consumption of fossil fuels and that is why 

the sorption technologies (absorption and adsorption), which 

directly use heat, especially of low temperature sources to drive 

the heat pumps, are becoming more and more important [8, 9, 13, 

15, 20].  

The adsorption methods are widely used in chemical industry, 

environmental protection and other fields, for separation and 

purification of gases and liquids [2, 6, 10]. During the past two 

decades, this phenomenon was exploited to produce cooling and 

heating [11, 17, 19]. With the increasing prices of electricity, the 

advantage of sorption pumps is the use of thermo-chemical 

compression, instead of mechanical compression, therefore instead 

of electricity, the adsorption heat pump drives heat [4, 5, 7, 12]. 

Recently a large amount of research was done on various types of 

adsorption heat pumps, as an alternative to vapour compression 

systems [1, 14, 16].  

Adsorption devices can be used in two main ways, giving a 

wide range of user experience. The first application, becoming 

more and more important, is the use for cold production, the 

second – the use of adsorption systems for heat production [3, 18]. 

In relation to adsorption heat pumps, the requirement of 

competitiveness in technical and economic terms is faced with the 

classical technology of heat production in compressor systems. 

However, the problems of the appropriate construction of 

adsorbers and desorbers, so that they provide favourable 

conditions for heat and mass exchange inhibit the development 

and installation of these units in heating and cooling systems, 

because they do not achieve satisfactory values of the COP 

(Coefficient of Performance) as well as the coefficient SCP 

(Specific Cooling Power) in relation to the high price of the unit.  

In order to increase the efficiency of utilization of low 

temperature heat source, to increase efficiency of the adsorption 

heat pump, modification of the basic single–stage two–bed 

construction of the adsorption heat pump to the multi–bed 

construction is proposed [21, 22]. In this paper advanced operation 

and strategy of single–stage six–bed heat pump 

adsorbers/desorbers performance is presented. The presented 

device is design to simulate operating conditions as well as 

temperature and uptake changes in the adsorbers/desorbers and 

consequently to describe the performance of the six–bed 

adsorption heat pump. 

1. Design and construction of single-stage six-bed 

adsorption heat pump 

Heat pump under consideration is designed as multifunctional 

device which could be operated in: serial-serial, serial-parallel, 

parallel-parallel mode of heating/cooling water flow. 

Technical project of the six–bed adsorption heat pump with 

serial-serial flow of heating/cooling medium and its automatic 

control is presented. The heating and cooling power of device can 

be controlled: quantitative (control in steps), qualitative and 

working time of bed.  

1.1. Construction and technical parameters 

Multi–bed heat pump consists of the same basic elements as 

the conventional two-bed heat pump (evaporator, 

adsorber/desorber columns and condenser) but involve the 

sequential application of the sorption columns therefore is 

equipped with additional control valve blocks (the so-called 

multivalve). Adsorption heat pump, presented in the Fig. 1, 

operates with silica gel as adsorbent and water adsorbate. There 

are two basic circuits: closed internal circulation – in which the 

adsorbate (refrigerant vapour – water vapour) circulates, and an 

open external circuit as the heat transport outside the device 

(heating/cooling water). 
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Fig. 1. Scheme of the six–bed adsorption heat pump with serial heating/cooling water flow and sequential application of the sorption columns 

 

Fig. 2. Operating phases of the sorption beds of the six–bed adsorption heat pump in the serial-serial system (3 columns for adsorption / 3 columns for desorption) 

The adsorption heat pump under consideration consists of an 

evaporator, six adsorber/desorber columns and a condenser. 

The sorption column contains tube with deposited adsorbent 

(silica gel). 

The sorption column performs dual function: it works as an 

adsorber when cooled by cooling water and as a desorber when 

heated by hot driving water from outside. The adsorber/desorber is 

connected to the evaporator on one side while plugged in to the 

condenser on the other side with control valves. During the 

adsorption process, the adsorbate (refrigerant vapour) enters the 

adsorber after leaving the evaporator. When cooling water is 

switched to hot water, the adsorbate is directed to the condenser – 

this is the desorption phase. 

The following technical parameters of the device were 

designed: 

 sorption column power: up to 200 W per 1 meter of pipe in the 

adsorber/desorber, 

 length of adsorber/desorber column: 1.0 m, 

 diameter of the pipe inside adsorber/desorber: Cu 22x1 mm, 

 coating of the pipes inside adsorber: stainless steel 103x1,5 

mm, 

 silica gel layer thickness: 15 mm, 

 mass of the silica gel in the sorption column: 1.05 kg 

 max. power of evaporator (3 working sorption columns):  

800 W, 

 max. power of condenser (3 working sorption columns):  

600 W, 

 temperature of cooling water in adsorption: 30°C–45°C, 

 water mass flow of cooling water in adsorption:  

0.06 m3/h–0.23 m3/h, 

 pressure drop of cooling water in adsorption: 1.5 kPa–25 kPa 

 temperature of heating water in desorption: 60°C–95°C, 

 water mass flow of heating water in desorption:  

0.06 m3/h–0.23 m3/h, 

 pressure drop of heating water in desorption: 1.5 kPa–25 kPa, 

 temperature of cooling water in condenser: 35°C–50°C, 

 water mass flow of cooling water in condenser:  

0.08 m3/h–0.35 m3/h, 

 pressure drop of cooling water in adsorption: 2.5 kPa–30 kPa 

 temperature of chilled water in evaporator: 5°C–25°C, 

 water mass flow of chilled water in evaporator: 0.08 m3/h–

0.35 m3/h, 

 pressure drop of chilled water in evaporator: 2.5 kPa–30 kPa. 

1.2. Design and realization of the 

adsorption/desorption process 

Through the use of a sequential system of sorption columns 

work, the continuous character of the gained power of the device 

in a wide range is obtained.  

It is assumed that the full cycle of the process is divided into 

sub-phases, the number of which is equal to the number of 

operating adsorption columns. After completion of the partial sub-

phase in the last column the heat pump begins first partial phase, 

and thus starts the next full cycle of its operation (Fig. 2). 

Operating sub-phases of the sorption columns of the six–bed 

adsorption heat pump in the serial-serial mode, always assuming 

that three columns participate in the adsorption process and three 

columns participate in the desorption process (3 columns for 

adsorption / 3 columns for desorption). 

In the Fig. 1, adsorption heat pump during the zero phase of 

the cycle, regarding the external refrigerant circuit is presented. 

The cooling water from the supply distributor is directed to the 

first sorption column carrying out the adsorption process. Then 

after receiving the heat resulting the adsorption, it leaves it and 

flows into subsequent adsorption columns in series. Since the 

cooling water warmed up initially during its passage through the 

column 1 and 2, therefore, the adsorption process in the 3rd 

column is slower. Cooling water, after flowing through three 

columns, supplies flow distributor and is intended for further use. 

After the adsorption process 1st column is switched to desorption 
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process and is supplied with heating water (driving heat) during 

the next phase of the cycle.  

Similar to the previous process, the desorption column is 

supplied with heating water from distributor. The high 

temperature heating water is directed to column 4 and then flows 

through column 5 and 6 after which it is directed to the heating 

water return distributor. As a result of desorption heating water is 

cooled down. During desorption the refrigerant is desorbed very 

quickly in the first column, thus this column is assigned to the 

adsorber process and is supplied with water as the last one in 

series during the next cycle. 

In the next phase of the cycle, columns 2, 3 and 4 participate 

in the adsorption process, however, it is column number 2 

supplied with cooling water from the water distributor as the first 

in series to obtain the highest possible concentration of vapour 

(uptake) in the sorption bed. In columns 3 and 4 the adsorption 

process is being continued. Analogously, columns 5, 6 and 1 

participate in the desorption process, however column 5 is 

supplied with heating water from the distributor as first in order. 

For the considered adsorption heat pump, regardless of the phase 

in progress, the assumption that three columns participate in the 

adsorption process and three columns participate in the desorption 

process is always accepted.  

Conducting subsequent cycles of the heat pump operation 

allows to obtain the assumed saturation of the bed, required 

concentration or to obtain the assumed temperature of the utilized 

water as a medium. 

Through the use of a sequential system of sorption columns, a 

continuous and adjustable character of the heating/cooling power 

in a wide range is obtained. It is possible as a result of using in the 

device the quantitative control of the pump by switching 

sequential columns (step control), quality control by changing the 

temperature of heating/cooling water flowing in series or parallel 

through sorption columns and by changing the time parameter of 

sorption process (adsorption/desorption time) of the bed. The 

described adjustment possibilities were obtained with the use of a 

control "multivalve" (Fig. 3). Its task is to perform the set 

algorithm of sequential operation of the multi-bed adsorption heat 

pump.  

Designed multivalve, in general, is a set of valves with 

actuators for switching inflow/outflow of water from/to 

distributors and columns. This ensures the implementation of three 

major states of the multivalve in the adsorption heat pump: 

a) water flow between the adsorption/desorption columns,  

b) supply/return water to/from the column during adsorption,  

c) supply/return water to/from the column during desorption. 

Valves with actuators, controlling the flow of water ensure the 

supply of the heating/cooling medium at the assumed temperature 

level and thus allow the control of the sorption process in 

columns, either as adsorber or desorber. The operation of valves is 

coordinated with the valves that open access to the evaporator or 

condenser. Sorption column operating as adsorber is connected to 

the evaporator and the column operating as desorber is connected 

to the condenser. The circulation of the working vapour 

(adsorbate) remains the same as in regular two-bed adsorption 

heat pump. 

   
 

a) c) b) 

 

Fig. 3. Major states of the multivalve: a) water flow between the bed, b) supply/return 

water to/from the bed during adsorption, c) supply/return water to/from the bed 

during the desorption 

2. Automatic control system of single-stage  

six-bed adsorption heat pump 

2.1. Requirements analysis 

The selected task of the control system is to automatically 

control the temperature of the utility medium in the adsorption 

heat pump by switching on the solenoid valve sections that change 

the directions of vapour and water flow. 

Based on the initial assumptions, the following system 

functions were determined: 

 Checking the pre-conditions necessary for the correct 

operation of the device; 

 measuring the temperature of water and vapour at specific 

points of the installation; 

 measurement of water pressure and vapour at certain points of 

the installation; 

 measurement of water and vapour flow at specific points of 

the installation. 

 controlling the direction of water and vapour; 

 communication with the operator – manual or e.g. heating 

curve setting temperature; 

 signalling of process states and alarms. 

The diagram illustrating the individual functions of the device 

is shown in Figure 4. 

 

Fig. 4. Functional structure of the adsorption heat pump control system 

Detailed functions of the control system: 

1. System activation – the conditions for activation are: 

 properly functioning control system (presence of power 

supply, controller in run mode, program in the controller 

running), 

 an emergency switch not active, 

 adequate vacuum (vacuum), 

 specific water flow through the evaporator and condenser, 

 specific vapour flow from the evaporator to the sorption 

chamber. 

2. Temperature, pressure and flow measurement: 

 it must be done by a device independent of the controller, 

 the device must support signal variability ranges, in 

accordance with Table 1, 

 detailed requirements for measuring devices are set out in 

Table 1, 

 supply voltage for the measuring devices – 24 VDC. 

3. Communication with the operator (operator's activities): 

 system activation – active system (power supply for actuators, 

i.e. pump and valves), 

 switching on the control – starts controlling the directions of 

water and vapour flows, 

 alarms clearing – a continuation of the control, 

 emergency stop – stopping the control by means of the 

emergency stop switch, which should cut off the power supply 

to the controller outputs and the power supply to actuators, 

regardless of the controller. 

4. Process status signalling 

 system ready – waiting for the control to be turned on, 

 system during work – control, 

 alarm – control stopped – alarm occurs if : 

- the permissible temperature for silica gel in the sorption 

chamber will be exceeded, 
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- there will be no vapour flow – no proper vacuum pressure 

(vacuum pump not working, leakage, etc.) 

- the maximum heating water temperature is exceeded 

 reporting alarm states of all measured variables, e.g. assumed 

VarHiHi values (maximum critical value of a specific 

variable), VarLoLo (minimum critical value of a specific 

variable), VarHi (max allowable value of a specific variable), 

VarLo (min allowable value of a specific variable). 

5. Determining the set temperature of the utility medium 

 manual entry of the set temperature value, 

 setting the set temperature based on the heating curve, 

6. Controlling the direction of flow of water and vapour 

 controlling the number of adsorbers working in series (from 1 

to 3) by opening the vapour supply valve of the switched 

device and opening the bypass valve and closing the valves on 

the supply and return of the previous adsorber, 

 after reaching the maximum number of adsorbers switched on, 

reducing the flow of the utility medium. 

Table 1. Technical parameters of measuring devices 

Parameter  Symbol Range 

Sensors of water parameters at the adsorbers 

Water temperature TT1–TT12 0–100oC 

Water pressure PT1–PT12 0–40 kPa 

Flow  FT1–FT6 0–0.2 l 

Sensors of vapour parameters at adsorbers, evaporator and condenser 

Vapour temperature TT13 – TT20 0–100oC 

Vapour pressure PT13 – PT20 0–40 kPa 

Flow  FT7 0–1 m3/h 

Flow  FT8 0–6 m3/h 

Sensors of water supplying to adsorbers 

Water temperature TT21– TT24 0–100oC 

Water pressure PT21 – PT24 0–40 kPa 

Water flow  FT9 – FT10 0–0.8 l/s 

Sensors for evaporator and condenser feed water parameters 

Water temperature TT25 – TT28 0–100oC 

Water pressure PT25 – PT28 0–40 kPa 

Water flow  FT11 – FT12 0–0.8 l/s 

Condensate parameters sensors (returning to the evaporator) 

Flow FT13 0–2 l/s 

2.2. Functional modules of the control system 

Based on requirements analysis the control system can be 

divided into a number of separate, functionally dependent 

components, shown in Figure 5: 

 control system, 

 activation system, 

 water and vapour temperature measurement systems, 

 water and vapour pressure measurement systems, 

 water and vapour flow measurement systems, 

 solenoid valves sequential activation system, 

 operator panel, 

 supply system. 

 

Fig. 5. Functional modules of the adsorption heat pump control system 

Control system – the construction is based on the 

programmable controller, which will be used as an executive 

platform for control algorithms. After adding up all the inputs and 

outputs of individual system components, it turned out that the 

controller must have at least 10 binary inputs, at least 42 binary 

outputs and at least 69 analogue inputs. Due to the type of 

switched signals, the binary outputs are to be of transistor/relay 

type. Due to the possibility of interference with analogue signals 

and the length of the cabling, a 4–20 [mA] current standard should 

be used. 

Activation system – turns on the power of actuators only after 

the full start of the controller and constantly checks whether 

adequate vacuum is provided, whether there is the required water 

flow through the evaporator and the condenser, whether there is 

the required vapour flow from the evaporator to the sorption 

chamber, disconnects the power supply and sends information 

about it to the control system. The system consists of: two-state 

sensors for vacuum, vapour and water flow, emergency stop 

switch and toggle switch. We describe below specific functions of 

all inputs and outputs in accordance with the variable type in the 

control program.  

Outputs:  

- "Active system" light – 1 bit 

- “Controller ready” light  – 1 bit 

Inputs:  

- switch (key) "Activate system" – 1 bit 

- "Negative pressure OK" sensor – 1 bit 

- "OK vapour flow" sensor – 1 bit 

- "Water flow OK" sensor – 1 bit 

Solenoid valves sequential activation system its task is to 

sequentially switch on the appropriate solenoids, providing vapour 

and water flows in a given direction.  

Outputs:  

- solenoid valve control  – 42 bits 

- vacuum pump control – 1 bit 

Temperature, pressure and flow measuring systems for 

water and vapour – are designed to read the current value of a 

specific parameter and send it to the control system as an electric 

signal, i.e. current. An arrangement of all analogue measuring 

devices is shown in Figure 6. 

Inputs:  

- information from sensors – 69 – 16 bits words  

Operator panel – buttons and switches used to control the 

process and indicator lights informing about the status of the 

process. The following operations planned from the panel are 

planned: 

 system activation – mode of operation, inputs and outputs, 

described in the section Activation system. 

 switching on and stopping the control 

Outputs:  
- "Active Control" light – 1 bit 

Inputs:  

- "Start" button – 1 bit 

- "Stop" button – 1 bit 

- Alarm clearing – after the alarm signal has been cleared, 

the control continues. 

Outputs:  
- "Alarm" light – 1 bit 

Inputs:  

- "Alarm Reset" button – 1 bit 

 

- Emergency stopping of the device – when any abnormal 

or dangerous situation occurs, an operator should 

immediately stop the heat pump. 

Outputs:  
- "Failure" lamp – 1 bit 

Inputs:  

- "Emergency Stop" switch – 1 bit 

 

Power supply system – in the heat pump control system two 

separate supply systems will be used for the control system and 

external devices. Supply systems should provide standard 24VDC 

supply voltage for the control system and external devices – 

sensors, solenoid valves and relays. 
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Fig. 6. Arrangement of analogue measuring devices for the six–bed adsorption heat pump  

 

Fig. 7. General diagram of the adsorption heat pump control system 

2.3. Hardware configuration of the control system 

A general diagram of the heat pump control system is 

presented in Figure 7. The main part of the control system is the 

control device (X20CP1586), which is a programmable digital 

controller, typically used in industrial automation systems. A 

control device cooperates with the plant by means of input/output 

devices i.e. analogue/digital inputs and digital inputs/outputs.  

The main task of the control system is to make a temperature 

TPV (t) stable and close as possible to the set temperature TSP(t). 

By means of analogue/digital modules (AI4632) are proceeded 

signals from temperature, pressure and flow transducers. Based on 

these measurements and sequential procedure, described earlier, 

the programmable controller X20 CP1586 activates solenoid 

valves by means of digital output modules (DO9322) to achieve 

set temperature TSP(t) of the utility medium. A crucial for proper 

control operations is developed sequential control algorithm. 
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3. Conclusion 

Through the use of a sequential system of sorption columns 

operation, the continuous character of the gained power of the 

device in a wide range is obtained. It is possible as a result of 

using in the device the quantitative control of the pump by 

switching sequential columns (sequential control), quality control 

by changing the temperature of heating/cooling water flowing in 

series or parallel through sorption columns and by changing the 

time parameter of sorption process (adsorption/desorption time) of 

the bed. The described control possibilities were obtained by using 

of a "multivalve" control, which task is to perform a given 

algorithm for sequential heat pump operation. 

The described nature of the operation of a multi-bed heat 

pump refers to a system in which the heating/cooling water flows 

through the sorption columns in series mode, and the number of 

columns assigned for adsorption or desorption is half of the total 

number of columns in the device. However, the presented method 

of control enables the device to be launched in accordance with 

other systems. For example, in one of them, the number of 

sorption columns assigned to the adsorption/desorption process 

may be asymmetric (more for adsorption due to the slower course 

of this process). The next system is one in which the 

heating/cooling medium flows through the sorption columns in 

parallel (to each column directly from the distributor). The 

additional variance is a system in which, through the adsorbent 

beds the cooling medium flows, for example, in series, and 

through the desorption column, in parallel.  

The heat pump control system presented in the last part of the 

article enables flexible automatic temperature control. But this 

requires multi-point measurement of temperature, pressure and 

flow of both water and vapour. Apart from measurement part, a 

sequencer control algorithm is needed for the proper solenoid 

valves manipulations.  
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