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FLOW VELOCITY MEASUREMENTS IN THE OPEN CHANNELS

Volodymyr Drevetskiy, Roman Muran

National university of water and environmental engineering, Department of automation, electrotechnical and computer-integrated technologies

Abstract. This study aimed at determining dependencies between incident wave height and flow velocity in open flow channels by utilizing computer vision
algorithms. Authors use computer modeling and experimental studies to check possibilities of flow velocity measurement by measuring incident wave
height in front of semi-submerged artificial obstacle placed in the open flow channel.

Keywords: fluid flow, computer vision, artificial obstacle

POMIAR PREDKOSC PRZEPLYWU W OTWARTYCH KANALACH

Streszczenie. Badanie skierowane na wyznaczenie zaleznosci pomiedzy wysokoscig nadchodzgcej fali a predkoscig strumienia w otwartych kanafach
z uzyciem narzedzi widzenia komputerowego. Autorzy korzystajg z modelowania komputerowego oraz badasi eksperymentalnych do sprawdzenia
mozliwosci wyznaczenia predkosci strumienia poprzez pomiar wysokosé¢ fali padajgcej na czesciowo zanurzong sztuczng przeszkode znajdujgcg Sie

na otwartym kanale.

Stowa Kluczowe: przeptyw ptynu, widzenie komputerowe, sztuczna przeszkoda
Introduction

Measuring the velocity of fluids in the open channels is an
important problem in monitoring the state of natural open streams.
The 24-hour monitoring of flow velocity in rivers is a key task for
the prevention of emergencies and timely public awareness about
floods, preventing the erosion of the river bed and collapse of the
bridge supports. Available systems are not autonomous and
require human participation to conduct measurements near the
hydrometric station. This study is aimed at developing a method
for measuring the velocity of water in an open stream based on a
combined hydrodynamic-optical method.

There are two common methods of measuring the velocity
in open channels — contact and non-contact. Among the contact
ways, the most widely used methods utilize buoyes, hydrometric
turbines and hydrometric tubes. These methods are easy to use
but require frequent maintenance and operator presence during
measurements and do not provide high accuracy. Typical
non-contact methods include thermal, ultrasonic and acoustic
methods. Their advantage is high accuracy, however, they require
a significant preparations and have high cost [1].

1. Main ideas and methods

Main idea of the developed method is to measure the height of
the water level in front of the obstacle, half-immersed in the flow,
with the help of modern microprocessor and computer vision
systems. Semi-immersed obstacle, creates turbulence zones in the
profile of the flow, that result into difference in pressure, water
level, change in the direction of flow. With the help of the cameras
installed near the obstacle, authors suggest to perform photo and
video shooting of the level difference zone (incident wave) in
front of an obstacle, and the resulting images are processed by
means of computer vision resulting in measuring the altitude of
the incident wave with sufficient accuracy.

Most of the available studies in the area of near-obstacle flow
are aimed at reducing turbulence around it, but in this study it is
important to increase the incident wave height by choosing shape
of an obstacle that will create the most disturbance of the flow.
Available studies of similar bodies are carried out for vortex flow
meters using the Karman effect for measurements, but the
obstacles there are completely immersed in the flow [2].

Initially, authors researched the existence of a dependence
between the height of the incident wave in front of an obstacle and
the flow velocity in the open channel. To choose the optimal form
of an obstacle, authors performed computer modeling in
Solidworks environment. Main criterias of optimality were the
geometric sizes of turbulence zones and the technological
availability of selected shape. Authors selected obstacles of
different shapes and forms: cylindrical, rectangular, triangular and
created 3D models of each of them by means of the 3D-CAD

system. To visualize the size of the turbulence zones for different
shapes, the model contained four obstacles placed near each other.
The simulation was done by the finite element method, and the
polygonal mesh of the model consisted of 17460 elements.

A visualization of the flow parameters was performed with
emphasis on the size of turbulence zones around the selected
obstacle models at a flow velocity of 0.55 m/s (Figure 1).
According to the simulation results, cylindrical and rectangular
obstacles are streamlined and as a result create small turbulence
zones around them. The V-shaped form leads to the formation of a
large turbulence zone behind the obstacle, but the size of the
turbulence zone in front of an obstacle may not be sufficient to
obtain the measurement signal. The A-shaped obstacle fits set
criterias of optimality: it is least streamlined and creates the largest
turbulences in the flow, with the formation of significant zones of
turbulence not only behind but also ahead of obstacles. This will
provide a reliable measurement signal and extend the range of
measurements, as the turbulence zones will be observed at a lower
flow velocities in the open stream.

0222
0426
0030
-0.066
-0.161
0257
0353
0449
0544
-0.540
Velocity £) [mfs]
Glabal Coordinate Syste
Cut Plot 12 contours.

Fig. 1. Modelling of flow around different obstacles in CAD system Solidworks

Based on simulation results, authors performed experimental
studies of the flow around obstacles of different shape. Obstacles
were placed in the rectangular channel, with a width of 0.965 m
(Figure 2), according to the computer model.

During the experiment, authors observed formation of two
zones of level difference, in front and behind obstacles, and the
formation of zones of turbulence around them (Figure 3).

Measurements were carried out at critical points, in particular
at the highest point of the crest of the incident wave and in the
zone of the lowest level behind the obstacle. Figure 4 depicts a
level difference caused by obstacles of various shapes, where
point 1 is the point of reference for water level in an open stream,
measured in the zone that was not affected by turbulence; 2 is the

artykul recenzowany/revised paper
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point of the highest level ahead of the obstacle, on the crest of the
incident wave; 3 is the lowest point behind the obstacle.
The following results were obtained: the largest size

of turbulence zones and incident waves were observed for the
A-shaped obstacle, which confirms the results of computer
simulation.

Fig. 3. Photo of turbulence zones around the obstacle: 1 — obstacle, 2 — free surface,
3 —incident wave, 4 — turbulence zone behind the obstacle

\: 4 Cylinder
@ square
V-shaped

A-shaped

\
/

b, cm
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Fig. 4. Experimental results of water level differences for different shapes
of obstacles

Fig. 5. Processed and filtered image of incident wave
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Also, during the experiment, a preliminary test was performed
to investigate technical capability of image capturing and
processing. To do that, a few photos were taken for further
software testing and setup. The resulting image (Figure 5) was
processed using a threshold filter to select the contours of the
incident wave in relation to the free surface. Based on that, authors
confirmed expediency of using the optical method for obtaining
the measurement information.

To visualize hydrodynamic processes occurring around the
selected obstacle, a re-simulation was conducted in the Solidworks
environment. According to the results of modeling, in front of the
obstacle there was a separation of the flow into two parts - the
ascending, which appears on the surface in the form of an incident
wave and descending, resulting in the vortex at the bottom of an
obstacle. Investigation of the downstream part of the flow is
important for hydraulic engineering and research on bridge
support erosion, but since this study is aimed at measuring the
flow velocity, the further direction of research is connected with
the ascending part of the stream (incident wave). The simulation
results are shown in Figure 6.

K=

" b

Fig. 6. Modelling of flow around the obstacle SolidWorks: a — incident wave,
b — downflow, ¢ — vortex behind the obstacle

To confirm the existence of a dependence between the height
of the incident wave in front of the obstacle and flow velocity in
the open stream, repeated experimental studies with the selected
obstacle were conducted. A pre-selected body of A-shaped form
was placed in a channel of rectangular shape with known
geometric sizes.

During the research, measurements of the flow velocity and
height of the free surface of water were made. The formation of
turbulence zones around the obstacle was observed, in particular -
two zones of significant difference in water level in front of and
behind the obstacle. Measurements were made at the water
velocity in the channel from 0.21 m/s to 0.55 m/s, which is a
typical value for plain rivers. As the speed increased, an increase
in the size of the turbulence zones and the height of the water level
changes around the obstacle were observed. Based on the
experimental data authors determined dependence of the incident
wave height on the speed of water in the open channel for the
selected obstacle. The given experimental data are obtained for the
selected obstacle, and are approximated by a polynomial:
y = 48.29x3 — 56.552x2 + 35.419x — 4.6681 with determi-
nation coefficient R? = 1 (Figure 7).

dH, 102m

S P, N W S U1 O

0 0,2 0,4 0,6
V,m/s

Fig. 7. Experimental dependence between incident wave height and flow velocity
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Also, during experimental research, created measurement
complex was tested. It consists of the webcam that was installed
both in front and next to the obstacle, which allows real-time
photo and video shooting of hydrodynamic processes occurring
near an artificial obstacle (Figure 8), and the server that processed
the received visual information using developed software.

Fig. 8. Image capturing of incident wave: 1 — rectangular channel, 2 — artificial
obstacle, 3 — camera

OpenCV library and CodeBlocks environment were used to
collect and process image and video data. The developed software
uses threshold filters with the ability to manually adjust, which is
appropriate for changes in light levels and color of a stream. The
image processing was carried out in several steps: first, the
necessary part of the image, which contains the incident wave,
was cut out. Next, the color model of the image was converted
from RGB (red, green, blue) to HSV (hue, saturation, value). The
convenience of this method is to simplify getting measurement
results, since the converted image contains only two colors, which
are converted into binary values. After the image conversion, a
threshold filter is applied using the ability to manually adjust the
maximum and minimum threshold values for each component of
the color model. When conducting the experiment, the manual
settings of threshold filter were changed in real time, on a video
stream for previously unprepared environment. In order to reduce
the visual noise during automatic measurements, there may be a
need to install additional light sources or use bright water
coloring, but during semi-automatic measurements, the resulting
images can be sent to the server for further analysis and
processing. Figures 9 and 10 show the original and filtered image
at different camera positions.

a b

Fig. 10. Captured images of incident wave by camera placed beside the obstacle:
a) original image, b) filtered image

p-ISSN 2083-0157, e-ISSN 2391-6761

Based on the results of experiments authors created remote
monitoring system of flow velocity in open channels. Technical
implementation is based on the Raspberry Pi 3B microprocessor
platform based on the ARM architecture. Its advantages are:
availability of hardware parts, the ability to scale, the convenience
of configuring, and use of open-source and free software
repositories.

On the platform, the Apache Web server, the SSH server and
the FTP server based on the Vsftpd module were configured, and
the video capturing capability was implemented with the Motion
module. Combination of these protocols and applications allows
not only to transmit measurement data remotely but also to
remotely reconfigure the device, send control signals to any other
elements connected to the server. The system used a client-server
architecture, but it was decided to abandon the client part as a
separate application, since it allows you to measure or make
changes to the system only from individual clients and a limited
number of devices. Therefore, a Web-SCADA system was created
based on html, php, javascript, which allows access from
anywhere in the world and from any device that has a browser.

Technical implementation of the Web-SCADA system is
based on the use of Dynamic DNS technology, since the SCADA
web-page is stored on a microprocessor platform that is connected
to the Internet via a router. Port forwarding was configured when
accessed via HTTP port 80, which allows you to access the page
not only from the local network but from anywhere in the world.

2. Conclusion

As a result of experimental studies, the dependencies between
the hydrodynamic parameters of the turbulence zones around the
semi-immersed artificial obstacles in the open stream and the
velocity of water and were discovered. Based on the results of the
experiment, a combined hydrodynamic-optical measurement
method was developed and a technical implementation of the
measuring complex in the form of a server and Web-SCADA
system was created, allowing remote reliable operational
monitoring of the measurement parameters.

Further research is planned to investigate measuring the
velocity distribution not only in height but also in the width of the
flow profile as well as measuring the profile of the channel, for
switching from measuring the velocity to measuring the flow in
open stream.
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Abstract. Cyber risk assessment for insurability verification has been paid a lot of research interest as cyber insurance represents a new dynamic segment
of market with considerable growth potential for insurers. As customer’s practices and processes consistently lead to the final overall result, customer’s
behaviour has to be described in detail. The aim of the present paper is to design an instrument (questionnaire) for customer ’s cyber risk assessment in
insurability verification. The method for building an instrument (questionnaire) is empirical research. Empirical research is based on use of empirical
evidence. A questionnaire with 11 questions is proposed.

Keywords: cyber risk management, cyber insurance, information security, data protection

PROJEKTOWANIE INSTRUMENTOW PRZEZNACZONYCH DO OCENY ZAGI}OZENIA
RYZYKA CYBERNETYCZNEGO W WERYFIKACJI UBEZPIECZALNOSCI

Streszczenie. Ocena ryzyka zwigzana z bezpieczeristwem cybernetycznym jest przedmiotem duzego zainteresowania badawczego, ze wzgledu na to,
ze bezpieczenstwo cybernetyczne stanowi nowy, dynamiczny segment rynku o znacznym potencjale wzrostu dla ubezpieczycieli. Poniewaz praktyki
i procesy klienta w ciggly sposob wplywajg na koricowg oceng, zachowanie klienta musi by¢ szczegotowo opisane. Celem niniejszego artykulu jest
opracowanie instrumentu (kwestionariusza) do oceny ryzyka cybernetycznego klienta w ramach weryfikacji ubezpieczenia. Metoda budowy instrumentu
(kwestionariusz) to badania empiryczne. Badania empiryczne opierajq si¢ na wykorzystaniu dowodéw empirycznych. Zaproponowano kwestionariusz

sktadajqcy sie z 11 pytan.

Stowa kluczowe: zarzadzenie ryzykiem cybernetycznym, ubezpieczenie cybernetyczne, bezpieczenstwo informacji, ochrona danych

Introduction

Cyber risk assessment for insurability verification has been
paid a lot of research interest as cyber insurance represents a new
dynamic segment of market with considerable growth potential for
insurers. Companies estimate a premium potential of at least 700
million euros in Germany by the end of 2018. Many companies,
especially small and medium-sized ones, continue to
underestimate risks associated with using the Internet. In large
companies, safety management is in general better trained in
comparison to medium-sized companies. But further challenges
for companies are regulatory challenges in the context of General
Data Protection Regulation (GDPR) and requirements of the IT
security law, among others for operators of critical infrastructures.
The global network creates problems that have gained significance
under the term cyber risks. Any company connected to the Internet
is vulnerable. Attacks on Sony, Google, Amazon and German
Bundestag show the dimensions. Thus, a number of approaches,
methods, tools and instruments have been developed for
organisation’s cyber risk assessment in insurability verification.
However, as customer’s practices and processes in an organisation
consistently lead to the final overall result, customer's behavior
has to be described in detail. Assessment combines information
security relevant standards such as 1SO 27001, NIST, BSI
Standard, Cobit, etc. and enables cyber security assessment.
Cybersecurity is "the process of protecting information through
prevention” [10]. Cyber events can have financial, operational,
legal and reputational implications. Cyber incidents can have a
significant impact on corporate capital. Costs may include forensic
investigations, PR campaigns, legal fees and court fees, consumer
credit monitoring, technology changes and comprehensive
recovery measures [2]. Cybersecurity therefore needs to be
integrated across the enterprise as part of corporate governance
processes, information security, business continuity and third-
party risk management. Cybersecurity roles and processes referred
to in the assessment may have separate roles within the security
group (or outsourced) or may be part of broader roles in an
organisation. As IT security experts point out that it has become
impossible to prevent data breaches, each organisation is
considered to be unique that demands on an individual approach.
For these purposes, Cyber Risk Dialogue to identify jointly
insurance-relevant customer risks was elaborated [1]. According
to Cyber Risk Dialogue [1], a dialogue cannot represent a risk
assessment and should also be conducted openly and serve as an

exchange between clients and insurers. Cyber Risk Dialogue [1] is
based on such an instrument as questionnaire.

The aim of the present paper is to design an instrument
(questionnaire) for customer’s cyber risk assessment in insu-
rability verification. The method, an instrument (questionnaire) for
customer’s cyber risk assessment in insurability verification is
built, is identified as empirical research. Empirical research
employs the use of empirical evidence, namely gaining knowledge
by means of direct and indirect observation or experience.

1. Questionnaire design

The questionnaire is structured according to such domains and
maturity levels of the respective customer as Existing
certifications, IT security Organisation (IT security and risk
management), Awareness for information security, Use of external
service providers and contract management, Protection of IT
systems, Network protection, Detection of attacks, Data
management and storage, Access and access protection, and
Physical security.

Each domain and maturity level have characteristics that
are classified according to valuation factors. Statements are
categorized to assess customer's situation and track common areas
across all maturity levels. Components are groups of similar
statements to facilitate or comprehensively organize the handling
of assessment. Based on a total of 38 questions (according to
[5-11]), the questionnaire could be filled in with the findings from
the risk dialogue by the risk engineer. This questionnaire is
assessed by the Cyber Risk Engineer. This assessment provides
the insurer, and risk engineer, with a repeatable, reproducible and
measurable process to inform underwriters of client's risks and to
assist in verifying insurability of cyber security. Cybersecurity
maturity level includes domains, valuation factors, components
and individual implementations of measures across four levels
of responsiveness to identify specific controls and practices.
Each maturity level contains a descriptive characteristic or
a characteristic. Each of the questions contains four different
answer options, which correspond to the respective risk situation
of customer. Risk Engineer determines which category client's
current practices best suit. All statements in each domain and in all
included levels must be answered and classified qualitatively to
achieve a best possible maturity of this domain. Risk Engineer can
determine a maturity level of customer in each area, but
assessment is not intended to determine a general maturity level
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of cyber security only based on these 38 questions in an equally
weighted form. On the one hand, domains which do not apply to
the respective customer must be excluded, for example if
outsourcing is not carried out. Questions or domains that are not
applicable to the respective customer have no influence on the
determination of specific insurance capability.

In principle, an equivalent quantification of rating can be
made from 38 questions. Questionnaire is logically staggered so
that a rating can be made based on the respective maturity of
answers (between 1 = weak maturity and 4 = strong maturity).
This can be calculated using the arithmetic mean formula:

mn

1 Tyt + -+,
IEE

= " )

If the minimum rating value (> 2.00) is reached, the company
is generally insurable.

However, Risk Engineers have incorporated an exception to
this fundamental weighting in the risk assessment, since there are
11 show stopper topics as shown in Table 1 within the questions
or domains, which must be considered separately.

Inherent risk profile and company’s maturity may change over
time as threats, vulnerabilities and operating environments change.
However, fundamental domains and maturity’s levels are a
prerequisite for company's cybersecurity, categorized as a show
stopper.

Zarithm =

2. Show stopper description

The present part of the paper clarifies the choice of 11
questions classified as show stoppers and requirements to their
minimum degree of maturity per area:

Does a security organization with defined roles
and responsibilities exist?

Table 1. Showstopper

. Minimum rating
Showstopper / Questions value
Does a security organization with defined roles and 2
responsibilities exist?
Do employees succeed in raising awareness and training 3
on information security and cyber-security?
Are there any specifications for the secure basic 2
configuration (hardening) of IT systems?
Is malware protection implemented in your company? 2
Are there any procedures for patch and vulnerability 3
management?
Avre backups regularly performed and tested? 3
How are external accesses secured? 3
Are data transfers over unsecured networks protected? 2
Does the processing of information in the public cloud
take place according to the requirements of your own 2
information security?
Have password quality requirements been implemented? 2
Have physical security zones been defined? 2

Since customer must take a holistic approach to cyber
security, identification of basic roles within a security organization
is important.

The entrepreneur is therefore responsible for the organization
of IT security in his/her company, but s/he cannot manage the task
alone: the development of an IT security organization is necessary
[4]. Depending on the company’s size, there are distinctive
characteristics to be considered. In a small company between 10 to
20 employees, it is difficult to create jobs that deal exclusively
with the topic of IT security. Medium-sized companies may have
financial means and the need for one or two full-time IT security
jobs. International corporations cannot do without an extensive IT
security organization.

In general, IT security must be exemplified. Management
must make decisions, set precise targets and of course, set a good
example for implementation. In addition, IT security must be
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carried to all company’s areas, and it must be made clear that
every employee is part of the IT security organization. An IT
security officer should be appointed, even if not required by law.
This can be an own employee or an external service provider. For
core tasks, suitable employees must be appointed and equipped
with sufficient skills. This is the only way to enforce the
guidelines. Responsible employee must be given a necessary
freedom to perform his/her duties adequately. Separation of
functions is essential. For example, IT administrator may not be
responsible for creating IT security policies at the same time [6].
All employees and executives (including management) must be
regularly informed of the importance of compliance with the
guidelines (e.g. SOX 2002, COSO 1992). This can be done
through training, but better through advanced training or even
small IT security competitions.

Do employees succeed in raising awareness
and training on information security
and cyber-security?

Human beings continue to be the greatest vulnerability in IT
and non-digital information security. Whether out of good faith,
ignorance or bad faith - confidential company data quickly falls
into the wrong hands or the network is infected [14]. For example,
phishing mails are a widespread form of social engineering,
detection of the fake website, USB sticks left lying on the
company’s car park or in publicly accessible areas of the company
[4], documents such as alleged salary list of the Executive Board
or candidates for an upcoming wave of redundancies. There are
many technical measures, but ultimately the user remains the
weakest link in the chain.

Probably every user has already found such an email in her
inbox. They can be used to pretend that you have completed a
transaction on eBay, Amazon or PayPal with errors. You should
correct this by visiting the site. If users follow this call, they will
come across a website that looks very similar to the original.
There they are asked to enter passwords or TANSs. If now actually
functioning Account-data is revealed, the theft starts on the real
account.

Detection of the fake website is usually easy, indications are,
for example, security certificates expired, faulty or not available at
all. URL or domain of the website seem strange, like amazon. tv.
There are spelling mistakes in the e-mail and on the website. Also,
not to be despised are USB sticks that seem to have been left lying
on the company car park or in publicly accessible areas of the
company. If the curious finder connects such a stick to the
computer, she will catch a sophisticated Malware or Ransomware
and possibly infect a large part of the company network. Finally,
tempting are the documents contained therein, such as the alleged
salary list of the Executive Board or the candidates for an
upcoming wave of redundancies. It is assumed that the state-
contracted malware Stuxnet also entered the Iranian atomic plant
Natanz via USB stick.

However, no matter how an attack takes place or how you
assess the threat situation: it is important that companies take
themselves out of liability as far as possible and if they have
established a comprehensive training and awareness-raising
program, claims for damages can be passed on directly to the
perpetrator. Incidentally, this is also the only sensible method of
protecting oneself against any form of social engineering. There
are many technical measures to filter e-mails or control accessed
websites, but ultimately the user remains the weakest link in the
chain. It is therefore important that companies achieve the
required maturity level in risk assessment.

Are there any specifications for the secure basic
configuration (hardening) of IT systems?

All measures taken in individual cases can only be effective to
a fraction of their effectiveness as long as systems or system
components, on which they are based, and respective application
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to be secured are not sufficiently robust and built on a system
environment that is secured in principle [2, 8]. For example,
it is not sufficient to protect a database against unauthorized
access if the operating system allows "anonymous" access at any
time. Customers need to know and secure concrete operating
system architectures as well as the general system and basic
services they use.

Is malware protection implemented in your
company?

As malicious code is one of the most important tools used by
attackers [12], customer must take appropriate countermeasures
and reach the minimum maturity level.

Because malicious code is one of the most important tools
used by attackers, the customer must take appropriate
countermeasures and reach the minimum maturity level. Every
company should put together appropriate preventive measures
against malware and regulate how it should be handled in the
event of a malware infection. In addition to the classic computer
viruses, malware also includes Trojan horses, computer worms
and malicious software causing Ransomware. A security concept
against malware should be developed as a basis for preventing the
intrusion of malware into IT systems. Aware of the residual risk,
measures must be taken to prevent the intrusion of malicious
programs. If a preventive defense is not successful, the intrusion
of malware should be detected as early as possible. The consistent
application of the measures and constant updating of the technical
methods used are essential.

Are there any procedures for patch
and vulnerability management?

Since vulnerable software is a risk, a controlled process for
patch management must be in place at customer's premises. Patch
management is the process that evaluates, controls and installs
software updates during operations. This ensures the functionality
of used software components, eliminates security gaps and thus
increases the stability of the production environment.
Use of outdated software and resulting adverse effects on system
security can have a negative impact on interruption of business-
critical infrastructures, data theft and data integrity, etc.
In addition to hardware and software specifications, these include
dependencies among each other. By means of a patch management
process, company ensures the best possible security process and
reduces risk.

Are backups regularly performed and tested?

Regular data backups must be performed to avoid data loss.
In most computer systems, these can be largely automated. Rules
must be set to determine which data is backed up by whom and
when. All users should be informed about the rules for data
backup to be able to point out any shortcomings (e. g. too little
time interval for their needs) or to be able to make individual
additions (e. g. mirroring important data on their own disk).
Confidential data should be encrypted before the backup to ensure
decryption even after a longer period.

How are external accesses secured?

Remote maintenance of IT systems involves security risks.
In case of remote maintenance, a distinction must be made
between internal and external maintenance personnel accessing
the IT systems [1].

Are data transfers over unsecured networks
protected?

In the age of digitalization, data are constantly in motion.
They are transferred from one point to the next via different
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devices. End-to-end encryption is an effective protection measure
for communication via e-mail.

Does the processing of information in the public
cloud take place according to the requirements
of your own information security?

Various alternatives for cloud computing must be developed
on a broad scale and subjected to a security analysis adapted to
customer’s organization. Distinguishing features of the
alternatives include, among other things, localities of the data
centers, options for restricting the public cloud to specific regions,
control options for the data flow and service levels offered [3, 7].
Contracts and service level agreements (SLAs) describe a
complete and controllable service to guarantee quality and
information security in the public cloud. It is also important to
have own audit rights, key figures, migration and above all the
regulations for terminating the contractual relationship.

Have password quality requirements been
implemented?

Insecure passwords can be found quickly by crackers via
simply trying them out (e. g. brute force attack, dictionary attack).
The risk of becoming a victim of such an attack can be
significantly reduced by users’ changing their passwords on a
regular basis, paying attention to the security of passwords [6, 9,
10, 11, 13]. A formal management process for the authentication
information is required [7].

Have physical security zones been defined?

The Physical Security monitoring area deals with all aspects of
secure organizational environment. The monitoring area is divided
into two fields, namely Securing Areas, such as Entrance Areas
and Rooms, and Securing the Equipment from Theft, Misuse, etc.
Entrance controls ensure access to sensitive organizational areas.
Technically based solutions are available in the form of terminals
up to contactless detection. Earthquakes, tsunami, war or a fire can
also have devastating effects. As a result, data and data media
should be stored securely, the data center should be securely
equipped, and all backup media should be stored at different (but
also secured) location [1]. Equally important are various cable
connections (power, fiber optic and copper cables for data
transmission). The equipment required in a data center, such as air
conditioning, emergency generators, UPS, ventilation, water
supply, sewage, fire alarm system (incl. smoke detector, fire
extinguisher and sprinkler system) and telecommunications must
be checked and maintained [4]. Depending on the need for
security, replacement systems should also be available. The most
important protection against unauthorized persons is the
sensitization of employees. To achieve the best level in the
maturity model, the lifecycle model (Plan-Do-Check-Act) requires
ongoing monitoring and maintenance. Insurability can already be
reached (minimum 2) beforehand.

3. Remarks and conclusion

Instrument (questionnaire with 11 questions) has been
designed. Depending on the customer's needs and wishes, Risk
Engineer can formulate improvements for each domain or across
domains. A gap analysis can be created between the current and
the target maturity level. Customer can initiate improvements
based on the identified gaps. Any organizational or technical
weakness can necessitate many strategies and processes that have
an enterprise-wide impact. For example, risk engineers’ feedback
on individual domains that do not reach yet a required maturity
can provide insight into new policies, processes, procedures and
controls to improve risk management about a risk or the
customer's overall cyber-security readiness.
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Further work will focus on the one hand on the development
potential of loss probabilities in selected industries. This includes
possible data mining strategies on collected data breach
information’s. On the other hand, future cyber insurance products
will also have to focus more on the effects of the GDPR. For this
reason, data privacy and information security requirements will
also be addressed in the further work and the challenges will be
worked out, as well as additional and necessary showstopper
questions will be developed.
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MULTICRITERION ANALYSIS AND CHOOSING OF THE OPTIMAL
ROUTING IN AD-HOC NETWORKS
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Abstract. The paper discusses the practical aspects of application of multicriterion approach to solving the problem of an optimal routing for wireless self-
organizing networks. As the initial metrics analyzed convergence time, memory overhead, control overhead, time complexity and communication

complexity.

Keywords. ad-hoc network, routing protocols, optimization.

ANALIZA WIELOKRYTERIALNA I WYBOR OPTYMALNEJ TRASY ROUTINGU
W SIECIACH AD-HOC

Streszczenie. W artykule omowiono praktyczne aspekty zastosowania podejscia wielokryterialnego do rozwigzania problemu optymalnego trasowania dla
bezprzewodowych samoorganizujqcych sig sieci. Jako poczgtkowe metryki analizowano czas zbieznosci, narzut pamieci, narzut sterowania, ztozonosc

czasu i ztozonos¢ komunikacji.

Stowa kluczowe: sieci ad-hoc, protokoly routing, optymalizacja
Introduction

Ad-hoc network is a network of self-sustaining, without using
a single access point [4]. When creating such networks do not
develop any map location of their deployment and previous plans
because they are usually small and have limited long enough for
the transfer of shared data in the event of such need. Also standard
is not limited to the number of devices that may be included in an
independent basic service area. Ad-hoc structure is suitable for the
rapid deployment of networks. This mode requires minimal
equipment: each station must be equipped with a wireless adapter.
With this configuration, no need to create network infrastructure.
The main disadvantages of ad-hoc mode are limited to the range
of the network, limitations imposed on the power devices and the
problem of routing with substantial mobility of nodes.

The routing protocols can be classified into three groups:
global/proactive, on-demand, reactive and hybrid [1, 5, 7].
In proactive routing protocols the routes to all the destination
(or parts of the network) are determined at the start up,
and maintained by using a periodic route update process.
In reactive protocols routes are determined, when they are
required by the source using a route discovery process. Hybrid
routing protocols combine the basic properties of the first two
classes of protocols into one. That is they are both reactive and
proactive in nature.

The large number of routing protocols specific to these
networks is an urgent task of choosing the of optimal protocols
with using the set of objective quality indicators. They are
determined by basic metrics such as convergence time, memory
overhead, control overhead, time complexity and communication
complexity. The important task also is a choice of the optimal
routes in network with using the set of objective quality indicators
[2, 3].

It determines the necessity of the use for this purpose methods
of multicriterion optimization. Thus, actual are researches
of features of application of methods of multicriterion
optimization at the decision of tasks of routing in ad-hoc
networks.  Therefore in this work for solution these tasks
it is proposed to use the methods of multicriterion optimization
in ad-hoc networks.

In addition, due to the increase in computing capabilities of
devices used in Mesh networks, it is possible to implement
individual smart protocols and routing methods in self-organizing
networks. Firstly, most of advantages multicriteria optimization
methods are already used in MANET, but earlier there was
increased use of resources of the mesh, due to use compromise
complex [6].

1. Choosing of the optimal variants system
by multicriteria optimization methods

Let's consider the basic features of a choice of optimum
variants of the routing systems with use of methods of
multicriterion optimization. Suppose that the system is
characterized by a set of objective quality indicators

K(9) = (ky (). ko (9. ki (9)) @

They determines the influence of the structure s and the
parameters vector B of the variant of the system ¢ = (5,6) upon
the system quality indicators. Each variant of the system ¢ is
mapped from a set of permissible variants @ into the criteria

space of estimates V € R™:
V=K(@y)={VeR"|V=k(®), 0P} @

In this case to each approach ¢ corresponds its particular

estimate of the selected quality indicators (1) and, vice versa, to
each estimate corresponds an approach. When one can only attain
the consistent optimum of introduced objective functions — the
optimum according to the Pareto criteria, which implies that each
of the indicators can be further improved singly by lowering the
remaining quality indicators of the system.

To the Pareto optimum in the criteria space corresponds a set
of Pareto-optimal estimates that satisfy the following expression
[5, 6]:

P(V)=optV ={k(¢") eR" | Vk(#) eV : k(#)2k(#")}. ()

An optimum based on the Pareto criteria can be found either
directly according to (2) by the exhaustive search of all
permissible variants of the system @ or with the use of special

procedures such as the weighting method, methods of operating
characteristics. In these methods the decision of the task of
multicriterion optimization is taken to some great number of tasks
of scalar optimization.

Found of the Pareto-optimal routing protocols and optimal
subset routes at the ad-hoc networks has important properties. In
choosing the Pareto-optimal variant are eliminated by far the
worst routing protocols options for an unconditional preference
criterion. Moreover, Pareto-optimal variant of the routing
corresponding to the agreed quality indicators introduced optimum
(private functions). It means that the extreme value is reached for
each of the quality metrics, which may be achieved without
deterioration in the quality values of other parameters.
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Pareto-optimal routing protocols options, not comparable with
each other and therefore are equivalent in terms of the Pareto
criterion. Therefore, each of them may be used in solving special
problems of routing based on a minimum power input devices, a
minimum of overhead information or complexity of the algorithm
that will uniformly load the link corresponding to the traffic types
of the required quality of service. If there is the need for a single
selection routing, this may be applied different methods of
narrowing down to a single subset of Pareto options. This methods
base on the value functions, the lexicographical approach, theory
of fuzzy sets and other [2, 3]. In this methods the additional
information is used from the experience experts.

The process of choosing optimal variants of routing includes
such stages: setting the initial set of the system variants; separation
of the permissible set of variants with regard of limitations on the
network structure and parameters, limitation on the value of the
quality indicators; choice of the subset of Pareto-optimal variants;
choice of a single variant. The choosing of optimal design
solutions by multicriterion  optimization methods was
implemented in a software package, based on Java.

It is not difficult to see that they correspond to the agreed
optimum Pareto quality indicators (the minimum possible values
of one quality indicator at a given fixed values of another
indicator). This boundary is also a chart of the exchange of quality
indicators, which shows how the potentially achievable value of
one of the quality indicators depends on the value of another
indicator.

The resulting subset of Pareto-optimal route variants can be
used to organize multi-path routing and to select the optimal
routes for transmitting the appropriate traffic with the required
quality of service.

This raises the question: does it make sense to make a choice
based on the unconditional criterion of preference (Pareto
criterion), when further to choose a single route when faced to
introduce conditional preference criterion. In justification of
expediency of introduction of a stage of Pareto-optimal variants
finding it is necessary to note:

e the use of the unconditional criterion of preference (UCP)
makes it possible to find all Pareto-optimal routes, while
discarding all certainly the worst route options,

e the use of UCP makes it possible to find the best possible
values of each of the indicators of quality and the relationship
between them,

e even if when choosing a single route option you have to enter
a conditional preference criterion, it is better to enter all sorts
of skills at a later stage of selection.

Methodology of choosing of the optimal of the routing
protocols and optimal routes by multicriterion optimization
methods was used for the decision of the different tasks of the
designing in the area telecommunications taking into account
totality of quality indicators. It is tasks of choice of optimal speech
codecs and optimal types of modulation in the telecommunications
systems, optimal structure and parameters of radio networks and
transport networks and also radiotechnologies in mobile
communication networks.

2. Consider given methods in routing process

Practical features of the solution of the specified multicriterion
routing problem are considered using the example of a fragment of
the communication network (Fig. 1).

The model of the network under investigation consists of
twelve nodes linked by lossy communication [3]. We will consider
the following quality on line:

e packet delay time,

o the level of packet of service indicators, which characterize
each communication loss,

e cost of using the communication line.
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We will assume that the packet delay time is determined mainly
by the length of the communication lines. The level of packet loss
depends on the loss model introduced in each line. The cost of
using the line depends on the delay time on the line, the amount of
loss and intensity of use. The research was conducted in the
Network Simulator software package.

O, ©

Fig. 1. The example of a fragment of the communication network

For description of investigated network and choice of optimal
variant of routing the mathematical model was used in a kind

{X,F} >x" [7]. Here X ={x} — set of routes on the network
graph G=(V,E); F(x) — objective function of choice of the

routes; x — optimal variant of the routing.

In case of the multicriteria approach to the choosing of the
optimal routes on the set X it is given the vector of the objective
function:

F(X) = (RX),...F;(X),...F,(x) 4)

Components of this function determine the values of quality
routes indicators. The variant of the route x X is Pareto-
optimal route if another route xeX doesn’t exist, order to
perform inequality Fj(x*)SFj(i),j =1,...,m, where at least one of
the inequalities is strict [4]. When selecting a subset of the Pareto-
optimal routes there was dropped a certainly worst variant in terms
of the absolute criteria of preference. Pareto-optimal alternatives
of the routes are equivalent to the Pareto criteria and could be used
for organizing multipath routing in the multi-service
telecommunication networks.

Network analysis shows that for each destination node
there are many options to choose the route directly. These
variants are presented in the criteria space of the two quality
indicators — k, (delay time of packets transmission) and k,
(the level of packets loss) (Fig. 2). Subset of the Pareto-optimal
alternatives routes corresponds to the left lower border which
includes three variants; they are marked (A).

4 -
3,5 A °
3 1 [ BN J
2,5 4

g 2
1,5 - o L4
1 - A °
0,5 4
O T T T 1

k1

Fig. 2. Presenting of the variants of the routes in the criterial space of the two quality
indicators
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The resulting Pareto-optimal alternative routes can be used for
organizing multipath routing in ad-hoc networks when using
MPLS technology. It will allow to provide a load balancing and a
traffic management and to provide given quality-of-service taking
into account the set of the quality indicators.

Various methods based on attraction of some additional
subjective information in the form of experts’ judgments can be
used for narrowing the Pareto set to the unique design solution.
Theoretical and practical aspects of choosing the preferable
version of routing protocols taking into account the totality of
quality indices and experts’ judgments based on hierarchical
analysis method are considered. Scientific novelty of work
consists in the application of hierarchy analysis method for
comparative analysis and selection of a preferred version of
routing protocols taking into account a set of indicators of quality
and judgments of experts [3].

The hierarchical analysis method consists in decomposition of
the problem of choosing a single project variant of a certain
system for several levels and obtaining expert judgments on pair
comparisons of various elements of the choice problem. As a
result of processing the obtained numerical data according to a
certain mathematical procedure receive components of the global
priority vector that characterize the priority of choosing the
versions of the projected system and determine the choice of the
preferred design variant of the system.

The principle of comparative judgments of experts in the
hierarchical analysis method is that the objects of the choice
problem are compared by experts in pairs in importance, in
particular, the system variants and quality indicators are
compared. Estimates of paired comparisons of elements are found
using subjective judgments of experts on the scale of relative
importance of the elements. The results of paired comparisons are
reduced to the matrix form. Next, the matrices of paired
comparisons of different elements of the hierarchy are processed.
From the mathematical point of view, this processing task is
reduced to the calculation of the main eigenvector of the matrix of
paired comparisons, which after normalization becomes the
priority vector of the elements at the corresponding hierarchy
level.

Matrixes of pair comparisons of system variants are found
separately in relation to each indicator of system quality. On the
basis of these matrices, the components of the corresponding main
eigenvectors and priority vectors are calculated with respect to the
quality indicators. Using this data, the values of the components of
the global priority vector are calculated. The preferred version of
the system is selected for the maximum value of the global
priority vector components.

An example of choosing the preferred routing protocol from
the set of existing variants of routing protocols taking into account
three quality indicators is considered. Matrixes of pair
comparisons of routing protocol variants are found separately in
relation to each indicator of quality. On the basis of these
matrices, the components of the corresponding main eigenvectors
and priority vectors are calculated with respect to the quality
indicators. Using this data, the values of the components of the
global priority vector are calculated. The preferred version of the
routing protocol is selected for the maximum value of the global
priority vector components.

The comparison of the routing options routing according to the
known OSPF Protocol. In the existing algorithm OSPF dynamic
routing Protocol status (quality route) is defined by three
characteristics: latency, throughput and reliability. However, only
one of the quality metrics is selected and used for routing.

We illustrate the proposed multi-criteria approach to route
selection and the approach to route selection based on the OSPF
Protocol.
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When using the multi-criteria approach, the set of Pareto-
optimal routes, which is used in the organization of multi-path
routing, the load lines are more uniform, there are no large
overloads on individual communication lines, unlike OSPF
routing. As a result, there is a gain of a multicriteria approach
when taking into account the losses of packets and the cost of
using communication lines with respect to the OSPF Protocol.
Although OSPF will win in terms of a time delay, as he had
chosen the path of only one indicator of quality.

The use of a variety of Pareto-optimal route options creates a
more uniform load of lines, in addition, each route takes into
account all the quality indicators and is the agreed optimum.
Figure 3 shows that the multi-criteria approach takes into account
and optimizes (minimizes) all quality indicators equally in a
compromise (uniform) consideration of the importance of all
quality indicators.

10
B Multipath
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12 3 45 6 7 8 91011121314 1516 17 18 19 20

Fig. 3. The load of the lines using a set of Pareto-optimal routes (multipath routing)
and OSPF routes
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Fig. 4. Comparison of the multicriteria approach with the importance factors
(0.3;0.3;0.4) and the OSPF Protocol for the packet loss on those routes
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Fig. 5. Comparison of the multicriteria approach with the importance factors
(0.3;0.3;0.4) and the OSPF Protocol for the cost of the selected routes
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Fig. 6. Shows a comparison of the multicriteria approach with the importance
coefficients(0.1;0.1;0.8), (0.1;0.8;0.1) and OSPF Protocol on the cost of selected
routes and packet loss on these routes

With the introduction of conditional preference criterion, that
is, the allocation of a more important quality indicator, relative to
other possible from the set of Pareto- optimality routes to select a
single option. When allocating from the point of view of the
importance of a quality indicator, reflecting the cost of use of
communication lines, are the routes corresponding to the
coefficients of importance (0.1;0.1;0.8). When allocating from the
point of view of the importance of quality score, reflecting the
level of losses of packets are received routes that match the
coefficients of importance (0.1;0.8;0.1).

3. Conclusions

1) Review of the existing routing protocols in ad-hoc networks is
performed.

2) Methodology of choosing of the optimal of the routing
protocols and optimal routes by the multicriteria optimization
methods is obtained.

3) Software package for the multicriterion choice of optimal
design decisions are proposed.
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4) Results of the comparative analysis of the existing routing
protocols based on the proposed methodology are discussed.

5) Practical features of the solution of the multicriteria routing
problem are considered.

6) Pareto-optimal alternative routes can be used for the
organizing multipath routing at the ad-hoc networks.

7) Examples of the problems of choice of the preferred version
for different types of routing protocols are considered.

8) In comparsion with OSPF detected strong efficiency in lines
loading on Pareto-optimal multicriteria routes.
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MODELS AND METHODS OF PROCESSING OF INFORMATION ON LOADS
OF ACOUSTIC SIGNALS IN TECHNICAL DIAGNOSTIC SYSTEMS

Artem Sharko

National Technical University of Kherson, Faculty of Cybernetics and Systems Engineering

Abstract. The paper presents one-dimensional discrete-continuous model of power spectrum estimation of the acoustic emission signal, that allows
filtering the oscillating components of the acoustic emission signals. The mathematical formalism describing the environment was discussed, initiating
the signals of acoustic emission. The problem of spectral analysis and synthesis of acoustic emission signals was solved with the help of Fourier transform.
The dependence of acoustic vibrations spectra on the size of the medium parameters and microstructure has been discussed, as well.

Keywords: acoustic wave modeling, discretization

MODELE | METODY PRZETWARZANIA INFORMACJI DLA SYGNALOW AKUSTYCZNYCH
W SYSTEMACH DIAGNOSTYKI TECHNICZNEJ

Streszczenie. W artykule przedstawiony jednowymiarowy, dyskretno-ciggly model wyznaczania energii widma sygnatu akustycznego, ktory pozwala
na filtrowanie jego sktadowych widmowych. Rozwigzano formalizm matematyczny opisujgcy Srodowisko, inicjujgcy emisje sygnatéw akustycznych,
W ktérym problem analizy widmowej i syntezy emisji sygnalow akustycznych zostal rozwigzany z pomocq transformaty Fouriera. Przedyskutowano takze

wplyw widma wibracji akustycznych na wielkos¢ parametrow osrodka i jego mikrostrukture.

Stowa kluczowe: modelowanie fali akustycznej, dyskretyzacja
Introduction

The method of acoustic emission (AE) allows to conduct
researches of kinetics by volume structural alteration on the
different stages of materials deformation in real time. Physical
nature of acoustic origin emission in materials is related to the
processes of deformation and destruction [4, 5, 13, 17]. Models of
the data processing in the system of determining defects by AE
methods are based on the concepts of continuum environment and
the continuum theory of dislocations, where the acoustic emission
signal is indicative for a number of processes of the defect
structure [2, 3, 12]. These processes are related to the movement
of the dislocation the transition from elastic to plastic
deformations, the extension of the dislocation loops and the
annihilation of the separate sections of the structure [11, 15, 16].

The relevance of studying the energy spectrum of acoustic
emission (AE) signals of nanoscale objects is explained by
the importance of solving questions concerning the characteristics
of propagation of acoustic oscillations preceding the destruction
of materials. To solve the problems of analysis and synthesis
of materials with the given properties, a well-developed hierarchy
of mathematical models is needed.

The generalized continua of the mechanics of a deformed solid
are based on the concepts of the representative volume of the
medium and the inclusion of rotational degrees of freedom.
Models are constructed as deductive, so that their results act
as consequences of axioms or postulates of a single system
of assumptions. This provides the possibility of a consistent
classification of theories according to the selected characteristics.

Mathematical models of data processing in system of
definition of imperfections by AE methodare based on the discrete
representations and the models of a continuous medium and the
continual theory of the acoustic wave distribution where AE signal
characterizes the variety of processes of defective structure of
materials development.

Violation of the internal structure of materials initiates the
occurrence of AE signals and their further propagation in an
elastic medium. Dislocations are transformed into a far field,
which propagates in the form of a wave packet independently at
the speed of elastic waves in the absence of a stress source.

The main tasks of the paper are: development of the
mathematical models of explaining mechanism of emission
accumulation on the basis of the developing defects energy
concepts; obtainment of the analytical expressions of interrelation
of fracture parameters with the characteristics of AE signals
through the functions of the applied tension.

1. Formalization of the problem

Theoretical explanation of the change in the structure of
nanoscale objects develops in two ways: use of discrete models
and continual ones. A characteristic feature of the energy spectrum
of AE signal is the dual mechanism for the formation of AE
signals: the discrete nature of structural changes and the
continuous propagation of acoustic waves. All this makes it urgent
to develop mathematical models of media with a microstructure.

In the model of a continuous medium in the form of a linear
chain, the atoms interact by means of paired central forces
connecting atoms and directed along a straight line connecting the
centers of atoms. The instantaneous model of a continuous
medium is based on the fact that the interaction between atoms
remains paired, but it is realized through forces and moments. In
the structural model of a continuous medium, its motion in space
is described not by the coordinates and velocities of individual
particles, but by the scalar density field and the vector field of
velocities.

Behavior of this cell under load is characterized by interaction
with the environment and is described by kinematic variables.
Such models include, as information parameters of the structure,
the dimensions and shape of the particles, on which the modulus
of elasticity depends.

2. Results and discussion

One of the most important elements of this apparatus
of mathematical physics is the concept of a quasi-continuum,
which allows one to consider discrete and continuous models
within the framework of a single formalism.

By a quasi-continuum we mean a one-dimensional x-space
and a class of admissible functions defined on it (Fig. 1).

It will assume that a = const, independent of n. The value
of the function at the nodes is denoted by u(n). At points x = na,
the function u(x) takes on the values u(na) which are the shifts
of the oscillating point [9].

y(x)

Fig. 1. One-dimensional quasicontinuum
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The elementary one-dimensional model of a discrete non-local
microstructure can be presented in the form of an unlimited linear
chain of the pointwise masses connected with elastic connections
¥ (Fig. 2).

(2)
w(1)

Fig. 2. Model of the discrete simple homogeneous structure: o — cooperating atoms
of the basic chain; @ — the nearest neighbours

The potential energy of such a chain is a functional from a
field of displacement u(n), causing elastic oscillations in the
environment of [10].

1
O=0,+ Y O(Nu(n)+= > d(n,nH)u(nu(n'
0 Z (Mu(n) 22 (n,m)u(nu(n’) +
' ()
+l Zd)(n n',n"umunu(n') +...
3I n,n',n" ’ ’

The difference of kinetic energy T and a potential energy @
defines Lagrange function L. If medium particles are effected by

exterior forces q(n,t) Lagrange function in harmonious approach
expresses law of energy conservation and takes a form

L :gguz(n,t)—%nzm;cb(n,n‘)U(n,t)U(n',t)+ o
+Zq(n,t)u(n,t)

Model parameters @(n), @(n, n'), &(n, n', n") are force
constants. The force constants, defining the properties of such
discrete model, are parameters of elastic connections between the
particles.

The representation of function of one argument &(n) defines
the elastic connections in a homogeneous linear chain.

@(n) =D(-n) (3)

If @(n) is distinct from zero for n> N each particle can
cooperate with N-neighbours on the right and with N-neighbours
on the left.

Taking into account Lagrange function the equation of an
particles oscillated motion a linear chain will be the following

mai(n,t) + > d(n,m)u(n',t) = g(n,t) Q)

In the real mechanical systems long-range action is always
limited by medium damping.
@(n) =—¥(n) n=0 (5)
Taking this fact into account for the two particles n and »n’
value of a potential energy @ equals

® :%Zcp(n, nu(n)u(n’) ©)

The Kkinetic energy of such pointwise masses chain for
displacement u(n,t), which depends on time equals

T :%Zuz(n,t) ™

The elementary model of a complicated medium can be
presented as a linear chain divided into elementary cells, each of
which consists of two masses connected by elastic connections
(Fig. 3).

! [

! 1
——O0—+—@& 0 —@

! !

Fig. 3. Model of the discrete complicated structure
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In this case the equation of the particles of n-th cell movement
will be the following
més(n, )+ Y o0, j e, i)=fmj) @
n'j'
where n — cell number, m; (j=1,2) — a mass of particles in a cell,
f(n, j) — exterior force, w(n, j) — displacement of j-th particle in
n-th cell.

The wave of constant intensity can be the source of energy,
which is lost at sudden decrease of rigidity. The wave concluded
in an elastic forerunner leave from the front of destruction.

At metal straining the distance between the atoms under the
influence of exterior forces varies, lines and the planes passing
through atoms bent and at the expense of these facts the crystalline
lattice is distorted. Elimination of the exterior forces between
atoms again takes place in a crystalline lattice, and the material
completely fills the volume it occupies.

Dislocations happen in places where the energy of activation,
which is necessary for their formation, is reduced owing to the
concentration of tension.

The energy demanded for the formation of the dislocation of
one interatomic distance equals the energy, which is necessary for
the formation of one vacant place in a lattice. In lack of other
dislocations or imperfections it will move.

The transition from a discrete model to a continuum is done by
extra-polarization of the functions given at discrete points by
continuous fields of shifts and micro-turns. Depending on the
number of expansion terms, we can consider different
approximations of the discrete model of the structure of the
medium and build a hierarchy of continual models.

The presence of internal connections between translational and
rotational properties of a continuous medium is manifested in their
connection with oscillatory properties.

In the mechanics of a continuous medium, the figure, which
limits the region of structural changes during the initial stage of
crack formation, has rotational symmetry if it passes into itself
with all rotations. An analogue of such models is Cosserat
model (Fig. 4).

Fig. 4. Cosserat model

For this, in the model of a continuous medium that initiates the
occurrence of AE signals (Fig. 5), it is necessary to introduce
variables: relative displacement of particles inside the cell (9) and
displacement of the cell center of mass (10) .

m,&w(n,l) +m, & w(n,2
77(”): 151 ( ) | 252 ( ) (9)

u(n)= %[mlw(n,l) +m,w(n,2)] (10)

where m; and m, are the masses of the atoms in the cell, | is the
moment of the cell inertia, & and & are the coordinates of the
particles in the cell with correspondence to the coordinate of the
mass center, m = my +m,, | = m;&2 + myé2.

Fig. 5. Model for initiating acoustic emission signals
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Equation of motion

mii(n)+ > (n—n)p(n’)+ > % (n-n)p(n’) = q(n)
lii(n) + Y0 (n=m)p(n) + X0 (n-n)p(n) = () (12)

Here, the matrix &* (n) (s, s’ = 0, 1) is coordinatewise
expressed in terms of the power constants @ (n, j, j ') of the
precursors of AE signal [8].

The use of information and structural modeling to analyze the
spectrum of AE signals of precursors of occurrence of internal
stresses in a material is based on Fourier transforms of AE signals.

Fourier transform preserves the signal energy. It is meaningful
only for signals of finite duration, the energy of which is finite.
The spectrum of such initial signals rapidly approaches zero.
These provisions are in full accordance with the physical meaning
of the acoustic emission phenomenon.

The graph of the complex numbers argument values is the
phase spectrum, and the modulus graph is the amplitude spectrum.
One of the main properties of Fourier transform is the
independence of the amplitude spectrum from the time shift of the
signal, since when the function moves only its phase spectrum
changes.

Fourier image of a real signal has symmetry: the amplitude
spectrum is always an even function. This allows us to reduce
complex functions and their Fourier-images to simpler ones. The
spectrum of the total time function is equal to the sum of the
spectra of its components. In Fourier transform AE signal is
distributed to a basis of sines and cosines of different frequencies.

When constructing the model of the energy acoustic emission
signals spectrum, the following assumptions are introduced:

e Jocality, i.e. limiting of structural changes in the environment;
e dynamism of processes;

o the signal to the radiation point is a pulsed Poisson process;

o Fourier transform of AE signal has stationary characteristics.

The displacement of elementary masses caused by structural
changes in a one-dimensional chain of particles connected by
elastic bonds ¥ (x) initiates a propagating wave:

u(x,t) = Agiteen (13)

The coefficients of Fourier transform are found by computing
the scalar product of the signal with complex exponentials:

F(w) = Tf (e “dt (14)

where f (t) is the signal, F (w) is Fourier transform.

The shape of the propagating AE signal depends not only on
the displacement time t, but also on the frequency w. Therefore, in
addition to the displacement functions in the time u(t), we should
consider their Fourier-images u (w) related by the relations:

Their Fourier-images u () related by the relation:

u(w) = j u(t)edt (15)

u(t) :% [u(@edo (16)

Fourier transform has a number of drawbacks due to the fact
that the individual features of the signals cause minor changes in
the frequency image and are smoothed over the entire frequency
axis.

Part of the problem of spectral analysis and synthesis of AE
signals can be solved by means of a window Fourier transform:

F(Q,b) = Tf () eo(t —b)e ¥t )

In this case, the operation of multiplying a signal by a window
(t — b), which is a local function moving along the time axis, is
used. Then the transformation becomes time-dependent and the
frequency-time description of the signal is realized.
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3. Fourier-transform experimental data

The results of experimental studies on the establishment
of the interconnection between the appearance of AE signals and
the parameters of the force field for various loading stages
of St3 (Fig. 6, 7).

Identification of structural features of material damage
accumulation from AE data was carried out on the basis
of an analysis of the degree of deformation of samples obtained
from tests on a breakaway machine UM5.

Transformer oil was used as the contact material between the
AE converters and the sample. The measuring unit used
broadband sensors to the AF-15 acoustic and emission instrument.
The information and measuring system used in the experiment
provided the indication, registration and pre-processing of AE
signals with their further storage in the memory of computer for
subsequent post-processing of the received data and their real-time
visualization using the RIGOL DS1052E Digital oscilloscope.
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Fig. 6. Amplitude time distribution of spectral density of AE signals, under various
loads
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Fig. 7. Fourier-transform experimental data

When processing the experimental data, Mathematica 9.0
computer mathematics system and algorithms for working with
numerical data arrays were used: finding the maximum
(minimum) elements of the array, sorting the data of the array by
the characteristic, combining the data, spline interpolation.

The density distribution of AE signals was determined by
calculating the ratio of the number of intersections of the zero
level of AE signal form to the time of its existence. The effect of a
significant decrease in the distribution density of AE signals with
increasing load is detected and quantitatively confirmed.

4. Conclusions

Compression of AE signal in time leads to an expansion of its
spectrum, while shifting of AE signal in time, causes a phase shift
of the spectrum proportional to the frequency. At the same time,
the fundamental condition of translational and rotational
invariance is observed in accordance with transformations of AE
signal.

The presented results of the theoretical and experimental study
of the energy spectrum of acoustic emission (AE) signals in
the models of a continuous medium, the informational parameters
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of which are the operators of elastic energy, showed that the
violation of internal bonds between translational and rotational
properties of the continuous medium model in the form of a
diatomic cell connected by elastic bonds initiates the oscillatory
properties of the precursors of the destruction of materials of
structures that are under load.

In the information and structural model of precursors of the
appearance of acoustic emission signals, the oscillations of
particles in a cell are characterized by the high-frequency
component of AE signal, while the center-of-mass oscillation is
characterized by its low-frequency component. Increasing the size
and structure of the cell allows, in the extreme case, us to move
from a discrete to a continuum model of the medium. The
obtained results make it possible to establish the limits of the use
of discrete representations of changes in the structure of materials
and the continuum model of the propagation of acoustic vibrations
in a medium.
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THE CHANCES OF PRECISION ENHANCE FOR ULTRASONIC IMAGING
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Abstract. The results of ultrasonic imaging with the aid of an algorithm with the virtual rays is presented in this paper. The signal associated with the
virtual rays is calculated as an arithmetical mean value of the signals of the rays surrounding the virtual one. Developed algorithm was tested on synthetic
free noise data then polluted synthetic data in order to move for the real measurements. Conclusions about the imaging with new algorithm are not
obvious. In same cases the significant improvement was achieved but in some not.

Keywords: ultrasound tomography, inverse problems, singular value decomposition

SZANSE NA WZROST DOKEADNOSCI OBRAZOWANIA ULTRADZWIEKOWEGO

Streszczenie. W pracy przedstawiono rezultaty dzialania algorytmu obrazowania ultradzwigkowego z dodatkowymi wirtualnymi promieniami. Sygnal
odpowiadajgcy wirtualnym promieniom jest wyliczany jako Srednia arytmetyczna rzeczywistych sygnatow pomiarowych odpowiadajgcych promieniom
otaczajqcym dany promien wirtualny. Zaproponowany algorytm najpierw przetestowano na danych syntetycznych niezaszumionych, nastgpnie na danych
zaszumionych aby nastegpnie przejs¢ do danych pomiarowych. Wnioski na temat tego czy promienie wirtualne majq szanse podnies¢ jakos¢ obrazowania

nie sq jednoznaczne. W niektorych przypadkach jakosé jest znacznie lepsza a w innych nie.

Stowa kluczowe: tomografia ultradzwigkowa, zagadnienia odwrotne, rozklad wzglgdem wartosci osobliwych

Introduction

In  nonclassical tomography like Electrical Impedance
Tomography (EIT) [3, 7, 15], Capacitance Tomography (CT) [18,
19], Sonic and Ultrasonic or Radio Tomography [8, 13, 14], as
well as Magnetic Tomography and classical tomography [1, 2, 11,
12] always there is a lack of information. In this paper, the
problem of imaging has been brought to the solution of under or
over-determined system of equation. As a rule, when the spatial
resolution is high (for example 64x64 pixels) than such a system
of equation is under-determined for the set of 32 sensors [14].
There are many methods of the solution, but in this work, the
direct solution of system of algebraic equations has been selected
as a simplest and most effective one. Such an algebraic system
demands the specialized method of the solution, because its
condition number is very high [9]. Three different approaches
have been taken into account.

The first approach depends on the solution of the under-
determined system of equations with the aid of FOCUSS
algorithm [4]. On the base of numerical experiments, one can say
[16], that too deep under-determination of the system of equations
has a bad influence on the quality of the solution. One can expect
nice results if the number of unknowns is less than two times
bigger than the number of observations.

The second approach is leading to a square system of
equations by left side multiplication of under-determined system
of equations by transposition of the coefficients matrix. However,
such a multiplication rises the matrix coefficient number with the
power of two. Particularly such a remark concerns the
measurement data. When the coefficient number is very high than
difficulties with the solution are also very high [9].

The clue of the research presented in this paper, is the third
approach. The key point of this approach is such a formulation of
the problem in order to, in natural way, increase the number of
observations. The simplest method is to reduce the number of
pixels (unknowns) in which the density function is sought. Not
always reduction of pixels is acceptable. That is why the authors
suggest introduction of not existing measurements so called the
virtual measurements and associated with them the virtual rays.

All above mentioned cases will be illustrated and discussed in
this paper.

Theoretical basis of developed algorithm interested readers
could find in the monography [6]. Some interesting details are
presented in the paper [16]. It is worth to stress that according to
the simplifying assumptions the reflection rays will not be taken
into account. That means the transmission mode of the sonic
tomography will be used in this paper.

In the third case, the most interesting, from the point of view
of this paper is the question, if the only way of retaining

overdetermination of the system of equations is the reduction of
the pixels number?

Another way (virtual rays) of retaining over-determination of
equations will be tested in this paper. Namely, artificially
increasing the number of observations will be considered. The
number of additional artificial observations strictly depends on the
number of real sonic sensors. But the real sensors could not be
increased without restraints, due to their physical size and the cost.

But some authors apply only two sensors set with the object
placed on the rotating table. In that way the number of projection
angles could be easily increased [10]. Certainly, not always such
an approach is possible.

More projection angles, more rows of coefficient matrix. But
if the number of projection angles would be too high, that could
lead to linearly dependency of the rows, increasing the coefficient
number and also increasing the pseudo-rank deficiency of the
matrix [9].

The main goal of this paper is proposed algorithm testing with
virtual rays on the real data, if the additional, artificial information
are able to improve the quality of the images. As was mentioned
already such an information are called the virtual information, as
the sonic sensor do not exist for them. They are only in our
imagination and the virtual signals are calculated on the base of
the real measurements. The virtual signals are calculated as an
arithmetical mean value of the surrounding ray’s measurement.

Numerical experiment will be carried out in two steps. First,
we will test the developed algorithm for the synthetic noise free
data and next the noised data. The second part of the experiment
will be carried out for real measured data. The measured data for
different configurations, were obtained with the aid of the sonic
tomograph design by NETRIX R&D company [8]. The
reconstructions treated as the reference images were carried out
with the PICUS 3 Sonic Tomograph software [5].

1. Additional, virtual ray between the real sensors
— synthetic data case

One of the possibilities of enhancing the number of
observations is to introduce an additional (virtual) rays between
the real ones. In such a case the signal which belongs to the virtual
ray will be calculated as an average value of the measurements
associated with the rays surrounded the virtual one.

In this part of numerical experiment, the same number of
sensors as for the real measurements was applied. The
measurements were carried out by the NETRIX R&D company
from Lublin [17].

In the Fig. 1 an exemplary real ray (the solid lines) and the
virtual ones (dashed line) are presented. But in Fig. 2 the
distribution of all rays in the region under investigation is shown.
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It is worth to notice that the additional, virtual rays cause that the
density of the rays inside the region is really high.

In order to be as close as possible to the real laboratory
experiment the two closely placed inside objects were selected.
Those objects are separated by 4 or 2 pixels as it is shown in
Fig. 3. Such an example gives us a chance to investigate the
proximity effect.

Fig. 1. Real (solid line) and additional rays (dashed line) in the region with
a circular pixel

Fig. 2. The 32 sensors on the perimetry of the region and the rays between them
for 64 x64 pixels discretization

Fig. 3. Model of the region with an object inside splitted into two parts separated
by gap 2 pixels wide

As a reference image (see Fig. 4) it was selected an image
achieved without of additional-virtual rays with 1% noisy data for
the full fan ray after median filtering.

The number of 32 sensors restrict the number of
measurements which for the full fan ray is 32x31 =992. For the
spatial resolution 64x64 pixels make 4096 unknowns excluding
forbidden pixels visible in the Fig. 3 and Fig. 5 as a blue or black
subarea respectively.

So, the imaging problem is reduced to the solution of a
generalized (underdetermined) algebraic system of equations.
Because the number of observations is less over four times than
the number of unknowns, so the system of equations is deeply
underdetermind.

The authors experience says that the best results could be
achieved when the number of unknowns is not more than two
times bigger than the number of observations. In spite of that, the
solution by the FOCUSS function [4] gives acceptable results as it
is presented in Fig. 4.
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Fig. 4. Image for synthetic data with 1% noise without the virtual ray

Adding the virtual rays, the number of observations rise to
32x(31+30) = 1952, which means two times with respect of the
case without of virtual rays. Reducing the ratio of unknowns to
measurements by adding the virtual rays causes that the imaging
produces much better results as it is shown in Fig. 5. Also, in this
case the system of algebraic equations was solved by FOCUSS
function and filtered by median filter [20].

Fig. 5. Image for noise free synthetic data with virtual rays achieved by FOCUSS
function

Fig. 6. Image for noise free synthetic data with virtual rays achieved by left
multiplication by matrix transposition and SVD decomposition

Comparing the image in the Fig. 4 without of virtual rays with
the image in Fig. 5 with the virtual rays one can justifiably say that
in this particular case much better results was achieved. Such a
conclusion is valid for pollution free data so far.

For the farther comparison, Fig. 6 shows the image which was
achieved by left sided multiplication of a transposed coefficient
matrix a well as the right-hand side vector and an application of
SVD decomposition in order to get the solution. Using the left
multiplication, the underdetermined system of equations became
the square one. However, bed conditioned and what is more, very
often rank deficient, so the solution is only possible by the
decomposition method (SVD) [9].

As before, in a similar way the image was gain for synthetic
noise free data using the full fan ray and filtered with the median
filter. It is visible by comparison of the images in Fig. 5 and
Fig. 6, the results are very similar, and is difficult to say which one
is better.

Before we will pass to the real data measured in the NETRIX
laboratory the algorithm was tested with the synthetic noisy data
using the same object with the same obstacles inside. Results are
presented in the following figures.

In Fig. 7 for the noisy synthetic data (1% of the noise) two
images are presented for the separated object by four and by two
pixels. Such an image maybe not ideal one could be compared
with the image without the virtual rays (Fig. 4). Now for the noisy
data it is not so obvious which algorithm with or without of virtual
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rays is better. One thing is obvious. The virtual rays helped to see
the gap between the separated obstacles. The gap is deliberately
very narrow to see the influence of the proximity effect.

1% noise only two pixels gap

a) 1% noise four pixels gap b)

Fig. 7. Images for the noisy synthetic observations

From the other side the background of the image without of
virtual rays is calmer what is an obvious advantage.

Conclusion: in case of synthetic data virtualization of rays has
some sense. However, their influence on the quality of image,
particularly for the noisy data is a little disappointed.

The more vital will be behaviour of the proposed algorithm for
the real data which will be presented in the next sections of this

paper.

2. Additional, virtual ray between the real sensors
— measured data case

Research of influence of virtual rays on the quality of imaging
using the synthetic noise free data allow for a bit of optimism. It is
not so optimistic as we applied the noisy data. That is why the
next step with real life laboratory data will be investigated. Then,
could be answered the main question if the virtual rays help
improve the quality of the sonic images or do not. The three
following cases will be considered.

The first case: three objects — excitation frequency 48 kHz

The measuring set up for the first case is shown in Fig. 8. The
arrangement consists of three bottles filled out with an air. One of
the bottles is placed in the geometrical centre of the region, where
the sensitivity is the smallest. The frequency of excitation is
48 kHz.

Fig. 8. Setup for ultrasonic measurements with the aid of NETRIX tomograph

Fig. 9. Three objects inside the region filled with water

IAPGOS 3/2018 21

Fig. 10. Reconstruction with the aid of PICUS 3 software [5]

The Phantom of the region is presented in Fig. 9 and the image
reconstruction with the aid of software of the Tomograph
PICUS 3 [5] is shown in Fig. 10. This image would be treated as a
reference image. It is easy to notice that the obstacle in the centre
of the region has the worse representation in the reference picture.

The images obtained with the aid of the algorithm with
additional virtual rays are presented in the following figures.
Images were obtained by three different methods which were
described above, for two different spatial resolution: 32x32 pixels
and 64x64 pixels.

a) SVD A d(400) no
virtual rays

b) SVD A d(300) ¢) SVD A’A d(300)

Fig.11. Imaging of the three objects based on laboratory measurements

For the spatial resolution 32x32 pixels in Fig. 11a without of
virtual rays and Fig. 11b with virtual rays for different number of
singular values were constructed the trial solutions. In Fig. 11c the
solution was achieved by left sided multiplication by the
coefficients matrix transposition (A’A, where A’ means A" in
MATLAB nomenclature [20]).

The differences in the images it is difficult to distinguish.
Similarly, to the reference image, the central obstacle is not
distinctly represented.

b) the fan ray without of
one sensor on both sides
of the transmitter

c) the fan ray without of
two sensors on both sides
of the transmitter

N

a) the whole fan ray

Fig. 12. Influence of the beam width on the imagining

The influence of the wideness of the fun ray on the quality of
the image is presented in Fig. 12. The image for the whole fan ray
is shown in Fig. 12a. For a narrower fan ray without one sensor on
both side of the transmitter is shown in Fig. 12b and slightly
narrower the fan ray without of two sensors on both sides of the
transmitter in Fig. 12c. As one can see from those images the
narrower ray produces slightly better results.

It could be explained by the following fact. The adjacent
sensors have the measurements with the highest relative error due
to their shortest distance between them. If such measurements
would be excluded than the quality of data increase resulting with
nicer images.
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Fig. 13. Images after 2-D median filtering process: a) underdetermined system
of equation by FOCUSS, b) SVD solution for the first 400 singular values,
¢) SVD solution for the first 928 singular values (4°A)

Increasing the spatial resolution do not enhance the quality of
the images, as could be observed in Fig. 13. For the same number
of observations, the number of unknowns become higher, leading
to far worse underdetermination of algebraic system of equations.

The Fig. 13a shows the image obtained by underdetermined
system solution. One can see that something happened in the
second quarter of the region. A slightly better result was achieved
by the solution of the square system of equations for the first 400
singular values and then for 928. As one can see increasing more
than two times the number of singular values does not help much
(consult Fig. 13c).

The only way to enhance the quality of an image is increasing
the number of observations by generating non-existent virtual
rays.

The second case: four objects — excitation frequency 48 kHz

As a second case the four internal objects located as it is
shown in Fig. 14 has been considered. The next Fig. 15 illustrates
the reconstruction results. As before the object placed in the centre
of the region has the weakest representation. This image will be a
reference one in our experiment.

fmmj

17 0 122 [mmj]

Fig. 14. Four objects inside the region filled with water

Fig. 15. Reconstruction with the aid of PICUS 3 software [5]

Reconstruction of the four distributed objects are presented in
Fig. 16. In Fig. 16a and Fig. 16b the spatial resolution was 32x32
pixels but in Fig. 16¢ increased up to 64x64. For 32 sensors the
lower spatial resolution guarantee overdetermination of the system
of algebraic equations. One has got slightly more observations
than the unknowns for such spatial resolution. The forbidden
pixels inside of the square region which lay outside the circular
region are not treated as unknown values. In Fig. 16a image was
reconstructed without of virtual rays but in Fig. 16b with the
virtual rays. It is very hard to judge which one is better.
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The authors would like to believe that the second one, because it
poses more tranquil background. Increasing the spatial resolution
to 64x64 pixels the image deteriorates as it was in previous case
(Fig. 13a). Explanation of this phenomenon remain the same.

a)

Fig. 16. Reconstruction for the four objects: a) without of virtual rays A d (400),
b) with the virtual rays for 32x32 spatial resolution (overdetermined system of
equations SVD — A d (400), c) the same case as in b-case but spatial resolution
increased to 64 x64 driven to underdetermined system of equations solved by
FOCUSS

So again, raises the question if for such a number of sensors
better resolution is justified as it leads for worse imaging results?

In this case the left side multiplication by the transposition of
the coefficient matrix are able to improve a little bit the image but
under condition that the number of singular values for trial
solution would be properly chosen. In Fig. 17 we can observe the
distribution of singular values. At a first glance 500 singular
values seems to be the correct one. But in the range of 400 till 500
singular values the curve goes down rapidly. We have to
remember that the vertical axis is in a logarithmic scale, so within
this range the singular values decreasing significantly. The best
results were achieved not for 500 but for 150 singular values (see
Fig. 18).
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Fig. 17. Singular values distribution

Fig. 18. Image for the four objects and resolution is 64x64 SVD 4’4 d(150)

The background is calm, and it is an easy to detect the trace of
the internal objects, however with a small offset. The problems
with the central object remained.

As a general remark in case of measurements is that one has to
select the trial solution with a reasonable condition number. It is
very hard to define the “reasonable” condition number. It depends
on the case considered. By the numerical experiments the authors
think that it is rather the dozens but definitely not the thousands.
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For the four bottles case the condition number for jump of the
singular values is d(1)/d(496) = 1231.7 (consult the Fig. 17). For
such a number of singular values the trial solution produces a low-
quality image. That is why finally only 150 singular values were
selected what gives the condition number equal only 10.58. The
results are visible in Fig. 18.

Comparing this result with the reference image (Fig. 15) there
is no the central object and also the object placed vertically over
the central one has also a very week representation.

The third case: four objects — excitation frequency 400 kHz

As the last experiment the four a smaller than in previous
cases, bottles filled in air for excitation of 400 kHz was selected.

[mm}

120 0 120  (mm)

Fig. 19. Four objects location inside the region filled with the water

Fig. 20. Reconstruction with the aid of PICUS 3 software [5]

The configuration of internal obstacles is presented in Fig. 19.
In spite of that the smaller object is more difficult to identify the
reference image is very good. Again, the question is if the
proposed algorithm with the virtual rays would be able to produce
reasonable image equally good as the reference one.

This time the images are presented in the highest resolution
64x64 pixels. In the Fig. 21 the upper row is showing the raw
images but the lower row images after median filtering.

b)

Fig. 21. Images for the virtual rays and four objects from the Fig. 19; upper row the
raw images but the lower row images after 2D median filtering a) FOCUSS b) SVD
4’4 —d(100) c) SVD 4’4 —d (300)

IAPGOS 3/2018 23

In the Fig. 21a the image from the solution of under-
determined system of equations is shown but the Fig. 21b and
Fig. 21c presents the images from the SVD solution for different
number of singular values achieved after left side multiplication
by transposition of the coefficient matrix.

It is worth to notice that one of the internal objects in the
reference image is weaker than the rest ones. For our method as it
is seen in Fig. 21, this one is hardly visible at all.

Enlarging the number of singular values does not improve the
image (Fig. 22a). So far only the median filtering was applied. But
if the image was treated by adaptive Wiener filter [20] we can
observe an improvement of the image. Now all four internal
objects are visible (see Fig. 22b).

a)

Fig. 22. Image for the four objects from the Fig. 19: a) SVD 4’4 —d (500),
b) FOCUSS filtered with the aid of the adaptive Wiener method [20]

3. Conclusion

In this paper a new method for sonic imaging with virtual rays
was presented. Algorithm tested on synthetic noise free data
shows significant improvement when the virtual rays were
engaged.

However noised data reveal sensitivity of the new algorithm
on the noisy data. Merely 1% noise was able to distort
significantly the image.

That was not good perspective for the real application of the
algorithm. So, the most important was the behaviour of the
proposed algorithm in the second part of experiment, with the real
data.

The results are not as obvious and not unambiguous as one
could expect. For some experiment, improvement could be visible
but for the other rather not.

That is why, according the authors opinion, this algorithm
based on a very strong simplifying assumptions like for example
not taking into account reflecting signals, has reached the end of
its ability.

The further sonic imaging improvement could be reached due
to relaxing some of the strongest simplifying assumptions.

It will depend on the ability of the measurement, if we would
be able to measure the reflecting signals inside the region. Such an
ability allows to move from the transition mode to the reflecting
mode. Authors believe that it helps to get much more precise
images.
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ELECTRICAL RESISTANCE TOMOGRAPH FOR DISTRIBUTED
MEASUREMENTS FOR FLOOD EMBANKMENT

Tomasz Rymarczyk'?, Pawel Tchérzewski', Przemystaw Adamkiewicz', Jan Sikora®

'Research and Development Center, Netrix S.A., Lublin, 2University of Economics and Innovation in Lublin

Abstract. In this paper the terrain electrical resistance tomograph was presented. Its aim is to verify the repeatability of test results by eliminating
laboratory equipment, and to validate the use of simple and cheap electronics to the structure of the ERT. Electrical resistance tomography, which is based

on measuring potential difference, can be used to calculate conductivity

Keywords: electrical resistance tomography; sensors; measurements

ELEKTRYCZNY TOMOGRAF REZYSTANCYJNY DO POMIAROW ROZPROSZONYCH
DLA WALOW PRZECIWPOWODZIOWYCH
Streszczenie. W niniejszym artykule przedstawiono konstrukcje tomografu rezystancyjnego. Jego celem jest weryfikacja powtarzalnosci wynikéw badan

poprzez wyeliminowanie sprzetu laboratoryjnego oraz potwierdzenie zastosowania prostej i taniej elektroniki do struktury ERT. Do obliczenia
przewodnictwa mozna wykorzystaé elektryczng tomografie rezystancyjng, ktora opiera si¢ na pomiarze réznicy potencjatow

Stowa kluczowe: tomografia rezystancyjna, sensory, pomiary
Introduction

Electrical tomography (ET) is known that the inverse problem
is nonlinear and highly ill-posed [5,10-12]. Electrical Resistance
tomography (ERT) is a geophysical technique in which DC
electrical current is injected into the ground between one pair of
electrodes and the voltage is measured between another pair. ERT
involves placing electrodes on the examined object. In this work,
there was created a device after achieving good research results of
measurements. Its aim was to verify the repeatability of test results
by eliminating laboratory equipment, and to validate the use of
simple and cheap electronics. The ERT equipment consists of
some separated modules: current generator, measure block,
multiplexer and controller. The data acquisition system collects
the measured voltage from electrode and then the data is
processed. The problem is the low level of measured values which
should be measured quite accurately and in a very short time. ERT
involves placing electrodes on the examined object [1, 2].
Different methods can be used to reconstruct the image in the
optimization process [3, 4, 6-8].

1. Measurement system

The ERT solution should make ERT measurements for
reconstruction of resistive distribution at big areas (tens of meters)
with of conducting media. The ERT equipment consists of some
separated modules: current generator, measure block, multiplexer
and controller. These modules should adapt to high voltages
(about 250 V) and high currents (about 3 A). There should be
possibility to connect more than one multiplexer to this system.
The designed modules should be supervised and served by a single
controller. A schematic diagram of the system is presented
in Fig. 1.

The ERT solution should make ERT measurements for
reconstruction of resistive distribution at big areas (tens of meters)
with of conducting media [9, 10]. The ERT equipment consists of
some separated modules: current generator, measure block,
multiplexer and controller (Fig. 2 and Fig. 3). These modules
should adapt to high voltages (about 250 V) and high currents
(about 3 A). There should be possibility to connect more than one
multiplexer to this system. The designed modules should be
supervised and served by a single controller. The signal power
amplifier as a finished device is also located in the 2U housing.

| Voltage

| ]
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[ ]

Fig. 1. The ERT measurement system schematic diagram
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Fig. 4. System scheme

Fig. 5. Connections between back panels of scanner’s central unit

The device consists of 3 central unit modules (Fig. 5) and a set
of measuring electrodes. External connection diagram is presented
in Fig. 4.

Part A is equipped with multiplexer as well as with control
and communication circuitry. On its back-panel IEC 60320 power
socket with on/off switch, excitation signal cable connected to part
B, and a voltage transformer’s knob can be found as well as
following sockets:

e USB ("USB Host", not used),

e microUSB ("USB Client", for optional direct communication
with a computer),

e Ethernet ("LAN", for control of the device and for obtaining
measurement data),

e RJ-11 ("UART", for communication with part B).

Front panel is equipped with 16 BNC sockets for measuring elec-

trodes.

Part B (AC current source controller) consists of excitation
signal modulator and surge protection unit. Front panel is
equipped with lever power switch, status diode and 2 back-lit
buttons for manual toggling of surge protection. Back panel
consists of following sockets:

e USB-B ("USB 2.0", diagnostic, for firmware update),

DB25 (“control”, not used),

RJ-11 ("UART", for communication with part A),

Plug-in 7-pin ("to an audio amplifier", connected to part C),
Plug-in  3-pin ("galvanically isolated output”, output for
part A),

o fuse mount ("230V 50Hz 15VA").

Additionally, there’s a fixed AC power cable.

Part C (current source) has been enclosed in audio amplifier
chassis. Back-lit power switch and two unused knobs can be found
on the front panel. On the back one there are multiple sockets,
mostly unused with the exception of:

o female XLR (lower "Bridge input"”, used for connection with
part B),

e two red clamp sockets ("Bridge +"; connecting with part B,
red cable with left one and black cable with right one accord-
ingly),

e |EC 60320 power socket ("AC in"),

e Fuse mount ("Main fuse™).
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2. Communication protocol

The basics of communication were made using MQTT v. 3.1.1
protocol. Broker’s IP address and local area network settings are
fixed in firmware of the central unit. Its uncompiled form is
attached to this manual. The device uses MQTT default port 1883.
Every command addressed to the device may receive and realized
in monitoring mode. In standby mode device monitors
communication, the whole time. During operation it switches to
monitoring mode for a brief moment between measuring cycles.

Every successfully received command is confirmed with a
reply published most commonly in the same topic. After
performing starting sequence and establishing network connection
the device acquires time information from wwv.nist.gov. Next, it
tries to connect to MQTT broker and in case of success it
subscribes identified topics. It also uses topics NX02json (returns Spatial model
the measurement results there) and NXO02status (returns device
status and last will message) for publication. After subscribing the
topics tomography scanner turns into standby mode. It is needed
to select key parameters or the device will return the error
message in topic NX02status, for example: "Measurement method
not chosen". If broker maintains settings as a retained type
messages the device will behave accordingly without any assist. In
case of unsuccessful connection tomography scanner restarts its \
network, service and tries again. It is possible to obtain detailed Measurement EIT
error information with the USB serial port (mini-USB cable).

After performing the whole measurement cycle tomography
scanner publishes JSON formatted data frame in NX02json topic

Fig. 7. The examples of electrodes

Cloud

' computing

according to following pattern: Numerical model
{,,time”: ,,aa”, ,,dev_id”:”"NXbbbbbVccce”, ,.electrodes™:”16”,

wsamples”:”dd”, ,,frequency”:’ee”, ,,method”:”f", Fig. 8. The measurement system
»Wggg”:”hh.hhhh", ..., ,,Wggg”:”hh.hhhh"}

where: 3

aa — time of cycle start in Unix Timestamp,

bbbbb — device number,

cccc — firmware version,

dd — amount of measurements of instantaneous value used
to calculate the RMS value,

ee — frequency of excitation current,

f — measuring method,

g9g — order number of a single measurement result,

hh.hhhh — value of a single measurement result.

3. Model and image reconstruction

The example of the flood embankment is given in Fig. 6. The
examples of different inserted electrodes into the embankments
were presented in Fig. 7. The measurement system with the EIT
device, transfer data to the cloud computing and image
reconstruction was presented in Fig. 8.

In examples reported below, several EIT numerical
measurement models of the flood embankment were presented.
The conductivity of searched objects is unknown. The
embankment with 16 electrodes, simulated areas inside
(geometrical mesh, original and reconstruction model) was
presented in Fig. 9.

Fig. 9. The embankment: a) mesh model, b) model of object, ¢) Gauss-Newton with
Fig. 6. The example of the flood embankment Laplace regularization
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4, Conclusion

This article presents the ERT system for tomographic
measurements in the real environment. The presented solution was
based on electrical resistance tomography. The design of the
measuring system has been presented. Basic information about the
constructed model system has been given. The concept of
measuring equipment for data acquisition has been described.
Electrical resistivity tomography was used to calculate the
conductivity, which is based on the measurement of the potential
difference.

References

[1] Jones G., Sentenac P., Zielinski M.: Desiccation cracking detection using 2-D
and 3-D Electrical Resistivity Tomography: Validation on a flood embankment.
Journal of Applied Geophysics106/2014.

[2] Duda K., Adamkiewicz P., Rymarczyk T.: Nondestructive Method to Examine
Brick Wall Dampness. International Interdisciplinary PhD Workshop 2016,
68-71.

[3] Filipowicz S.F., Rymarczyk T.: Measurement Methods and Image
Reconstruction  in  Electrical Impedance ~ Tomography.  Przeglad
Elektrotechniczny 88(6)/2012, 247-250.

p-ISSN 2083-0157, e-ISSN 2391-6761

[4] Klosowski G., Koztowski E., Gola A.: Integer linear programming in
optimization of waste after cutting in the furniture manufacturing. Advances in
Intelligent Systems and Computing 637/2018, 260-270.

[5] Kryszyn J., Smolik W.: Toolbox for 3D Modelling and Image Reconstruction in
Electrical Capacitance Tomography. Automatyka, Pomiary w Gospodarce i
Ochronie Srodowiska 1/2017, 137-145.

[6] Polakowski K., Filipowicz S.F., Sikora J., Rymarczyk T.: Quality of imaging
in multipath tomography. Przeglad Elektrotechniczny 85(12)/2009, 134-136.

[7] Polakowski K., Filipowicz S., Sikora J., Rymarczyk T.: Tomography
Technology Application for Workflows of Gases Monitoring in The Automotive
Systems, Przeglad Elektrotechniczny 84(12)/2008, 227-229.

[8] Rymarczyk T., Filipowicz S., Sikora J., Polakowski K.: A piecewise-constant
minimal partition problem in the image reconstruction. Przeglad
Elektrotechniczny 85(12)/2009, 141-143.

[9] Rymarczyk T., Sikora J., Waleska B.: Coupled Boundary Element Method and
Level Set Function for Solving Inverse Problem in EIT. 7th World Congress on
Industrial Process Tomography, WCIPT7 2013, 312-319.

[10] Smolik W.: Forward Problem Solver for Image Reconstruction by Nonlinear
Optimization in Electrical Capacitance Tomography. Flow Measurement and
Instrumentation 21/2010, 70-77.

[11] Soleimani M., Mitchell CN, Banasiak R., Wajman R., Adler A.: Four-
dimensional electrical capacitance tomography imaging using experimental data.
Progress In Electromagnetics Research 90/2009, 171-186.

[12] Wajman R., Banasiak R.: Tunnel-based method of sensitivity matrix calculation
for 3D-ECT imaging. Sensor Review 34/2014, 273-283.

Ph.D. Eng. Tomasz Rymarczyk
e-mail: tomasz@rymarczyk.com

He is the director in Research and Development
Center in Netrix S.A. and the director of the Institute
of Computer Science and Innovative Technologies in
the University of Economics and Innovation, Lublin,
Poland.. He worked in many companies and institutes
developing innovative projects and managing teams of
employees. His research area focuses on the
application of non-invasive imaging techniques,
electrical ~ tomography, image  reconstruction,
numerical modelling, image processing and analysis,
process tomography, software engineering, knowledge
engineering, artificial intelligence and computer
measurement systems.

M.Sc. Pawel Tchorzewski
e-mail: pawel.tchorzewski@netrix.com.pl

He is a software developer in Research and
Development Department in Netrix S.A. Currently, he
is working on numerical methods in boundary value
problems for partial differential equations and image
reconstruction in electrical tomography. He graduated
in physics at Maria Curie-Sklodowska University in
Lublin.

Ph.D. Przemyslaw Adamkiewicz
e-mail: p.adamkiewicz@netrix.com.pl

He is a doctor of physics, graduate of Maria Curie-
Sklodowska University in Lublin. He is a head of the
R&D Department at Netrix S.A. His research area
focuses on electrical impedance tomography, electrical
capacitance  tomography, image reconstruction,
forward problem, inverse problem, numerical
modelling, image analysis and computer measurement
systems.

e,
/
'
Prof. Jan Sikora
e-mail: siks9@wp.pl
He graduated from the Faculty of Electrical =S
Engineering of the Warsaw University of Technology. ; .

During his 34 years of professional work, he has )
earned all grades, titles and positions at his home
university, including the position of full professor. He
has been associated since 1998 with the Institute of
Electrical Engineering in Warsaw. In the years 2001-
2004, he worked as a senior research fellow at the
University College London in the Group of Optical
Tomography. S.R. Arridge. He was employed at the
Faculty of Electrical Engineering and Computer
Science. Actually, he works in the R&D Department
at Netrix S.A.

——

5

otrzymano/received: 10.07.2018

przyjeto do druku/accepted: 15.09.2018



p-ISSN 2083-0157, e-ISSN 2391-6761 IAPGOS 3/2018 29

DOI: 10.5604/01.3001.0012.5280
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TOMOGRAPHIC SENSORS
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Abstract. The article presents an idea of a production process control system. Advanced automation and control of production processes play a key role
in maintaining competitiveness. The proposed solution consists of sensor networks for measurement process parameters, production resources and
equipment state. The system uses wired and wireless communication, which gives possibility to acquisition data from existing in enterprise sensors and
systems as well as acquisition data from new systems and sensors used to measure all processes, starting from production preparation to the final product.
The solution contains process tomography sensors based on electrical capacitance tomography, electrical impedance tomography and ultrasound
tomography. The use of tomographic methods enables to manage the intelligent structure of the companies in terms of processes and products. Industrial
tomography enables observation of physical and chemical phenomena without the need to penetrate inside. It will enable the optimization and auto-
optimization of design processes and production. Such solutions can operate autonomously, monitor and control measurements. All sensors return to the
system continuous data about state of processes in some technologically closed objects like fermenters. Process tomography can also be used to
acquisition data about a flow of liquids and loose ingredients in pipeline based on transport systems. Data acquired from sensors are collected in data
warehouses in order to future processing and building the knowledge base. The results of the data analysis are showed in user control panels and are used
directly in the control of the production process to increase the efficiency and quality of the products. Control methods cover issues related to the
processing of data obtained from various sensors located at nodes. Monitoring takes place within the scope of acquired and processed data and parameter
automation.

Keywords: process tomography, manufacturing execution system, production control system

SYSTEM PLANOWANIA | KONTROLI PRODUKCJI ZWYKORZYSTANIEM
CZUJNIKOW TOMOGRAFICZNYCH

Streszczenie. W artykule przedstawiono ideg systemu kontroli procesu produkcyjnego. Zaawansowana automatyzacja i kontrola proceséw produkcyjnych
odgrywajq kluczowq role w utrzymaniu konkurencyjnosci. Proponowane rozwigzanie sklada sie z sieci czujnikow do pomiaru parametrow procesu,
zasobow produkcyjnych i stanu wyposazenia. System wykorzystuje komunikacje przewodowq i bezprzewodowgq, ktora umozliwia pozyskiwanie danych z
istniejgcych w przedsigbiorstwach czujnikow i systemow, a takze pozyskiwanie danych z nowych systeméw i czujnikoéw uzywanych do pomiaru wszystkich
procesow, poczgwszy od przygotowania produkcji do produktu koricowego. Rozwigzanie zawiera czujniki tomografii procesowej oparte na elektrycznej
tomografii pojemnosciowej, elektrycznej tomografii impedancyjnej i tomografii ultradzwigkowej. Zastosowanie metod tomograficznych umozliwia
zarzqdzanie inteligentng strukturg firm pod wzgledem procesow i produktow. Tomografia przemystowa umozliwia obserwacje zjawisk fizycznych i
chemicznych bez potrzeby penetracji wewngtrz. Umozliwi to optymalizacje i automatyczng procesow projektowych i produkcji. Takie rozwigzania mogq
dziataé¢ autonomicznie, monitorowac i kontrolowac¢ pomiary. Wszystkie czujniki przekazujq do systemu ciggle dane o stanie procesow w niektorych
technologicznie zamknigtych obiektach, takich jak fermentory. Tomografia procesowa moze by¢ rowniez wykorzystywana do pozyskiwania danych o
przeplywie plynéw i luznych sktadnikow w rurociggu w oparciu o systemy transportowe. Dane uzyskane z czujnikéw gromadzone sg W hurtowniach danych
w celu ich dalszego przetwarzania i budowania bazy wiedzy. Wyniki analizy danych sq wyswietlane w panelach sterowania uzytkownika i sq
wykorzystywane bezposrednio w kontroli procesu produkcyjnego w celu zwiekszenia wydajnosci i jakosci produktow. Metody kontroli obejmujg
zagadnienia zwiqzane z przetwarzaniem danych uzyskanych z réznych czujnikow zlokalizowanych w wezlach. Monitorowanie odbywa si¢ w ramach
pozyskanej i przetwarzanej automatyzacji danych i parametrow.

Stowa kluczowe: tomografia procesowa, system realizacji produkcji, system kontroli produkcji

abbreviation CIM (computer integrated manufacturing) was
introduced in the middle of 80’s. The CIM model introduced

Introduction

First Information Technology systems in the world were used
in enterprises in 1960’s when early computers appeared. Firstly,
systems cover small parts of operating space, like ROP systems
(Reorder Point), which were charge of replenishment of stock
when inventory drops down to zero. Later, systems grow up,
MRP (Material requirement planning) was built with cooperation
between J.I. Case — manufacturer of tractors and IBM. Those
kinds of systems were charge of planning material demand in
production process. Next step, MPC systems (Manufacturing
planning and control) were built. Those systems gave the
possibility of collecting data in storages. Of course, from our
point of view every system was very primitive, technological
limitations like small amount of memory, mass storage problems
— we didn’t know hard drives, we knew magnetic tapes, lack of
processors — which were slow, had limitations, for example first
processors couldn’t calculate square root. Systems were very
expensive and big, difficult to use, they needed a lot of stuff who
had mastered a technique [10]. In 70’s systems and IT companies
were developing. In 1972 five IBM’s workers founded SAP
company, and one year later completes its first accounting
system [24]. In August 1977 was founded Oracle, in 1979 they
started selling first relational database systems (in fact it was
version number two) [4]. In 80’s works were conducted on
second generation of systems, like MRP-II (Manufacturing
resource planning). MRP-II included stock reporting as well as
production and procurement scheduling and cost reporting. New

a concept of integration all kinds of electronic data processing
application in all enterprise’s divisions connected with
production, starting from design department to quality control,
although implementation often failed due to complexity, lack
of standardization and technologies [17]. Next type of IT systems
is called ERP (Enterprise resource planning). The term was used
by the Gartner Group in 1990 first time. ERP systems attempts to
integrated processes and data in organization. The data are stored
in a single database. The database stores, shares and manages
data from different departments [6]. In practice the name ERP
is more ambition than system really is, because usually they are
administrative, automation accountant tasks and material
management systems. Gap between ERP and lower level systems
like MRP-1l in CIM model was filled by MES systems
(Manufacturing execution system). First time term MES was
promulgate in 1992 by AMR Research Inc. The MES systems are
based on functionality for planning, execution and control
production process, as well as act MES must react in real time
incase of interrupt. MES systems were overtaken by ERP,
because ERP systems are helping business executive with
financial decisions. The plant level executives, who had to take
important decisions, can’t rely on business information. Crucial
data comes from the plant, and plays significant role in process
optimization, thus MES systems are becoming important
software in manufacturing ecosystems [28].
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To meets modern challenges production control systems

should satisfy the following requirements [8]:

e enterprise integration: cooperating enterprises should
integrate related management systems to effectively and
efficiently exchange information,

e distributed organization: enterprises should integrate
knowledge transfer between parts of company as well as
between cooperating companies,

e heterogeneous environment: cooperating companies usually
have different organizational and information systems; new
age environment should integrate them,

e interoperability: different systems means different platforms,
programming languages, data format, models,

e open and dynamic structure: integration new or removing
existing subsystem should be prepared rapidly, without
disturbances for working environment,

e cooperation: enterprise should cooperate with suppliers and
customers for materials, supplies, parts fabrication, product
commercialization etc.,

e integration of humans with software and hardware:
computers must be integrated with humans on the whole
product life cycle,

e Agility: agile means ability to rapidly adapting to new
situation. In manufacturing environment this new situation
can be connected with customers’ requirements or e.g. new
equipment features,

o Scalability: operational space and resources should be able to
expand without breaking of existing organizational
connections,

o fault tolerant: The system has to be fault tolerant on all
working levels. It should minimize bad impact of failures,
detect it and recover system.

In recent years technology has evolved. We have available
new equipment and software. Almost everyone has a smartphone
in their pocket, a computer and a tablet on their desk. We can use
cheap sensors and hardware, RFID, Beacons, Internet of Things
are very fashionable words. We have access to Cloud Computing
technology which offer on demand almost unlimited computing
power and storage space, but also, we can use cognitive services
which can be helpful to process huge amount of data. The whole
electronic world is more accessible, it gives new possibilities in
building MES systems. We can collect data from large number of
various sensors, Cloud computing and Big Data allows us to
store and process collected data. Increase technology also has a
big impact on the development of process tomography. We can
build smaller, cheaper and more useful device as well as smarter,
faster and more accurate algorithms. At the same time,
customers’ requirements are constantly growing. They needs
customized products, shorter production time, possibility to
making changes, higher quality and lower price. World
continuously changing, then we have to build systems
significantly more elastic and more responsive for customers’
needs. The above expectations and possibilities can meet in a

common point.
Actuators
information

Sensors
information
Fied o

Fig. 1. Manufacturing control model

Manufacturing

controller
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In this paper we propose production control system that will
meet users’ and management’s needs, will be able to collect the
right data, process it using the latest solutions, and return the
results to both processes and users. The distributed and open
architecture of the solution should allow use of a wide range of
sensors and measuring and executive devices, including process
tomography systems. The solution should also enable dynamic
adaptation to changing conditions and needs e.g. the need to add
New Sensors.

1. System background

According to Baker, factory control is charge of conduct
production process to make desired product from manufacturing
resources and information. Manufacturing control model was
presented on [1]. Baker wrote that system should decide what to
produce, how much to produce, when production is to be
finished, what resources to use, how and when use them and
make them available, when to release jobs into the factory, which
job to release, job routing, and operation sequencing [1]. Single
central factory controller has difficulty to deal with complexity
coming from production system (e.g. complexity of data
management, uncertainty connected with demand and resources
availability, lags between events and relevant information
processing, real-time constraints). Popular solution for these
kinds of problems is separation of responsibilities into several
decisional entities, introducing a non-centralized control system.
In our case non-centralized means division of a global control
process based on a selected splitting criterion e.g. functional [27].
Functional horizontal division was defined by Association
of German Engineers, that works on MES Systems in details.
In their guideline VDI 5600 they define 3-levels manufacturing
company structure. As can be seen from, business management
is represented by ERP systems, production management
is represented by MES system, and finally production level
is represented by workplaces, machines and equipment.
Manufacturing execution systems are subject of work for a lot
of organizations. They are trying to specify standards which can
help implement system in manufacturing enterprises. To define
common functionality, MES functions specified by different
standards was presented in Table 1 [25]. There was selected four
standards: Manufacturing Execution Solution Association MESA
[16], Normenarbeitsgemeinschaft fiir Mef3 und Regeltechnik
in der chemischen Industrie NAMUR [18], VDI-Kompetenzfeld
Informationstechnik  [11], National Institute of Standards
NIST [2].

As you can see on the Table 1, all considered standards have
defined areas connected with detailed planning, quality
management, master data management. Other functionality is
described in three or less number of specification. This may
indicate that these functions are specific to selected industries.
The MES system occupies a central position in a manufacturing
company. According to VDI, MES is charge of nine areas:
detailed planning and control, information management, quality
management, human resources management, production facility
management, performance analysis, data collection and material
management. MES is capable of exchanging information
between the business level and the production level. The
production level includes complex machines and subsystems for
production tasks, which are involved in production process.
Production equipment generate data which MES system uses to
represent the actual state. From this point of view, production
control system should integrate equipment, machines and
exchange data in way which enable control over production
subsystems [11].
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Table 1. MES Functions

MESA MNAMUR | VDI | MIST
Labour Mana gement X X
Requirements Planning X
Gross Planning X
Detailed Planning, X X X X
Quality Managem ent X X X X
Prod. Irrventory X X X
Nanagem ent
Resource hManagement X X X
Equipm ent X X X
Managem et
Manufacturing Control X X
Traceability/G enealogy X X
Production FReporting X X X
Machine Control X
Production Data X X X
Acquisition
Master Data X X X X
Nanagem ent
LEVELS SYSTEMS
CORPORATE ERP

MANAGEMENT

DETAILED PLANNING
INFORMAT

PRODUCTION PEASONNEL MARACEHENT
MANAGEMENT FeSauncs ot

WORKPLACES
PRODUCTION R MACHINES
1d EQUIPMENT

Fig. 2 VDI-5600 Manufacturing company levels model
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CORPORATE

MANAGEMENT ERP

PRODUCTION
MANAGEMENT

WORKPLACES

PRODUCTION MACHINES
EQUIPMENT

Fig. 3. Vertical system communication
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Fig. 4. Horizontal system communication
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2. Distributed system

Manufacturing companies often have very complex and
complicated operational processes, additionally it happens that
operations are extended over many partnership companies which
make smaller parts of products or plays role in a part of
production processes. To stay on the market firms should change
dynamically products, and have always fast reaction to
disturbances. This need forces the use of systems with high level
interactions and integration, at the same time with great
flexibility for changes in configuration or components. This
requirement meets distributed systems sometime called
collaborative automated production systems. These systems have
several special features [13]:

e A complex problem is divided into several small problems,
using a distributed approach, with the development of
intelligent building blocks, i.e. control units.

e Each control unit is autonomous, having its own objectives,
knowledge and skills, and encapsulating intelligent functions,
however, none of them has a global view of the system.

e The global decisions (e.g. the scheduling, monitoring and
diagnosis) are determinate by more than one control unit, i.e.
the control units need to work together, interacting in a
collaborative way to reach a production decision.

e Some control units are connected to physical automation
devices, such as sensors, robots and CNC machines.

We have a number of tools to implement this kind of
systems. Agents, holons, webservices and microservices can be
used. As communication protocols very popular are JSON
(JavaScript Object Notation) [5] and XML (eXtensible Markup
Language) [29], and for aggregate events MQTT (MQ Telemetry
Transport) [9] protocol can be used. Agents are autonomous,
intelligent, adaptive and cooperative objects, the most suitable
definition for agents is: "An autonomous component that
represents physical or logical objects in the system, capable to act
in order to achieve its goals, and being able to interact with other
agents, when it does not possess knowledge and skills to reach
alone its objectives" [14]. The word “holon” was proposed by
Koestler in 1971. This is combination of Greek words “holos”
and “on”. Greek word “holos” meaning whole and the Greek
suffix “on” meaning particle od part like proton or neutron.
Holon can function as part another object and at the same time it
is autonomous whole [8]. Holonic manufacturing system idea
was proposed in 1990. HMS contains autonomous building
blocks called holons, They have ability to transforming,
transporting, storing and validation information or physical
objects. Holons cooperate each other during the process, in order
to achieve production goals. The holon in HMS must enable
features [7]:

e autonomy: Each holon must be able to create, control and
monitor the execution of its own plans and/or strategies, and
to take suitable corrective actions against its own
malfunctions,

e cooperation: Holons must be able to negotiate and execute
mutually acceptable plans and take mutual actions against
malfunctions,

e openness: The system must be able to accommodate the
incorporation of new holons, the removal of existing holons,
or modification of the functional capabilities of existing
holons, with minimal human intervention, where holons or
their functions may be supplied by a variety of diverse
sources.

Web service is data source or application accessible
via HTTP (HypeText Transfer Protocol) or its encrypted version
HTTPS (HyperText Transport Protocol Secure) protocols.
Opposite  to  WebApplication webservices are designed
to communicate with other programs, not users. The most
popular webservice protocol is SOAP (Simple Object Access
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Protocol) — add a header to XML message before it is transferred
over HTTP [3].

Microservice is module which supports a specific business
goal, and uses well defined interface to communicate with other
sets of services. Microservices architecture is an approach to
developing a single application as a set of small services, each
running in its own process and communicating with lightweight
protocol [21].

3. System idea

Whole system idea was presented on Fig. 5. According
to VDI 5600 guideline, system is divided horizontally in three
main operational levels. The first level contains business
systems, working in manufacturing company, it includes
customer web portal, external information systems like ERP, web
and mobile platform. First level already contains internal
information systems like mobile production supervising
application and other systems used in the enterprise. Business
applications communicate with second level application via data
services like WebApi, WebServices, WCF services, with use
any communication formats and protocols like JSON, XML
MQTT etc.

Data services should be projected as fagade for master data
service, this will allow to add any chosen communication
method. Second level a larger number of elements. The start
components of the system are Goals agent. The primary
functions of Goals agent are asking data store about commissions
queue, checking resources availability, knowledge about
products and finally send commissions to Automation and
customization product service. Goals agent ask Expert system
service about expert’s knowledge about product’s production
process. Expert system collects expert knowledge, questions and

Portal — Web Application External IT systems
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answers about production process. This data will be used in
future to optimization production process. Goals agent also takes
data from supplier’s databases, HR system, warehouse system
and data about production needs. Automation and customization
product service prepare production process, divide commissions
to smaller atomic parts and send to Plant floor objects. Plant flor
objects we can define as services connected with physical factory
equipment like sensors, actuators, PLC, CNC machines as well
as data readers from transport equipment, measurement systems,
RFID gates etc. As a plant floor object could be installed process
tomography equipment to measure process parameters in closed
production objects like pipelines or chemical reactors.
Automation and customization module consists products
reference models and adaptive control subsystem. The task of the
automation module is to control the manufacturing process and
receive process data. Collected data are used to adjust the control
system settings. Intelligent measurement module is used to
extend the measuring system with additional sensors and devices.
This is area where process tomography equipment will be used.
Additionally, could be used sensors which are important from
production management and business management point of view,
but which were not prepared by devices’ manufacturers. This
module contains measurement subsystem and intelligent sensors
controller. Effect agent should collect data about production
results, this data is collected in big data service, and after process
will be use in future. The analytical engine is based on
computational intelligence algorithms. This module takes data,
process them, and returns as synthetic information ready to use in
future processing. The last described module is communication
module. This system’s part is charge of data exchanging between
production system and external applications like web
applications, ERP systems, mobile applications as well as IT
systems for control and supervisor production.

Internal IT systems

ERP systems

Mobile production supervising IT systems of the enterprise

applications

Ly '
v
» Communication service <
A
Analytical engine agent
v v
Big Data service -
v 3 . &
- | & ElS ™~ Expert system service -
LS v
B|¥ 4
1 z
3|3 ] ¥
< wis nent fi
- Measurements redefinition
Intelligent measurement agent
v 4 v
Measurements T ¢ subsvt
Goals agent | — definitions » Measurement subsystem
= ¥
o - . Automation and customization production service »
Strategy of the supply and £ h
production ; ¥ E
Models redefinition £
" 3 ,
I
£ [ » Effects agent

o~ ¥
Intelligent

Reference models >
algorithms

Control data

Plant flor object

Raw materials warehouse

Fig. 5. System idea
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comp.tng reconstruction

Industrial automatic con

ECT

Fig. 6. The data acquisition system

The idea to use tomography to monitoring industrial processes
emerged in the nineties. Since then, various tomographic methods
have appeared, including: electrical tomography, magnetic,
optical, ultrasonic, microwave and radioactive tomography. This
concept requires new data processing strategies and a correct
extension of the classical control theory, because the latter is not
developed enough for a large amount of sensor data and must be
created on a non-parametric criterion [12, 15, 19, 20, 22, 23, 26,
30]. Industrial tomography applications are usually a challenge for
obtaining spatial distribution data from observations beyond the
boundary of the process. Sensor networks with the feedback loops
are the fundamental elements of the production control. Here, the
future belongs to distributed sensors and imaging (Fig. 6).

4. Examples

Algorithms manual control and automatic cover issues related
to the processing of data obtained from various sensors located at
key nodes of the system. Supervision and control is in the range of
acquired and processed data and device parameters implementing
automation such as servo valves, pumps supply and rotary flow,
etc. The primary / main feature of the use of methods of wireless
is to obtain important information about the process and the state
of the installation in real time by persons having strategic
importance in the management and technical supervision. The
Solution of the diagram of a multiphase flows system is presented
in Fig. 7. Figure 8 shows the example of the image reconstruction
by ECT, UT and EIT.

Fig. 7. Tomographic measurement system
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Fig. 8. Example of the image reconstruction by ECT, EIT and UST
5. Conclusion

In this work, there was presented the control and steering in
cyber-physical system based on an idea of a production process
control system and tomographic sensors. They were made virtual
arrays equipped with active elements, control algorithms of
manual and automatic. Running an application for processing and
data obtained from various sensors disposed at key nodes
installation. Supervision and control is in the range of acquired
and processed data and parameters of devices implementing
automation. A new science will define new mathematical
foundations with formalisms to specify, analyze, verify and
validate systems that monitor and control physical objects and
entities. This system includes new measurement techniques and
designs innovative smart measuring devices. The application
structure covers a communication interface, unique algorithms for
optimization and data analysis algorithms for image reconstruction
and process monitoring
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METHODS FOR DETECTION ANALYSIS IN QUALITY CONTROL SYSTEM
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Abstract. The article contains a description of the quality control system based on optical detection algorithms. It plays an increasingly important in the
production process. The development of new systems based on the technology of optical detection methods to a large degree can improve the production
process at different stages.

Keywords: segmentation, image analysis, code book algorithm

METODY DO ANALIZY DETEKCYJNEJ W SYSTEMIE KONTROLI JAKOSCI

Streszczenie. Artykut zawiera opis systemu kontroli jakosci oparty na optycznych algorytmach detekcji. Wykrywanie uszkodzer odgrywa coraz wigkszg rolg
w procesie produkcyjnym. Opracowanie nowych systeméw opartych na technologiach optycznych metod wykrywania w duzym stopniu moze usprawnic¢
proces produkcji na réznych jego etapach.

Stowa kluczowe: segmentacja, analiza obrazu, algorytm code book

Introduction Next part is about detecting and measuring rectangular dark
objects. Two methods were presented to track the object location.

Analysis of the data may be used for a process optimization in ~ The type of the method is determined by modality of a scene

different ways and it can affect many aspects of a process histogram. Whereas to measure the object rotate and translation

management. We can detect disturbances in the process, find the  invariant geometrical moments where used.

causes affecting problems with a quality, and choose optimal The main goal of the research was to find fast segmentation

settings for the process, comparing different preparation  (in the real time) methods due to the requirements of the

procedures and many others [1,4-9]. The presented application of ~ production processes.

a image processing concern two problems. Bottle caps and

rectangular dark objects were used. Caps are cheap, easy to access 1. Initial operations

and are available in various colours. The rectangle is a shape often

found in products as well as squares, circles and ellipse and canbe ~ 1.1. Brightness regularization

qualified and measured in similar way. In the testing setting there

is a camera located over the conveyor belt. Axis of the camera Due to a lightening condition in the working space before an
view is perpendicular to the plane of the belt. The speed of the belt analysis of the scene there was applied a regularization of a
was about 16.5 cm per second. brightness across the frame. Because the irregularity had station-

First part of the paper is about detecting caps and determined ary character i.e. it does not change over time, used method was
their orientations. To detected objects set of pictures with an based on the least square fitting of a plane to the brightness of the
empty scene were used to define common colours of the referential image of the empty conveyor belt treated as points in
background. To determine orientation of a cap the algorithm uses the three dimensional Euclidean space and next subtracting this
the Canny edge segmentation and the image is processed using the plane from analysed scenes. The Fig. 1 shows a visualisation of
discrete convolution trying to match the cap oval pattern to the the mentioned irregularity as a tilt in the brightness of the empty
best extent - this is how the outer cap oval is located and then the belt scene treated as a three dimensional surface, and the Fig. 2
interior of the oval is analysed. presents the same scene after the regularisation. Removing of the

tilt improve significantly global thresholding methods robustness
without any additional computational expensive operations.

""IW

0 50 100 150 200 250 300 350 400 450

Fig. 1. Brightness irregularity on the scene - side view of 3D surface
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Fig. 2. Brightness after regularization — side view of 3D surface

Location markers

1.2. Fast localisation of objects on the scene Scene With the checking grid

In optical algorithms we often make an assumption that there
is at most one object to analyse on the scene. To ensure that as-
sumption in general conditions we have to split the initial scene,
which can contain more than one object, to subscenes where the
assumption is fulfilled. Thus we require the segmentation method
that can be very inaccurate but has to be fast in splitting the scene,
for that task we adapted the Code Book algorithm [2] changing the
colour space from RGB to HSV. Because HSV has separated
channels for the saturation and the brightness therefore the hue (H
channel) is quite resist to lightening conditions and is essential for
colours distinguishing. Thus change of the colour space allow to
use the absolute value of differences between pixels to distinguish
colours and is computationally cheaper than the Euclidean norm. Segmented subscenes
The further most important change concerned the number of ana-
lysed pixels. Instead of checking all points on the frame we select
just a grid with a distance of thirty pixels between checking points, ‘
and about fifteen pixels from edge of the picture to ensure that the
grid is centred on the scene. The general purpose of the experi-
ment was to determine how much information we can remove :
from the original scene and still be able to locate objects on the - !
picture to split the whole image for sub-images containing only | |
one object. The minimum number of points in the grid can be { M
determined in two ways. First of all the minimum number of F § ol
checking points is bounded by the degradation of entropy of the
scene. Graph 4 show the curve of entropy of the scene after reduc-
ing it by taking every second pixel from original image (first point
on graph) or previously reduced image (for rest of the points ). We
can see that after fifth point on the graph (where fifth point corre-
sponds to taking every thirty-two pixel of the original image) the

Fig. 3. Example of result of scene splitting algorithm

entropy decreases drastically due to degeneration of information 8

on the scene. The second way of determination of the number of

checking point correspond to the Nyquist-Shannon sampling 7

theorem — radius of caps was about 65 pixels, so the 30 pixels \

space between checking points met the minimum value of samples 6

(at least two checking point match a cap if it appear on scene) \
needed to restore the information about location of a cap. It is 5

worth to notice that this is also the theoretical boundary for the \
spaces between objects, smaller gaps cause that separated objects 4

are detected as one. Due to introduced changes, developed algo- \
rithm generate location marks map at the speed of about 1500 3

frames per second which meets our requirements for execution \
time. Fig. 3 shows example scene with the grid of analysed points. 2

Location markers plot on the right show which points of the grid

were recognized as a foreground. Based on that markers the rec- 15 s -+ s - 2

tangular sub-scenes with exactly one object are extracted and are
shown on the bottom of the Fig. 3. Figure 4 presents the entropy Fig. 4. Entropy degradation in the reduced scene
degradation in the reduced scene.
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2. Determination of an orientation of a cap

Using the method for splitting the scene for the sub-scenes we
create an application to define which side of a cap laying on the
conveyor belt is visible.

Algorithm take sub-scene and (using the two-dimensional
convolution) search for an oval of a cap on a scene of edges seg-
mented by the Canny detector. Next the space inside the founded
oval is analysed: if the number of pixels inside the oval do not
exceed the fixed threshold then its mean that a cap is thread down.
If the threshold is exceeded then it is mean that a cap is thread up.
Figure 5 shows an example result of a sub-scene processing. In the
upper left there are edges obtained by Canny detector and marked
rectangle points place of the strongest response to the searched
oval. In upper right there is shown the shape of oval mask. Bottom
left presents extracted interior of the oval and the bottom right
shows original image. The header REVERSED mean that a cap
was recognised as thread up. Tested effectiveness of method was
94% (From 500 tested caps 19 was classified wrong as reversed
and one was wrong classified as not reversed).

Fig. 5. Example of result of the algorithm for determination of an orientation of a cap

3. Segmentation of dark objects
and measurements of dimensions based
on rotate invariant geometrical moments

The next algorithm that we develop can be used to black
object segmentation and also assuming that it has a shape of the
rectangle the application measures dimensions of that object.
For testing we used rectangular black phantoms printed by a 3D
printer (in the case of bimodal histogram) and phantoms made
of a black rubber (in the uni-modal case).

3.1. The case of bimodal histogram

If the histogram of the scene is bimodal then for the segmenta-
tion process we can use two global thresholds. The lower one is
fixed on some small value to separate far too dark objects. The
higher threshold is variable and it is adapting to the position of
local maximum of the histogram of analysed scene that corre-
spond to the mode of the searching object. To determine the value
of that threshold we use a histogram of referential image of empty
conveyor belt and the higher threshold is defined as

Thign = argmax(S.(H; — aHyef)) 1)
where H; and H, are smoothed histograms of the current scene
and the referential image respectively, a is a fixed scalar bigger
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than 1 where a typical value is in the interval [1.5;2.1], S.(X) is a
cumulative sum of the vector X.

Comparison of thresholding methods are shown in the Fig. 6.
There are three different scenes binarized by: the Otsu’s algorithm
(first column), the iterative algorithm proposed by Gonzalez and
Woods [3] (second column) and presented method before any
additional filtering (last column of the figure).

Otsu method Iterative method

-M E

Proposed method

i
L

|
|

Fig. 6. Thresholding methods comparison

Przetwarzany obraz nr: 4
|

" )

1
"

Maska Dystrybuatywna

Obiekt: 147.191278 x 46.864907

Fig. 7. Example of result of bimodal segmentation and measurements of dimensions
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Fig. 8. Example of result of uni-modal segmentation

To remove noises after initial thresholding (middle plot of the
Fig. 7) we scale down the binary mask (with the scale factor 2)
and then we use standard morphological operation like opening
(for further noise reduction ) and closing (to obtain more convex
shape on the mask). Bottom plot of the Fig. 7 shows the final
mask, a boundary of a founded object is marked by the green line
in the original grey-scale image in the top plot of the Fig. 7. When
the segmentation process is complete we treated the founded
shape as a set of points on the two dimensional plane and compute
second order geometrical moments invariant to translations and
rotations and base of that moment we can determine the dimen-
sions of the object assuming that it is approximately rectangle-
shaped according to the equations

Thign = argmax(Sc(H; — aHyf)) 2)

for a < b. Where ¢, and ¢, are rotate and translation invariant
moments [3] of a segmented shape and a parameter K is a scalar
depending on the measured shapes. For rectangles k = /6 but for
example for ellipses k = 2v/2.

3.2. Segmentation in a case of uni-modal
histogram

The method presented in the previous section is not suitable
for the situation when the histogram of the analysed scene is uni-
modal. In that case we cannot use the global thresholding even the
adaptive one and we have to use some methods of local segmenta-
tion. In our method we computed morphological gradient of the
image and applied median filter. After filtering we used the water-
shed segmentation (Matlab 2015b implementation of Meyer algo-
rithm). Due to the shape of the segmented object we could scale
down the picture with the factor of 5 without degradation of the
entropy and process far less pixels which speed up watersheding
and decrease the number of regions to inspect, moreover after
downscaling distribution of the regions are more consistent due to
degradation of gaps between belt plates to boundaries of regions.
For segmentation the regions we use just a fixed threshold for the
mean brightness within the region. After thresholding we scale up
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the mask back to the original size of the picture obtaining the fine
approximation of the minimal region containing the searched
object. Example of result is shown in the Fig. 8. Upper image is a
visualisation of watershed segmentation, segmented regions are
shown in the bottom part and in the middle there is the original
scene, marked green line is the boundary of merged (by morpho-
logical closure) regions from the bottom mask rescaled to the
original resolution, red line is the same region boundary but with
the additional padding. Founded boundaries can be next used for
example as the initial contour for the level set method if the accu-
racy of the segmentation is more desired than its speed.

4. Conclusion

Presented algorithm and methods show that the problems of
detection and localisation of objects on the production line can be
solved with the relatively easy way and according to that simplic-
ity the systems of optical detection can be cheap and very fast.
Another noticeable fact is that we can perform some mathematical
operations to the scene to improve quality of detection without
modifying conditions of the production environment. Used meth-
ods show also the advantages of applying reductions to the ana-
lysed frames for relevant acceleration of computations without
decreasing the quality of detection results.
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Abstract. The solution shows the architecture of the system collecting and analyzing data. There was tried to develop algorithms to image segmentation.
These algorithms are needed to identify arbitrary number of phases for the segmentation problem. With the use of algorithms such as the level set method,
neural networks and deep learning methods, it can obtain a quicker diagnosis and automatically marking areas of the interest region in medical images.

Keywords: image analysis, level set method, artificial intelligence algorithms

SIEC NEURONOWA | ALGORYTM KONWOLUCYJINY
DO WYODREBNIANIA KSZTALTOW W SYSTEMIE E-MEDICUS

Streszczenie. Rozwigzanie pokazuje architekture systemu zbierajqcego i analizujgcego dane. Opracowano algorytmy segmentacji obrazu. Algorytmy te sq
potrzebne do identyfikacji dowolnej liczby faz dla problemu segmentacji. Dzigki zastosowaniu algorytmow, takich jak metoda zbiorow poziomicowych,
sieci neuronowych i metody glebokiego uczenia sig, mozna uzyskaé szybszq diagnoze i automatyczne oznaczanie obszaréw w regionie zainteresowania w

obrazach medycznych.

Stowa kluczowe: analiza obrazu, metoda zbirdw poziomicowych, algorytmy sztucznej inteligencji

Introduction

In medical clinical research and practice, imaging has become
an essential part to diagnose and to study anatomy and function of
the human body. The image data is of immense practical
importance in  medical informatics. Through continuous
improvement of algorithms, we come to reduce the noise in the
medical image. The proposed algorithms have been used to real
pictures with promising results in the medical images
segmentation. With the use of modern algorithms, the physician is
able to obtain a quicker diagnosis. By automatically marking areas
of interest you will notice all the changes in medical images [1-7].
E-Medicus system consists of artificial intelligence algorithms,
segmentation  algorithms, framework, agents, topological
algorithms, databases, visualization systems and user interface.

Medical image segmentation, which aims at automated
extraction of object boundary features, plays a fundamental role in
understanding image content for searching and mining in medical
image archives. A challenging problem is to segment regions with
boundary insufficiencies, i.e., missing edges and/or lack of texture
contrast between regions of interest (ROIs) and background.
Lately, much interest has been raised in the medical imaging
community about segmentation algorithms that use active
contours or surfaces. In e-Medicus system, the segmentation
algorithms were used, such as neural networks, deep learning,
algorithm Beyesa, level set method, fuzzy sets and algorithm k-
means (Fig. 1).

Fig. 1: Examples in e-Medicus system

1. Processing and analysis of data images

Processing and analysis of medical images includes image
creation and reconstruction, image restore, image enhancement,
image compression and storage, visualization [10-14]. In this
work the image segmentation and analysis by artificial algorithms
(such as neural networks and deep learning) and level set methods
are presented.

The level set method tracks the motion of an interface by
embedding the interface as the zero-level set of the signed distance
function [8, 9, 13, 14]. The idea is merely to define a smooth

function ¢(x,t), that represents the interface as the set where
o(x,t)=0. The motion is analyzed by the convection the ¢

values (levels) with the velocity field. The Hamilton-Jacobi
equation of the form:

%ww:o 1

where v is the velocity on the interface.

The numerical algorithm is following:

from the level set function (initial) at a time level t, find necessary
interface information,

o calculate the velocity,

extend velocity,

update the level set function,

reinitialization.

check convergence.

In Fig. 2, the level set method to compare two images and
select differences between them was presented.

The artificial neural network (ANN) imitates the action of the
human brain. It consists of neurons — which are the counterparts of
nerve cells. Individual neurons are interconnected by creating a
network. An artificial neural network usually consists of many
types of neurons that exchange information between themselves.
Neurons in the network can be grouped into so-called layers.
There are hidden layers between the input layer and the output
layer. Networks of this design are the popular variant of the ANN
called multilayer perceptron networks (MLP). The characteristic
feature of multilayer perceptrons is that the neurons in the same
layer do not have connections between them.
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The common feature of Machine Learning methods is that
they can be used to teach computers in a manner that is analogous
to how people learn by example. One of the Machine Learning
techniques is Deep Learning, which is usually associated with
Convolutional Neural Networks (CNN). Describing the
extraordinary neural network workflow as "deep" distinguishes
CNN model from the well-known Artificial Neural Networks
(ANN) shallow architecture. Deep learning takes place if the
neural network structure contains so-called convolutional layers
and pooling layers. Another difference is the amount of hidden
layers.

a)

Fig. 2. Level set method — comparison of images: a) image 1, b) image 2,
c) differences

While typical ANNs usually contain no more than 2—3 hidden
layers, CNN can have them more than a hundred. Significant
advantage of deep learning models is their ability to learn features
directly from the data. It means that the training process is
conducted automatically, without the need for manual feature
extraction. To make it possible and efficient the CNN must be
trained by using large sets of labelled data [4].

p-ISSN 2083-0157, e-ISSN 2391-6761

1.1. Neural network to recognize shapes

In our example, 11749 geometric figures were generated, such
as: square, circle, rectangle, ellipse, for which all moments of
inertia and variance were determined after developing the object's
edge into polar coordinates. A neural network was created for
which the input data are moments and variance of previously
interchangeable flat figures. The output data are belonged to a
particular class of figures. We rely on binary photos (Fig. 3).

The network has two layers. The number of layers are calculated

from the formulas:
nf =|JUd+ 2 +n| @

_ Vn
ns =ld lﬁ , (3)

where nf — number of neurons in the first layer, ns — the number
of neurons in the second layer, ld—number of input variables,
n—number of the set.

N
o ~

Fig.3. Shapes of the binary photos

The method to update weights and free words on the basis of
trial and error was chosen as a conjugate gradient method —
“trainscg”. The validation threshold from 6 to 7 has been changed.
For learning, 0.7, 0.15 and 0.15 of the set were used as a training,
testing and validation set respectively. By minimizing the cross-
entropy, the object sought the best classification. Science ended
after 1135 iterations. The criterion for retaining science was to
reach the validation threshold (network overriding was avoided).
As a visualization of the results, a gradient and classification chart
on the whole set is used (Fig.4).

Neural network gained 93.7% correctness in classification.
The first class represents ellipses, the second circle, the third
rectangle, and the fourth are squares. It can be noticed that the
given network unmistakably classifies districts (as the object was
a circle it was qualified as a circle).
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Fig. 4. Neural networks

1.2. Convolutional networks to extract shapes

Based on the emulsion images, a binary mask with clearly

emphasized circles is marked in Fig. 5.

Fig. 5. Image with a binary mask with clearly marked circles

We use a two-layer network, both layers are based on 3x3 size
convolution filters. The first layer has 5, the second 10 neurons.

Below, we consider convolutional networks without pooling
(without reducing the matrix n-times by selecting the maximum
from n x n blocks), a 4-layer network with neuron numbers of 10,
8, 5, 4 respectively for the first, second, etc. layers. At the entrance
there is a 24 x 36 size photo, It gets a 16 x 28 size mask. Two
approaches to the formulas for the activation function are
presented.

Activation function I

x,x > IMG
0,x < IMG’
where x is the value for individual pixels.

FUMG)={

Activation function II:

x,x < quantile(IMG,0.3)
FIMG)= o> quantile(IMG,03)’ VAT(MG) > prog,
%, var(IMG) < prog,

where prog = 3.4393-1075,

The threshold was selected experimentally as a 10% quantum
from the condition of all generated drawings.

Fig. 6. The original image

Fig. 8. The results of the convolutional network — visualization 11
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The presented pictures are examples of the results of the
convolutional network (Fig. 7 and Fig. 8) with the first activation
function for the original photo (Fig. 6). It maps the block over a

24 x 36 size moving by a vector {16,283}, so it do not play back
the edges at the moment. We give up this activation function
because, as it turns out, pictures that do not contain circles are
reproduced as white noise.

For the second activation function, the results was received
after two iterations in Fig. 9. For time reasons, only the second
iteration. Changing the activation function may reduce or even
remove the white noise that occurred earlier. Assigning a constant
value of 0 for the IMG < prog would reset the part of the image
that contains only a part of the circle or a very small circle.

Fig. 9. The result for the activation function I1
2. Conclusion

In medical clinical research and practice, imaging has become
an essential part to diagnose and to study anatomy and function of
the human body. The proposed algorithms have been used to real
pictures with promising results in the medical images
segmentation. With the use of modern algorithms, the physician is
able to obtain a quicker diagnosis and to enable comparing the
figures. By automatically marking areas of interest it will notice
all the changes in medical images. In this work, the effective
algorithms (such as the level set methods, neural networks and
convolutional neural networks) to analysis and compare medical
images were developed.
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Abstract. The paper deals with the design of data analysis systems for business process automation. The main goal of the project is to develop
an innovative system for analyzing multisource data, business data mining processes, and as a result the creation and sharing of new improved procedures

and solutions.

Keywords: Smart system, Multi-source Data, Agent Based Modelling

PROJEKTOWANIE SYSTEMOW ANALIZY DANYCH
DO AUTOMATYZACJI PROCESOW BIZNESOWYCH

Streszczenie. Artykut dotyczy projektowania systeméw analizy danych do automatyzacji procesow biznesowych. Gtéwnym celem projektu jest opracowanie
innowacyjnego systemu do analizy danych wielozrodiowych, procesow eksploracji danych biznesowych, a co za tym idzie tworzenie i udostgpnianie

nowych ulepszonych procedur i rozwiqzan.

Stowa Kkluczowe: inteligentne systemy, dane wielozrédlowe, modelowanie agentowe
Introduction

In this paper, the concept of an information system for
analysis, preservation, optimization and generating innovative
business data mining processes was presented. In modern and
complex business world, companies must develop pioneering
ways to distinguish themselves from other market players by
becoming more cooperative, effective, precise, flexible and agile.
They need to be capable to quickly reply to market requirements
and alterations. Depending on the company’s competitive
advantage which may be a novelty, price, outstanding web
content, or presence in social media, specific online strategies
should be applied to achieve the desired market. Many companies
have observed that the data they preserve and how they utilize it
can build their market advantage. Data and information are turn
into primary resources for many organizations [6]. For example,
Walmart’s databases located in cloud are estimated to contain
overall more than 40 PB and process 2.5 PB of data every hour
consisting information about customer behaviour and preferences,
network and device activity, and market trends data [17]. Business
models are based on data from external sources, data warehouses
and web resources. They create a process base that is a resource
for computational intelligence algorithms. The functionality of
intelligent decision support and business process modelling is the
management of strategic information, the analysis of information
coming from the immediate and indirect business environment and
influencing its strategic development. Traditional approach to
systems development is concentrated on building applications, not
services. Systems built that way are not flexible and are difficult to
scale [19]. Nowadays, one of the major issues is that how to
capture users’ frequently changing needs and expectations and to
support those with dynamic business processes. Moreover,
analytical systems design must take into consideration that there
are multiple channels of data that may need to be accessed and
incorporated for further exploration. One of key characteristics of
cloud is on-demand and secure access to scalable data exploration
resources. Recently, main players of cloud-based services market
introduced wide range of tools for data scientists. They enable
analytical systems to aggregate a number of services with
computing algorithms that are capable to provide dynamic
solutions of data analysis tasks. Cloud-based analytical systems
provide unlimited access to various data types and sources. It
gives us an ability to process high volume and wide variety of data
with high velocity and veracity, which means Big Data solutions.

The emergence of new technologies and tools of data
collection and manipulation now opens areas of research on
understanding customers-business relations and interactions.
Conventional user interest modelling approaches are not created

for integrating and studying interests from multiple sources,
therefore, they are not very successful for obtaining comparatively
complete description of user interests in the dispersed conditions.
In this context data acquired from sources like social networks,
digital journalism, mobile telephony, online gaming, online
shopping, etc. empower business analysts to find more precise
explanation of phenomena’s driving contemporary business [5].
This process can be strongly empowered by Al methods.
According to Gartner, Inc. report [4] for several next years main
concern of IT companies will be creation of systems supported by
artificial intelligence that can be applied in one form or another.
Another important technological trend mentioned in the report is
called “digital twins”. This term occurs more frequently with
progression of digitalization of our life but also digitalization of
places, processes and “things”. The process of “digital twins”
development will offer productive space for new event-driven
business processes and digitally enabled business models as well
as ecosystems. Thanks to technological advancement, such
systems will be able to provide a coherent set of components that
will act as a living organism. In most cases, an intelligent system
is able to percept and act to altering conditions as well as collect
and deposit information in its memory and learn from prior
experiences and knowledge. What is crucial, intelligent system is
being able to adapt its actions to implement new tasks and achieve
its pre-determined or developing objectives. Intelligent actions of
those systems include listening and responding to participants,
inspecting the markets, collecting and analysing data, creating and
broadcasting knowledge, learning, and efficient decision making.

1. Smart system — design remarks

A diagram of system’s data flow is shown on Fig. 1.

! 2

k=5

(58

Multisource Data Multisource Data Modelling Smart Applications Personalized

Fig. 1. Multi-source smart application data flow pipeline

Proposed approach involves following steps: data sources
determination (mandatory — user’s feedback and reactions on
propositions sent by the system) as well as representing key
information (e.g., entities, relations, events, sentiments);
accumulating information from multiple sources, identifying inter-
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document relationships, and storing the information in a structured
knowledge databases; exploring and filtering existing data
including entities, relations, and events, building analytical models
and then identifying system efficiency with appropriate simulation
methods (e.g. agent based modelling); upon on selected model
suited for user’s needs, an adequate type of application will be
served to system’s user.

A. Multi-source information integration

Perception of any particular state (e.g. purchase decision)
involves incorporating many bits of information. In case of user
interests, they are typically spread in various systems on the Web.
This information has numerous attributes as a rule cases and is
gained from multiple data sources within multiple time periods.
Consumers’ purchasing decision is stimulated by their knowledge
about the brand, which includes innovativeness, impression of the
brand, self-perceived brand value from web content, and e-WOM
from social media [10]. State evaluators’ understanding and
preference will obviously affect the outcome of information
integration, and therefore impact the understanding generated for a
given state. Process of a multisource data analysis demands an
accurate and precise data integration with evaluator’s effect
deprived. A learning-based information integration approach,
which embeds the fuzzy least squares support vector machine
(FLS-SVM) technique, was described in a research [15]. In the
cited research, a state can be assessed through incorporating an
inference acquired information and analyzing correlated data
sources. In series of experiments it was shown that the suggested
method has a precision learning capability depending on
evaluators’ skill in the information incorporation for producing
awareness for a state. Another method of user interest modelling
based on multisource personal information fusion and semantic
reasoning was presented in a research [16]. Authors give different
fusion strategies for interest data from multiple sources. Moreover,
investigation on the semantic relationship between users’ explicit
interests and implicit interests by reasoning through concept
granularity was presented. Authors gave illustrative examples
based on multiple sources on the Web (e.g. microblog system
Twitter, social network sites Facebook and LinkedIn, personal
homepage, etc.) showing that offered approach is possibly
effective.

B. Simulation modelling

Leaving aside a diversity of analyzed data and their huge
number the smart applications are still very complex to design.
Based on the above-mentioned statements the application design
can be based on interactions of system actors. Following
assumptions of essential functionality are made: all actors can
exchange information with each other to understand continuously
changing social situation; outgoing motives are generated to help
other actors to understand the preferences and important factors in
the decision-making process; at the same time respond to
incoming motives from other actors to update its own attitude to
the process [18]. In such scenario many dynamics and discrete
events take place. Understanding a particular system is difficult
without appropriate modelling method — a way of solving
problems that occur inside the real system. Mentioned system
consists of a number of dynamic processes that occur between
actors of the system. Also, the actor’s state is dynamic and
changes in time as well as under interaction with environment.
Analytical or static modelling solution for dynamic system does
not always exist or may be very hard to find [3]. Nowadays, multi-
agent simulation is increasingly being promoted — and used — as a
tool to study the dynamics in various kinds of systems where
human behaviour plays a critical role [9]. That’s why, as a best
solution, Agent Based Modelling (ABM) can be taken under
consideration. Application of ABM allows system optimization
prior its implementation.
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C. Agent Based Modelling

Agent-based model (ABM) is a bottom-up methodology and
has advantages in modelling complex systems. It has capability to
symbolize the macro-level dynamics of a system by gathering
individual behaviours and interactions among agents at the micro-
level. ABM has been applied to engineering, sociology,
economics, and management fields. Agent based modelling treats
system as a collection of independent decision making objects so-
called agents. Each agent separately evaluates its state and makes
decisions on the foundation of a set of instructions. Agents may
perform various actions suitable for the system they symbolise —
for instance: producing, consuming, or selling. Recurring
competitive relations among agents are a characteristic of agent-
based modelling, which depend on the power of computers to
investigate dynamics without application of pure mathematical
methods [2].

Upon the research paradigm of study depicted on Fig. 2, a
simplified agent-based model to study factors affecting
consumers’ adoption decision in multiple brands competition was
developed. The modelling solution was based on a framework
developed by Wander Jager. Understanding these decisions allows
one’s to say which factors ultimately affects brand’s market share.
The model simplification limits factors to a self-perceived value
(price, rating, quality), a self-perceived utility from online
information, e-WOM and social media [8]. In case of the self-
perceived value, buyers often evaluate the value of a product by
searching its online information, which includes price, online
rating, quality ranking, etc. [12]. Wordof-mouth (WOM) is an
important aspect that can influence consumers’ opinion of a
product and promote product diffusion [1].

Though, typical WOM is limited to social communication
margins, and the influence weakens quickly over time and space
[11]. The online review (e-WOM) performs a more significant
role in consumers’ purchase decision as the online groups are
becoming more widespread and persistent. Buyers can easily
retrieve the online evaluations in social network to reach first-
hand data about the product [22]. The empirical investigation
works also implies that there occurs a positive association between
e-WOM and sales yield.

Data input Proce:! Result

> Marketshare

Adoption

G

Rejection

Self-perceived
value (price,
quality,...)

e-WOM(social
media and

dispersed data
sources)

Fig. 2. Simplified model of factors affecting consumers’ adoption decision in multiple
brands competition

Knowledge

D. Simulation study

The agent-based model gives possibility of system
observation, where consumers make decisions and adopt a brand
upon its price, services, products quality and information taken
from WOM and e-WOM sources. Often, customers may lack
necessary product data, even after discussing with off-line groups.
Often, customers may face a lack of necessary product data, even
after discussing with off-line groups (WOM). They possibly will
enter an online society to investigate relevant information, which
can decrease an uncertainty and prevent incongruities between
presumed and actual product functioning. Therefore, e-WOM
communications are likely to have strongly effect opinion and
purchase intent when customers meet new goods [7]. On the other
hand, the more e-WOM is being searched, the less it is being
utilized in the final purchase decision [20]. The online reviewing
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system can act as an amplifier of information received through
WOM, but also if e-WOM is also negative, it will have strong
negative effect on customers’ purchase decisions [14]. Taking into
account information given by Liu [13], in the particular simulation
model the scale-free network was employed to represent the
interindividual interactions in the population to provide diversity
of individuals in searching and information dissemination ability.

The calibrated consumer agent population to lead several
simulations was used. Simulations were carried out to test market
shares evolutions with a variant e-WOM level of information and
different levels of perception of feedback (influenced by a number
of searches). The following section reports these simulations and
interpretations of the obtained results.

The interface of simulation system is shown in Fig. 3. All
computational experiments were conducted in the same
environment. The proof-of-concept of investigated approach was
programmed in NetLogo 6.0.2 environment [21] on standard
laptop (Intel core i7-5500U, CPU 2.4 GHz, and 16 GB of RAM),
with Microsoft Windows 10 operating system.

Clustering

| — — | — 3
price_blue. 0.5 rice_gree X
—— —\— —_—
‘ service_red 0.5 service_blue 0.5 service_green 0.5
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Fig. 3. Interface of the simulation system with depicted equilibrium state
of customers’ purchase intents

E. Simulations results

The simulation was started by creating a consumer agent
population whose individuals have initially set behavioural
attitudes intensities, like a preference of product, an ability to
receive information from other agents, a level of market
exploration. Then agents are gathered together establishing a
scale-free network. Two experimentation contexts were tested.
The first one was carried without an influence of e-WON on
customers’ purchase instances, the second included that influence.
In both cases simulation contained a population of 300 consumer
agents within a virtual market including 3 competing brands. Main
parameters ranges of brands and customers agents are shown in
Table 1. When the simulation progress advances one “tick”,
consumers will make the purchase decision and trigger the choice
event based on their purchase requirements (generated randomly
Poisson-distributed integer values).
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Consumers can retrieve brand information in WOM, and in
the second research’ scenario, the off-line WOM is amplified by
the influence triggered by e-WOM. After the simulation process
starts, the simulation system will run continuously until one
hundred of repetition condition is met. In the following three cases
of results relative to the evolution of market shares in the virtual
market are presented. In the first experiment an initial market
situation dominated by one brand was considered. In this case
“Red Brand” overcome other brands by a mean of better price in
comparison to competitors. The difference was set in an instance
of price parameter. For “Red Brand” it was set to level 0.9, were
for other brands the price level was 0.5. In such conditions, the
mean market share was 0.44% in case of “Red Brand” and other
two took almost the same position with 0.28% for each. The
summary statistics of the simulation results of case 1 are shown in
Table II.

Table 1. Agents parameters ranges

Parameter
Price
Services
Quality
e-WOM
WOM influence
Perception ability
e-WOM search level

>

Brand

ol

Customer

.
~lolo|S|o|olo|2

I\)I—‘I—‘-ol—‘l—\l—‘§
o 12

Table 1. Descriptive statistics of first case of first experimentation context

Brand Min Max Mean SD
Red 034 053 0.44 0,04
Blue 0.22 036 0.28 0,03
Green 0.20 034 0.28 0,03
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Fig. 4. Interface of the simulation system with depicted equilibrium state
of customers’ purchase intents

Following two cases describe the influence of the positive e-
WOM on the market share. This is the aim of the research to
understand how to eliminate information noise to increase the
positive e-WOM influence on brand’s position on a market. With
the first e-WOM influence case, “Red Brand” has a well-
developed system of online reviews and opinions about its
product. Users were able to find quickly corresponding opinions,
so the e-WOM search level was low and equalled 1.0 and e-WOM
amplification was set to 0.1. “Blue Brand” has in the same time no
information and no positive influence of e-WON on buyers’
decisions, trying to conquer the market with lower price level
competing with “Red” adversary. With a low diffusion coefficient
of the information about “Blue” and “Green” brands over the
market participants, “Red Brand” quickly gets almost 75% of
market share. This phenomenon is depicted on Fig. 4.

The situation has opposite course when “Red Brand”
information quality spread around online community become
worse comparing to the previous state. Then users must spend
more time and have to search through many more reviews to find
sufficient and satisfactory enough information about brand’s
products. On the other hand, “Blue Brand” is developing much
better services and product quality with lower price in contrast to
“Red Brand”. This situation is represented by the model setting:
“Red Brand”: price 0.5, services 0.5, quality 0.5, eWOM: 0.1,
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e-WOM search level: 2; “Blue Brand”: price 0.9, services 0.9,
quality 0.9, e-WOM: 0.0, e-WOM search level: 2. Due to that
users can’t rely on the brand’s information collected from Internet,
they need to develop a self-perceived value of brands. So, that’s
why after some time needed for the user to investigate the market
“Blue brand” overcome “Red Brand”. This can be observed on

Fig. 5.
200
=== "red brand" = "bluebrand" —— "greenbrand”
180 8
v AN

@ 160 Al \wgr’% LMV
£ S 7
S 140
® 120
—
O 100
e
é 80
£ e
2 a0

20

0

0 10 20 30 40 .50 60 70 80 S0
Ticks
Fig. 5. Interface of the simulation system with depicted equilibrium state
of customers’ purchase intents

2. Conclusion

A goal for designed system is better market penetration and
long-tail marketing, targeted and personalized recommendation,
increased sale and customer satisfaction. To reach this aim, the
influence of the information spread over the internet in the form of
product’s users’ opinions, reviews or recommendations on
customer purchase intents were investigated. The investigation
shows that well developed and reliable e-WOM has very high
influence on customer’s decisions.

Systems that will be developed in future will be based on
research areas containing five critical technical areas — big data
sets analytics, text analytics, web analytics, network analytics, and
mobile analytics. Characteristics of user’s data can be described as
follows: structured web-based, user-generated content, rich
network information, unstructured informal customer opinions.
Data sources identification gives a potential way for application of
different analytical methods like: association rule mining, database
segmentation and clustering, anomaly detection, graph mining,
social network analysis, text and web analytics, sentiment and
affect analysis. Introduction of multi-source, multi-user data
analysis allows to develop or reinvent systems for social media
monitoring, crowd-sourcing data gathering and monitoring, social
and virtual games and better recommender systems.

References

[1] Baker A.M., Donthu N., Kumar V.: Investigating how word-ofmouth
conversations about brands influence purchase and retransmission intentions.
Journal of Marketing Research 53(2)/2016, 225-239.

[2] Bonabeau E.: Agent-based modeling: Methods and techniques for simulating
human systems. Proceedings of the National Academy of Sciences 99(3)/2002,
7280-7287.

[3] Borshchev A., Filippov A.: From system dynamics and discrete event to
practical agent based modeling: reasons, techniques, tools. Proceedings of the
22nd international conference of the system dynamics society 22. Citeseer,
2004.

[4] Cearley D.W., Burke B., Searle S., Walker M. J.: Top 10 strategic technology
trends for 2018.
https://www.gartner.com/doc/3811368/top—strategic-technology-trends

[5] Chang R. M., Kauffman R. J., Kwon Y.: Understanding the paradigm shift to
computational social science in the presence of big data 63/2014, 67—80.

[6] Demirkan H., Delen D.: Leveraging the capabilities of service oriented decision
support systems. Putting analytics and big data in cloud 55(1)/2013, 412-421.

[7]1 Huang J.-H., Hsiao T.-T., Chen Y.-F.: The effects of electronic word of mouth
on product judgment and choice: The moderating role of the sense of virtual
community. Journal of Applied Social Psychology 42(9)/2012, 2326-2347.

[8] Hudson S., Huang L., Roth M.S., Madden T.J.: The influence of social media
interactions on consumer—brand relationships: A three country study of brand
perceptions and marketing behaviors. International Journal of Research in
Marketing 33(1)/2016, 27-41.

[9] Jager W.: Simulating consumer behaviour: a perspective. Rapport in het kort,
2006.

[10] Krizanova A., Stefanikova L.: Importance of the brand for consumer purchasing
decision in the slovak republic. Verslo Sistemos ir Ekonomika 2(2)/2012.

[11] Li F., Du T.C.: The effectiveness of word of mouth in offline and online social
networks. Expert Systems with Applications 88/2017, 338-351.

p-ISSN 2083-0157, e-ISSN 2391-6761

[12] Lien C.-H., Wen M.-J., Huang L.-C., Wu K.-L.: Online hotel booking: The
effects of brand image, price, trust and value on purchase intentions. Asia
Pacific Management Review 20(4)/2015, 210-218.

[13] Liu C., Du W.-B., Wang W.-X.: Particle swarm optimization with scale-free
interactions PloS one, 9(5)/2014, e97822.

[14] Lopez M., Sicilia M.: Determinants of e-wom influence: the role of consumers’
internet experience. Journal of theoretical and applied electronic commerce
research 9(1)/2014, 28-43.

[15] Lu J., Yang X., Zhang G.: Support vector machine-based multisource multi-
attribute information integration for situation assessment. Expert Systems with
Applications 34(2)/2008, 1333-1340.

[16] Ma Y., Zeng Y., Ren X., Zhong N.: User interests modeling based on multi-
source personal information fusion and semantic reasoning. International
Conference on Active Media Technology, Springer, 2011, 195-205.

[17] Marr B.: Really big data at walmart: Real-time insights from their 40+ petabyte
data cloud. https://www.forbes.com/sites/bernardmarr/2017/01/23/really-
bigdata-at-walmart-real-time-insights-from-their-40-petabyte-data-cloud

[18] Pan A., Choi T.-M.: An agent-based negotiation model on price and delivery
date in a fashion supply chain 242(2)/2014, 529-557.

[19] Polakowski K., Filipowicz S., Sikora J., Rymarczyk T.: Tomography
Technology Application for Workflows of Gases Monitoring in The Automotive
Systems. Przeglad Elektrotechniczny 84(12)/2008, 227-229.

[20] Poyry E., Parvinen P., Salo J., Blakaj H., Tiainen O.: Online information search
and utilization of electronic word-of-mouth. Proceedings of the 13th
International Conference on Electronic Commerce ACM 2011, 2.

[21] Wilensky U.: Netlogo. Center for Connected Learning and Computer-Based
Modeling, Northwestern University, Evanston.

[22] Yan Q., Wu S., Wang L., Wu P., Chen H., Wei G.: E-wom from e-commerce
websites and social media: Which will consumers adopt? Electronic Commerce
Research and Applications 17/2016, 62-73.

Ph.D. Eng. Tomasz Rymarczyk
e-mail: tomasz@rymarczyk.com

He is the director in Research and Development
Center in Netrix S.A. and the director of the Institute
of Computer Science and Innovative Technologies in
the University of Economics and Innovation, Lublin,
Poland.. He worked in many companies and institutes
developing innovative projects and managing teams
of employees. His research area focuses on the
application of non-invasive imaging techniques,
electrical ~ tomography, image  reconstruction,
numerical modelling, image processing and analysis,
process tomography, software engineering, knowledge
engineering, artificial intelligence and computer
measurement systems.

Ph.D. Tomasz Cieplak
e-mail: t.cieplak@pollub.pl

Doctor of Engineering, acting assistant professor
in the Department of Enterprise Organization
in the Faculty of Management, Lublin University
of Technology. He has extensive experience in
preparing and conducting lectures and training. What's
more, he has research experience gained in the
prepared doctoral dissertation at Saga University,
Japan. The area of research interest is the use model
of cloud computing in the enterprise, creating systems
based on SOA and the cloud computing model.

Ph.D. Grzegorz Klosowski
e-mail: g.klosowski@pollub.pl

Assistant Professor in Department of Organization
of Enterprise at the Faculty of Management of Lublin
University of Technology. The research interests
of the author include artificial intelligence, simulation
and modeling of engineering and business processes.
Leader and participant in several implementation
projects. Chairman of the Board of the Special
Purpose Vehicle of POLLUB-Invest Ltd., whose
purpose is indirect commercialization.

M.Sc. Pawel Rymarczyk
e-mail: pawel.rymarczyk@netrix.com.pl

In 2003, He graduated from IT studies at the
University of  Information  Technology and
Management in Rzeszow. In the years 2012-2016 he
was a PhD student at the Electrotechnical Institute in
Warsaw. Research interests are mainly focused on IT
applications.

otrzymano/received: 10.07.2018 przyjeto do druku/accepted: 15.09.2018


https://www.google.pl/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjq4qqzzO7OAhVGXiwKHX_4CcoQjRwIBw&url=https://pl.linkedin.com/in/pawe%C5%82-rymarczyk-065710b6&psig=AFQjCNHlCT0U5hldyiP-u5wxJw42NtxWVA&ust=1472834010429249

p-ISSN 2083-0157, e-ISSN 2391-6761

DOI: 10.5604/01.3001.0012.5284

IAPGOS 3/2018 47

OVERVIEW OF CURRENTLY USED WIRELESS ELECTRICAL VEHICLE
CHARGING SOLUTIONS

Damian Dobrzanski

Lublin University of Technology, Faculty of Electrical Engineering and Computer Science, Department of Electrical Machines and Drives

Abstract. This article describes the current systems for wireless electrical vehicles charging available for use and ideas how to improve efficiency of them,
differences between active and passive (static) contactless charging and also institutions and companies which work on development this kind

of technology.

Keywords: wireless charging, electrical vehicles, contactless charging, active charging, EVSE

PRZEGLAD WYKORZYSTYWANYCH BEZPRZEWODOWYCH SYSTEMOW LADOWANIA
POJAZDOW ELEKTRYCZNYCH

Streszczenie. Artykut opisuje aktualnie dostgpne systemy bezprzewodowego tadowania pojazdéw elektrycznych oraz koncepcje zwigkszenia ich sprawnosci,
roznice pomiedzy aktywnym oraz pasywnym (statycznym) tadowaniem bezstykowym a takze instytucje i firmy pracujqce nad rozwojem tych technologii.

Stowa kluczowe: tadowanie bezprzewodowe, pojazdy elektryczne, tadowanie bezstykowe, aktywne tadowanie, pojazdy elektryczne

Introduction

In the last few years, the automotive world is turn back to
history. It's really hard to say when and who was built the first
electric vehicle but with a lot of probability it was created between
1832-1839 by Robert Anderson [20]. But in 1900 in USA car
production was equal 1575 electric vs. 936 petrol car. The most of
society doesn't even know about it and take electric cars for a new
gadget, but if we look for dates someone could say “Electric cars
is nothing new” and he has the right. As we can see when we are
looking at a market, electric vehicles are becoming more popular.
All major car producers have or plan to have in their offer
electrical models. This kind of revolution brings many advantages
like cleaner air with less pollution, higher efficiency of car engine
(petrol engine achieves efficiency near to 40% as opposed to
electrical engines with efficiency higher than 90%) and finally
while using EV (electrical vehicle) we can significantly reduce
greenhouse gases. The most important limitation of EV is range
which is directly connected to energy density, for example in
gasoline this value is 46 MJ/kg and in lithium-ion battery is less
than 1 MJ/kg [11]. It only means that we have to fill the battery
more often than the petrol car. The most used kind of charging EV
is standard electrical plug with cable connected to home socket or
using EV fast chargers mounted in parking lots near large-area
shop or tank station or less in public places. For now we have four
most popular standards of chargers, with different plug and
charging power. Driver needs to know where is the charger which
is compatible with his car, then park car in range of cable, go out
from vehicle, authorize himself in system and connect it to charger
to start charging. This solution takes priceless time and is
uncomfortable when outside car is bad weather.

This paper is a short overview of few chosen solution which
could remedy this, all of them can be described as a wireless
vehicle charging system. The aim of the article is to present
existing contactless solutions for both individual users as well as
for companies and public space.

1. Standards of conventional charging of electric
vehicles

The beginnings of the actually existing standard dates back to
2003 when is published by International Electrotechnical
Commission (IEC) in IEC 62196 documents. Today all types of
wired EV charging should be compatible with requirements
described in IEC 62196 standard documentation which is divided
to three parts. First — IEC 62196-1 which describes general
information about interface between charging station and electric
vehicles. Second - IEC 62196-2 describes dimensional
compatibility and interchangeability requirements for alternating

current (AC) charging and the third — IEC 62196-3 where have
been included requirements for direct current (DC) or AC/DC
charging [17]. Right now we have four most popular standards
based on IEC 62196 which is use to charge electrical vehicles. The
first one is 62196 — type 1 — American and 62196 — type 2 —
European version of AC charging, second is Combo Charging
System (CCS) which is also divided to American and European
versions, this standard was first time connected AC and DC fast
charging in one plug. The most important different between US
and EU types are number of using AC phases this is due to the
greater popularity of the three-phase network in Europe. Third is
Japanese CHAdeMO-DC fast charging standard and the last one is
Tesla Supercharger. The most important technical parameters and
differences between them was shown in Table 1.

Table 1. The most important parameters of wired charging standards for electrical
vehicles [17, 19, 21]

Name Voltage Current Power Communication
V] [A] [kw]
62196 US 240 AC 80 19.2 PLC
62196 EU 480 AC 63 30.2 PLC
CCs1 500 DC <400 200 PLC
CCS2 500 DC <400 200 PLC
CHAdeMO 500 DC <125 62.5 CAN-bus
Tesla super-charger 480 DC <250 120 PLC

2. Wireless energy transfer the obsession of Nikola
Tesla

First time energy was transferred contactless probably by
Nikola Tesla in 1891 to supply lighting bulb, this concept is
shown in Figure 1. Two vacuum tubes lighted in an alternating
electrostatic field while held in the hand of the experimenter hand.
Between two metal plates each being connected to one terminal of
the induction coil secondary winding, was created electric field
[17]. We can speculate that he did not suspect that his concept will
be used after more than 100 years to charge many devices, from
smartphones, smartwatches to electrical vehicles. First hands-free
wireless charging had its debut in 2002 in Turin and Genoa to
charge electrical buses. Contactless power transfer system was
made by German company Conductix-Wampfler and it is still
working to this day. Since 2009 wireless charging has been
divided into two types, passive (stationary) and active (on line
charging or charging on move).
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Fig. 1. Teslas wireless energy transfer concept [19]

To understand the idea how wireless charging works we need
to know what conventional charger is built of. As is shown in
Figure 2 we can see two pairs of transistors (S1,S2 and S4,S3 or
S5,56 and S7,S8) for each side of charger, connected to DC bus,
in the centre there is a transformer with galvanic isolation.
Number of turns on primary and secondary side is strictly related
to power of the charger. After transistors there is a low pass filter
and a load, depicted by battery symbol. Transistors turn on and off
in pairs as below, to deliver power when it is necessary.
Transformer is used to achieve the required level of safety The
wireless charger isn’t more complicated than typical fast charger.
To build this kind of power transmission station we need to
replace transformer with galvanic isolation with two coils
transmitter (Tx) and receiver (Rx) and design compensation
system for each of parts as is shown on Figure 3, rest of the circuit
could be similar.
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Fig. 2. Bidirectional EV fast charger topology [10]
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Fig. 3. Bidirectional EV wireless charger topology

In wireless power transfer (WPT) [14] the transmitter and
receiver coils together form transformer with larger air gap than it
is in conventional charger. The current flowing through to the Tx
coil creates an oscillating magnetic field which is passes through
the Rx coil. This phenomenon was found and described by
Faraday, it's induces a AC voltage in Rx terminal. Inducted
voltage can be used directly or rectified by receiver [6]. In this
topology voltage on Rx clamp is rectified by four controllable
transistors and deliver to load. Of course each coil should be
calculated for assumed power, frequency and voltage. However,
designer must be aware of the limitations resulting from this kind
of solution. The most important of the aforementioned restrictions
is distance between coils which in a three-dimensional coordinate
system is defined as the “z-axis” variable, second one is centering
of both coils it's the “x-axis” and “y-axis” variable correlation bad
and good configuration was shown in Figure 4. WPT technology
is a collective name for any solution which is use to wireless
energy transfer, it’s divided to six types for different technology
and possible current or possible future applications starting at
portable devices charging and ending on biomedical implants or
MAGLEV (Magnetic Levitation) trains [1]. The Division and
exemplary use are presented in Table 2 and Table 3. Wireless
Power Transfer includes technologies like inductive coupling,
resonant inductive coupling, capacitive coupling,
magnetodynamic coupling, microwaves, light waves.

It should be honestly acknowledged that if the distance
between the coils is too large and their arrangement significantly
deviates from the central one, charging process could be
ineffective or not start at all.
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Table 2. The most important parameters of WPT types part 1 [1, 8]

. Resonant -
Inductive . Capacitive
Technology Counlin Inductive Counlin
piing Coupling piing
Range Short Medium Short
Directivity Low Low Low
Freq. Hz-MHz kHz-GHz kHz-MHz
Antenna Wire coils Tuned coils, lumped Metal plate
resonators electrodes
Current and Large scale
. EV charging, tooth Portable devices, routing,
possible .
. brush, stovetops Maglev, trains, RFID smartcards,
applications R
implants
Table 3. The most important parameters of WPT types part 2 [8, 9]
M to-d i
Technology agneto .ynamlc Microwaves Light waves
coupling
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Directivity N.A. High High
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Solar powered a‘gl €
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Fig. 4. Bad — not centralized coils in Cartesian coordinates, and on the right side
correctly designed coil system

3. Overview of existing commercial wireless
charging station for electrical vehicle

In this chapter there are shown chosen wireless charging
stations which are currently under development or have been
recently introduced to the market.

3.1. Qualcomm Halo

First one of wireless charging solutions which is described in
this paper is project Halo WEVC (Wireless Electric Vehicle
Charging) from Qualcomm. This American company is one of the
largest CPU producers (Central Processing Unit) for handheld
electronics like navigation units, smartphones, tablets and many
other devices.

Qualcomm Halo assumes wide availability of parking places
equipped with wireless charging station, if they plan was done,
users will be able to charge their cars almost anywhere, near work,
shop, church, school etc. A long awaited premiere of wireless
charging car solution from BMW based on Qualcomm technology
took place on 28th May 2018. It’s first vehicle with factory fitted
(optional of course) inductive charging. Whole system consists of
“GroundPad” — this element is nothing else than Tx coil with
security electronics in sealed case which could be used indoor and
also outdoor, Rx coil fitted to car chassis to receive energy and set
of sensors to navigate driver to park directly above GroundPad
[16] as is shown in Figure 6. Producer claims system charging
power at 3.2 kW level with efficiency rate near 85%. For now
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GroundPad can be only leased. The other cars with Qualcomm
Halo charging solutions include Rolls Royce 102EX and Renault
ZOE, but Qualcomm is an active member of standards
development organizations as 1SO, IEC and SAE. It should be
added that the Qualcomm Halo technology allows to charge up to
22 KW from 3-phase grid. Qualcomm Halo is aimed to OEM
producers and right now it is futile to look for it on free market.

1 Power supply 4 Vehicle pad

2z  Base pad s On board controller

Fig. 6. Qualcomm Halo WEVC system diagram [16]

3.2. Plugless Power

Another solution is “Plugless Power”. It's a proposal from
Plugless company which is founded by Evatran in 2009 year, after
TED conference (Technology, Entertainment and Design).
Similarly to Qualcomm, we have system built from two coils, one
Tx in charging pad, second Rx in car chassis and wall control
panel as is shown on draft in Figure 7.

Control Panel

| Vehicle Adapter » =

o ¢ Parking Pad

Fig. 7. Draft of the Plugless Power charging system [15]

Plugless Power charging system is tested and compatible with
Tesla S, BMW i3, Chevrolet Volt, Nissan Leaf. For this car,
Plugless offers on free market ready plug&play systems with two
charging power configurations which are described in Table 3
[15]. This kind of company policy supports popularization of
electrical vehicles and their wireless charging among non-
commercial customers. Unfortunately right now company doesn't
have European version of charging devices.

Table 3. Plugless Power technical parameters

Parameter Charging power

Charging power 3.2 kW continuous 7.2 kW continuous

Input voltage 120V (US type) 240V (US type 2 phase)

Connection NEMA5-15 Nema 14 - 50

Required connection

50 A wall socket
current

30 A wall socket

Durability of charging

pad 680 kg (per wheel) 680 kg (per wheel)
Temperature range -30°C to 50°C -30°C to 50°C
Distance between
charging coils (Air Gap) 10cm 10cm
Ground clearance 17.8 cm 17.8 cm

3.3. OLEV

In conventional contactless chargers solution users must find
parking place with wireless charger, park and wait to charge their
vehicles. Unfortunately even contactless charging or typical cable
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charging does not solve problems with range in one battery
charge, but OLEV technology approached this issue completely
differently.

OLEV (On-Line Electric Vehicle) technology was created in
Korea Advanced Institute of Science and Technology (KAIST)
where was first time tested [13]. This kind of charging system uses
SMFIR (Shaped Magnetic Field in Resonance) technology [16].
Now OLEV is developed by two companies, OLEV Korea and
OLEV Boston. OLEV technology is focused on buses and trucks,
because it’s weight is around 200 kg per vehicle and is too heavy
for passenger cars. This make sense with big transit buses and
trucks where length of vehicle combination is greater than for
example Nissan Leaf, and 200 kg more doesn't make a huge
difference especially when it could reduce weight of battery
without any negative impact to range, that allows to transport
heavier loads. Another idea of using OLEV is equipping airports
with this technology, every vehicle in closed area of airports could
be charging directly from lane, without any air pollutions.

Active charging conception, as is shown in Figure 8 is based
on cables or coils under the street surface and appropriate
modulation parameters of the voltage flowing through them and
adapted, compatible electrical vehicles.

Pickup module

Road embedded Regulator

power line

l"l
[#Begment | [ segmen [ segment | [_segment™
[ PowerON |

Power Inverter

Power
Inverter

Fig. 8. OLEV active charging system [3]

This mass-scale solution is still the future, but when road and
infrastructure managers equips roads with this system, a real
revolution may take place. Users will stop worrying about range
of their electrical vehicles, because they will be online charging
when they drive on specially designated road lanes. This
technology could significantly increase EV's sales.

3.4. Bombardier primove

Another big company that has made a large investments is
Bombardier, company known for the production of aircraft. Their
product is named primove and it's really complex, starting from
electrical cars, via e-buses, e-trucks and finally to trams. For
electrical cars solution is similar to Plugless Power, but for e-
buses, e-trucks and trams it introduces an innovative approach.

E-buses, huge percentage of this car type are using in cities to
transport citizens between bus stops. In other solutions e-buses
were charging only on bus depot or wirelessly from road lane.
First type is uncomfortable and the second one is too expensive
right now because it requires completely road renovation and road
infrastructure. Bombardier solution is cheaper and more realistic,
they propose to revitalize bus stops and put charging transmitting
coils under stops area. Someone after reading that could say, “ok,
but is nothing new” but primove is a smart charger, when e-bus
approaches the stop, charging pad under surface is launched and
Rx coil on e-bus chassis is lowered directly above Tx coils as was
shown on Figure 9. The only obstacle between coils is material of
bus stop surface. That solutions can improve speed, power and
efficiency of wireless charging, and also is invisible to citizens so
what is really important in old town area it doesn't disturb in
urban architecture [12].

Trucks, vehicles are responsible for transporting large objects
and loads but also for generating large quantity of greenhouse
gases. In last quarter of 2017 Tesla shown their first electrical
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truck prototype which name is Tesla Semi, truck with huge range,
near 800 km — but it’s a prototype. Bombardier found solution
also for trucks, they propose to build trucks wireless fast charging
ports not only in gas stations but primarily on most of delivery
points. That provides to driver but more to their company and
delivery point environment becomes more comfortable, clear and
cheap solution than petrol trucks, without any greenhouse gases.

Solution for trams, similarly to e-buses is designed directly for
cities, in conventional systems trams riding on rails and are
powered from overhead lines, this type of power also interferes
with architecture.

Fig. 9. Bombardier primove, contactless charging system for e-buses [12]:

1 - cooling unit, 2 — driver information system, 3 — central control unit, 4 — steering
pump, 5 — wayside electrical installation, 6 — vehicle detection, 7 — pick — up system,
8 — onboard sending device, 9 — charging slab, 10 — traction motor, 11 — 24V battery,
12 — heating, 13 — HVAC, 14 — primove propulsion system, 15 — primove battery
system

Primove proposes to connect static contactless charging with
active charging similar to OLEV, but static charging should be in
designated trams stops and the active charging should be
calculated and placed in the critical parts of lines. This solution is
less expensive than full OLEV technology and more comfortable
than only trams stops, this concept is shown in Figure 10. Another
advantages are minimising of architecture pollution, easy way to
install equipment in new or existing lines of trams because all
elements fit in space between tram rails, also entire system is
compatible with e-bus, that means in one investment cities could
use infrastructure for trams and e-buses, that is a big benefit also
for citizens, because city government will save huge money.

T T e

WL

e b—

Fig. 10. Bombardier primove, contactless charging system for trams [12]: 1 — pick-
up system, 2 — vehicle detection, 3 — onboard sending device, 4 — charging segment,
5 — traction motor, 6 — inverter, 7— primove battery system, 8 — power management

4. Conclusions

The biggest problem with contactless energy transfer (CET)
[5] charging is lower efficiency compared to conventional
solutions and loses resulting from air gap and dirt accumulating on
the coils. However it is possible to reduce losses in components of
charger by changing technology of used elements. For example:
changing using propylene capacitors can reduce dielectric losses
by 2%, or changing IGBT transistors to SiC MOSFET can reduce
inverter losses by 4% [2]. Unfortunately it doesn't solve the
problem with losses resulting from air gap, to reduce this value
proposal from primove seems to be justified, when we stop on
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charging point Rx coil or coils are lowered to the ground and lay
directly above Tx coils, the only obstacle between them is surface
area of the substrate which scientists and engineers should choose
or develop in way to minimizes contactless transfer losses.
Another concept to reduce losses in inductive power transfer (IPT)
circuit is compensation inductance leakage by appropriate
connected capacitor to reduce losses on AC side [4]. At this paper
was shown few comfortable ways to charge electrical vehicles,
this solution can contribute to popularization of EV's and
reduction of greenhouse gases. Also all electrical vehicles can be
considered a form of distributed energy storage which can be
charge when grid is oversupplied or can transfer energy to the grid
when it is necessary [7].
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ANALYSIS OF THE FLAME PULSATION SIGNALS USING A SHORT-TIME
FOURIER TRANSFORM

Zaklin Gradz

Lublin University of Technology, Institute of Electronics and Information Technology

Abstract. The main aim of the diagnostics of combustion process is ensuring its stability and efficiency. The most important aspect related to the
monitoring of the combustion process is a non-invasive acquisition of information from flame and subsequently subjecting it for further processing. Such
method of research allows to evaluate the course of the process and determine the characteristic conditions under which the combustion process is stable
or not. The article presents the application of short-time Fourier transform for the analysis of flame pulsation signals. The aim of the research was to find
an area especially sensitive to the change of combustion process conditions.

Keywords: combustion process, short-time Fourier transform, flame pulsation

ANALIZA SYGNALOW PULSACJI PLOMIENIA Z WYKORZYSTANIEM KROTKOCZASOWEJ
TRANSFORMATY FOURIERA

Streszczenie. Glownym celem stawianym diagnostyce procesu spalania jest zapewnienie stabilnosci i efektywnosci przebiegu procesu. NajwazniejSzym
aspektem monitorowania procesu spalania jest pozyskiwanie w sposob bezinwazyjny informacji z plomienia, a nastgpnie poddanie jej dalszemu
przetwarzaniu. Taki sposob badan pozwala na oceng przebiegu procesu i daje mozliwos¢ wyznaczania charakterystycznych stanow, w ktorych proces
przebiega stabilnie lub nie. W artykule przedstawiono wykorzystanie krétkoczasowej transformaty Fouriera do analizy sygnatow pulsacji plomienia. Celem
badan bylo znalezienie obszaru szczegdlnie wrazliweQ0 na zmiang warunkow w procesie spalania.

Stowa Kkluczowe: proces spalania, krotkoczasowa transformata Fouriera, pulsacja plomienia

Introduction 1. Analysis of the coal pulverized combustion

L process
The recent regulations implemented due to the need for

reduction of the emission of harmful gases into the atmosphere, Acquisition of the data pertaining to the combustion process
including nitrogen oxides (NOx) led to the popularization of so-  \which occurs under the industrial conditions requires the
called low-emission combustion techniques. In most cases, they  application of specialized measurement systems [1, 2, 6, 15].
involve the application of the combustion technology with air  Flame monitoring system devised in Institute of Electronics and
stepping, which is based on the formation of zones in the flame, in |nformation Technology of the Lublin University of Technology is
which combustion occurs with varying stoichiometry [3, 5, 7, 13]. an example of such a system [14]. The system, used for obtaining
Zonal combustion is a process in which maintaining the process  the measurement data from a flame is capable of conducting non-
conditions  within specific limits is especially important, in  jnvasive measurements in real-time. Figure 1 presented below

contrast to traditional combustion. Therefore, the application of shows the scheme of the considered flame monitoring System.
monitoring systems is necessary. Therefore, monitoring and

diagnostics of the combustion process are still a valid and relevant

issue of modern energy economics. ;
Combustion of coal dust under industrial conditions is a N \ a

complex process, which requires the application of specialized : / (‘.

measurement systems for diagnostics. A combustion process is ~u \\A‘

considered efficient when the combustion is stable and emission =3 ! “I

of resulting pollutants conforms to the valid standards. The FLAME

generated harmful combustion products include the ones that arise ’

from the burning of elemental coal and hydrocarbons in the case e

of [5]: =

e complete combustion of elemental coal — CO,, —

e incomplete combustion of coal and hydrocarbons — CO,
aldehydes, polycyclic aromatic hydrocarbons and soot.

MONITORING
/ FLAME
/ ZONES

FIBRE-OPTIC PROBE
///7 WITH
/OP'l'l(ﬂ\L FIBRE CABLE

COMBUSTION
CHAMBER

Within the group of combustion by-products, which arise from
the presence of fuel additives, one should also distinguish SOX,
NOx and ash [3]. In order to mitigate the emission of hazardous
compounds, the primary and secondary methods are commonly
used. The primary methods are employed directly in the
combustion chamber and involve preventing the creation or
reducing the undesirable combustion products. Low-emission
combustion is an example of a primary method. On the other
hand, the secondary methods are applied outside the combustion .
chamber and their aim is to eliminate the harmful substances using COMPUTER
catalytic reduction and absorption methods [5].

The signals acquired from the flame monitoring system are »  DATAPROCESING
non-periodic. Therefore, short-time Fourier transform can be
applied for their analysis and processing. Fig. 1. Flame monitoring system

BURNER

OPTOELECTRONIC BLOCK|
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The flame monitoring system comprises: a measurement
probe, photodetectors, and an optoelectronic block. In order to
conduct measurements, the head of optical fibre probe is mounted
through the hole inside the combustion chamber. The information
on the combustion process obtained from the flame is transmitted
by means of the measurement head and optical fibre bundles to the
optoelectronic block in the form of an optical signal. The
optoelectronic block is composed of four identical signal channels.
The channels 1-4 enable monitoring of different flame zones,
which was presented in Fig. 1.

The design of the probe used for research enables conducting
measurements under the conditions characterized by high
temperature and dusting. During the measurements, the flame
luminosity and pulsation are recorded. Flame luminosity is the
parameter that determines the temperature of flame, whereas
pulsation is a measure of flame turbulence [12]. In the
optoelectronic block, the data are transformed into an electric
signal which is subjected to further processing.

2. Frequency analysis of the signal

The analysis of the signals obtained from the combustion
process occurring in energy boilers may be conducted in a number
of ways. One of them involves the frequency analysis, which may
be carried out using the Fourier transform. Discrete Fourier
transform is expressed by the formula [10]:

X(K) = 3 W ey

n=0
where k=0,1,2, ..., N— 1 and Wy = e N,

Processing signals using Fourier transform may be carried out
using Matlab software, which is employed for the calculation of
the fast Fourier Transform FFT that is realized by the fft function
[9]. The correct result of the Fourier analysis of the signal sampled
with the frequency fs is possible only when the distribution of
harmonics in the range of positive frequencies does not interfere
with the range of negative frequencies [10]. This occurs when the
highest frequency in the signal does not exceed the Nyquist
frequency [10].

The frequency analysis is conducted while processing the
discrete signal x(n), in accordance with the following steps [16]:

o low-pass filtration,

o discretization in time, quatization and coding,
o multiplication of the signal with time window,
o indication of the discrete Fourier transform.

The parameters and equations of several selected discrete
windows w(n), which are applied during the frequency analysis,
were provided below. Using any function of the window w(n), a
fragment of the signal subjected to analysis is cropped. The time
windows require multiplication of subsequent signal samples with
the samples of time windows. These windows assume non-zero
values only for n = 0,1,2, ..., N-1, where N corresponds to any
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length of the windows [16] and are determined in the following

way [16]:

e Bartlett (triangular) window — width of the main lobe
Aml = 8x/N, relative suppression of the highest side lobe
Ay =26.5 dB, definition:

. 2n—(N —1)/2\\ @
N-1

e Hanning window — width of the main lobe Aml=8x/N,

relative suppression of the highest side lobe Aq=31.5 dB,

definition:
1(1 cos( 2 D (3)
2 N-1

e Hamming window — width of the main lobe Aml = 8xn/N,
relative suppression of the highest side lobe Aq=42.7 dB,
definition:

0,5470,46cos(—2m ] O
N-1

e Blackman window — width of the main lobe Aml = 12zn/N,
relative suppression of the highest side lobe Ay =58.1 dB,
definition:

0,42 osocos[ 2 ]+o OBcos( 4m ) ®)
N - N-1

The definition of window w(n) shows the dependence of
0<n<N-1.

Matlab software includes numerous defined functions of
windows, such as rectangular window, Blackman window,
Hamming window, Hanning window, and Bartlett window. The
figure presents examples of the window functions [10, 16].

---------- Hanning window

— — —Hamming window

— — —Blackman window
Bartlett window
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Fig. 2. Shape of the function of Hamming Hanning, Blackman and Bartlett windows

3. Analysis of the measurement data

The measurement data were acquired using the afore-
mentioned combustion process monitoring system. One of the
parameters recorded in the course of the flame measurements
involved its luminosity. Figure 3 presents the first stage of data
analysis, which included determining the flame luminosity within
the measurement cycle from 4 different channels of the optical
fibre probe.
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Fig. 4. Measurement of flame luminosity from channel 1-4
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Due to the large amount of measurement data, conducting the
analysis for an entire signal acquired from a single channel of the
optical fibre probe yields little information. Therefore, it is
necessary to perform separate analyses for each of the signals. The
conditions that influence the flame luminosity or its pulsation
include, i.a. changes in the air flow rate, inclusion/exclusion of
mazut or changes in fuel supply. The conditions prevailing in the
combustion chamber and the composition of the fuel burn have a
significant impact on the stability of the combustion process.
Separation of particular stable and unstable areas will enable to
obtain detailed information on the investigated process.

The next step of result preparation involved processing of
selected areas using windowed Fourier transform [4]. The data
were subjected to analysis with selected types of time windows,
using different lengths.
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Fig. 5. Fourier Transform graph with Hamming window with the length of N = 128
for the stable area |
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Fig. 6. Fourier Transform graph with Hamming window with the length of N = 1046
for the unstable area |
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Fig. 7. Fourier Transform graph with Hamming window with the length of N = 128
for the stable area |
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The figures below present the graphs showing the stable area |
for different window lengths: N = 128, N = 1046.

Figures 7, 8 show the graphs for the unstable area | with
different window lengths: N = 128, N = 1046.

The diagrams showed above were presented for the unstable
area | and Il and stable area I, which are especially vulnerable to
the changes in the conditions of the combustion process. The
graphs show the change in time of the flame pulsation frequency
for the areas considered stable and unstable. Increasing the length
of the time window is connected with and improvement in the
localization of the frequency domain and deterioration in the time
domain. On the basis of the analysis results it should be concluded
that the stable area | is the most vulnerable.

The graphs showing the unstable area Il for different window
lengths: N = 128, N = 1046 are presented in the Figures below.
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Fig. 8. Fourier Transform graph with Hamming window with the length of N = 1046
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Fig. 10. Fourier Transform graph with Hamming window with the length of N = 1046
for the unstable area Il
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4, Conclusion

Combustion of coal dust under industrial conditions is a very
complex process. Acquisition of data from a flame requires the
application of specialized monitoring systems. The systems must
be resistant to high temperatures and dusting. Their application
yields huge amounts of data pertaining to the combustion process.
The information obtained from the flame is transmitted in the
optical form to the optoelectronic block, where it is transformed
into electronic signal and may be subjected to further processing.
The paper presented the analysis of measurement data for 3
different states of the process — unstable (I and Il) and stable (I).
Due to the fact that changing the type of window does not impact
the Fourier transform, the article presents research conducted
using the Hamming window. Changing the window size had an
influence on indicating the signal frequency. Selecting a narrow
window in the time domain causes the window in the frequency
domain to become wide and vice-versa. While carrying out the
Fourier transform in the time domain is could be seen that the
window size has an influence on indicating the frequency of the
investigated signal [8, 11].
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DIGITAL TECHNOLOGIES FOR SUPPORTING THE MANAGEMENT
PROCESSES OF TEACHER PROFESSIONAL GROWTH WITHIN
THE DEPARTMENTS OF MANAGEMENT IN THE UNIVERSITIES
OF THE REPUBLIC OF POLAND

Victor Oliynyk, Iryna M. Androshchuk
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Abstract. The article examines the possible forms of self-management of the teacher professional growth of the management departments in the universities
of the Republic of Poland. The following forms of enhancement of the teacher professional level are analyzed as courses, studies, trainings and portfolio.
Distance and open education are characterized as alternative forms of self-management of the teacher professional growth in Polish universities. It was
established that teachers of management departments use information systems LMS, LCMS; digital platforms Moodle, ELIAS and USOS in the system
of higher education of the Republic of Poland.

The types of e-learning are described, its possibilities and influence on the teacher professional growth are characterized within the management
departments in the Polish universities. The questionnaires and interviews data are analysed for teachers of management departments in the universities
of the Republic of Poland, in which the ways and forms are indicated for self-management of professional growth preferred by the teachers
of the management departments of Polish universities. The role of digital technologies is analysed as an integral part in self-management of teacher
professional growth in the modern conditions of globalization and European integration of Polish society.
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TECHNOLOGIE CYFROWE WSPARCIA PROCESOW ZARZADZANIA ROZWOJEM
ZAWODOWYM NAUCZYCIELI AKADEMICKICH KATEDR ZARZADZANIA
UNIWERSYTETOW POLSKI

Streszczenie. W artykule rozwazono mozliwe formy samorozwoju nauczycieli katedr zarzgdzania uniwersytetéw Polski. Przeanalizowano nastepujgce
formy podwyzszenia kwalifikacji nauczycieli akademickich z wykorzystaniem technologii cyfrowych: kursy, szkolenia, seminaria, treningi, ksztalcenie
podyplomowe. Zostata scharakteryzowana edukacja na odlegtosé i edukacja otwarta jako alternatywne formy wsparcia procesu samozarzqdzania
rozwojem zawodowym nauczycieli akademickich uczelni polskich. Ustalono, zZe w systemie szkolnictwa wyzszego w Rzeczypospolitej Polskiej nauczyciele
katedr zarzqdzania najczesciej korzystajq z systemow informatycznych LMS, LCMS; platform cyfrowych Moodle, ELIAS i USOS.

Scharakteryzowano rodzaje e-learningu, opisano jego mozliwosci i wplyw na rozwéj zawodowy nauczycieli katedr zarzqdzania uczelni polskich.
Przeanalizowano dane kwestionariuszy i wywiadéw wspomnianych nauczycieli akademickich, podano wskazane przez osoby ankietowane sposoby i formy
samorozwoju zawodowego, preferowane przez nich. Przeanalizowano role technologii cyfrowych jako integralnej czesci samodoskonalenia si¢ nauczycieli
w nowoczesnych warunkach globalizacji i integracji europejskiej polskiego spoteczenstwa.

Stowa kluczowe: edukacja otwarta, nauczanie na odleglos¢, e-learning, rozwoj zawodowy, samoksztalcenie, samorozwdj, zarzadzanie, cyfrowe platformy edukacyjne,
technologia cyfrowa

Introduction Actual scientific researches and issues analysis
The problem of using digital technology is the subject of
Changes occur in  consciousness, approaches to interest as an effective form of self-development support for many

scholars. The place and role of digital technologies in the teacher
professional development are explored among Ukrainian
researchers by Y. Bykov, A. Gurzhii, L. Liahotska, S. Kasian,

professionalism, determination of its level, forms and ways of its
self-development in the times of rapid changes in world society,
economy, science and technology. Actual Polish commonwealth

of scientists frequently brings up the issue of creating conditions
for continuing education for teachers. Polish universities
increasingly afford access to educational, didactic, scientific
materials and sources within the framework of open and distance
education. Courses, trainings, conferences, seminars are offered
both for lecturers and students through online mode. The e-
learning has become very popular offered by universities, state
and non-state educational institutions, which organize
qualification upgrading courses, trainings, courses, etc.

Target setting

The need for teacher self-development is beyond doubt in the
Polish academic community, since everyone who works at a
Polish (both state and private) university carries out self-
assessments at the end of the academic year; his professional
activity is also evaluated by students, heads of structural units of
the university as departments, faculties, institutes, which makes
the teacher constantly improve oneself and raise the professional
level. Both the senior managers of Polish universities and the
teachers themselves are aware that no one can plan teacher
professional development management better than make it oneself.
As far as this planning involves the assessment of real resources,
the determination of the strategic goal, the pace setting and a time
for its achievement.

T. Mahyna, V. Oliynyk; the use of digital and cloud technologies
in management is analyzed by V. Kamyshyn, N.Klokar,
V. Oliynyk, Z.Ryabova, T. Sorochan; the problem of digital
technologies is the subject of research among the Polish scientists
by I. Garnik, V.Wojcik, A.Zapasa, L.Koziol, M. Koziol,
J. Kolodziej, P. Komada, P. Kopcial, K. Redlarski; questions of
personal and professional development are of interest to
D. Becker-Pestka, J. Kolodziej, C.Pujer. However there is
currently no comprehensive study analyzing the role of digital
technologies in the process of supporting the teacher professional
self-development within the departments of management in the
universities of the Republic of Poland. That accounts for the
urgency of this article.

The objective

The objective of the scientific intelligence is to characterize
the most common forms of self-development of the teacher
professional competence within the departments of management
in Polish universities and to outline the significance of digital
technologies in this process.
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1. Theoretical and methodological framework
of the research

The analysis of the legal framework, scientific sources,
university development strategies, questionnaires and interviews
of teachers of the management departments in the state
universities of the Republic of Poland provide grounds for arguing
that the teacher professional growth takes place due to the planned
processes of management and self-management in Polish
universities. The professional growth of teachers and other
employees is indicated for strategic purposes in the development
strategies of Polish universities since the quality level of education
offered to students depends on the teacher level of professio-
nalism. We analyze the teacher self-development powered by
digital technologies within management departments in the
universities of the Republic of Poland in the framework of given
intelligence rapidly developing and occupying a prominent place
among all other innovative educational and managerial
technologies.

We will represent the interpretation of the concepts of
"profession” and "teacher" by Polish scientists in order to reveal
the theoretical aspects of the above problem. According to
T. Nowacki considered the creator of the pedagogical work in the
Republic of Poland, "the profession means the implementation of
a number of socially useful measures separated as a result of the
division of labour requiring for the appropriate knowledge and
skills from the employee as well as psychophysical features that
determine the work of a professional, are systematically repeated
and a source of funding for the worker and his family"”
[15, p. 287].

In the normative-legal framework of higher education of the
Republic of Poland, the concept of "teacher" is defined as "nau-
czyciel akademicki — academic teacher (translated by author)".
This person works in the higher education system as a didactic,
scientific and didactic or just scientific worker. An academic
teacher should be distinguished from a teacher working in school.
According to the dictionary of occupational titles, which is current
on the territory of the Republic of Poland, "academic teacher" is
placed under the cipher 2311, and then specialties are listed for
various fields. Teachers of the management departments belong to
humanistic sciences — 231106 [14].

The analysis of theory and practice has confirmed the
assumption that each teacher working in the management
departments is a participant of the professional growth process.
Teachers of the management departments in the universities of the
Republic of Poland analyze and fix the following in order to plan
their own professional growth: 1) the existing level of
professionalism; 2) the expected level of professionalism in the
close-up and distant perspective; 3) measures necessary to achieve
the expected level of professionalism; 4) analyze required
resources (human and material) for this purpose; 5) monitor their
own professional activities.

Continuing education reflected in the Law on Higher
Education in Poland plays a significant role in the self-
development process of the teaching staff of the management
departments. It concerns the renewal and deepening of general
knowledge, skills and professional qualifications of both
employees and employers [18]. Courses, seminars, trainings,
internships constitute forms of continuing education for teachers
in the Polish universities. It can be organized both at the place of
work and away from it. Polish scholars unite forms of the
education organization into two groups [11, p. 468-473]: away
from the place of work including lecture, discussion and at the
place of work including instruction, coaching, mentoring.

The purpose of courses and trainings is largely to expand the
competencies of the employee in a particular industry. Training is
characterized by systematic and planned nature. Trainings and
courses allow the teacher to acquire the knowledge required to
complete the tasks of the department and the university. It also
creates opportunities for the satisfaction of the needs of the higher
educational institution in the field of its staffing policy [11, p. 7].
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Planned courses and trainings proceed on the basis of SWOT-
analysis in Polish universities, aim at forming new competencies
or developing existing ones at the level indicated for the near
future by the teacher filling out the questionnaire. Scientists
distinguish these definitions and emphasize that the course is a
broader concept than training in the system of continuing
education of the Republic of Poland [6, p. 61].

It is worth noting that postgraduate studies are one of the
important forms of the teacher professional growth within the
management departments. According to the Law on Higher
Education of the Republic of Poland, postgraduate education is a
mode of study that can be used by those who have the first degree
(bachelor) [18]. This studies differ from the one described above
with a specific structure and correspondence to the National
Qualifications Framework. According to Polish law, the duration
of studies is not less than two semesters and the result of training
is the postgraduate thesis defence and obtaining a diploma
complying with a certain qualification degree. 33% of respondents
indicated that they had postgraduate education (second higher
education, postgraduate studies, etc.) and 67% of teachers do not
have such kind of education while questioning teachers of the
management departments in the universities of the Republic of
Poland. At the same time 89% of them obtained postgraduate
education using distance or intramural and distance form of study.

There is a large number of hours for self-study namely self-
education in the postgraduate studies programs. The concept of
self-education is meant self-acquisition of knowledge in Polish
scientific community. We agree with D. Jankowski, who notes
that "self-education is a process, that is a number of logically
interrelated, precisely organized actions of the person being
trained who is aimed at an independent, rudderless obtaining
the necessary information, intellectual and manual features
as well as the development of such cognitive abilities as
observation, attention, imagination, memory and critical thinking"
[7, p. 120-121].

The teacher professional growth within the management
departments and their qualification enhancement are associated
with rapidly changing labour markets in Poland and the world.
Technological and informational development of the world society
has led to the fact that Internet and accordingly digital
technologies affect the nature and content of continuing adult
education in each industry.

Poland's Development Strategy until 2020 grounds the
development of the digital society of the country on strengthening
of three areas: infrastructure, content and services development as
well as demand. First and foremost the latter requires the maturity
of the digital competencies of individuals who do not use
the Internet at all and development of the competences of
individuals who are closely related to Internet and digital
technologies and use it [13].

The report "Information Society in the Figures by the Ministry
of Administration and Digitalization" (2014) states that "digital
competences are a group of information competencies covering
the ability to search for information, its understanding, assessment
of its probability and suitability, informatics competencies, which
are the ability to use a computer and other electronic learning
tools, the Internet as well as various digital applications, programs,
and create a digital content, as well as functional competencies,
which are the ability to apply the above-mentioned competencies
in practice" (translated by author) [17]. The digital competencies
mean the knowledge, skills, high level of self-motivation and self-
awareness in this case which allow effectively using of existing
digital technologies in professional activity for teachers of the
management departments in the universities of the Republic
of Poland.

As a result of the intelligence analysis exploring the
application of digital technologies we note that digital technology
as we know it is an innovative technology using digital technique
and information systems; the activity of technical, economic and
organizational nature with an eye toward introducing digital
devices and digital systems into the development of various



p-ISSN 2083-0157, e-ISSN 2391-6761

sectors of the country. Dramatic changes have taken place in the
system of higher education in the Republic of Poland during the
last decade in the implementation of digital technologies in
university education. Therefore, a problem appeared in the studies
of teachers and university staff in order to form the competencies
necessary for the use of digital technologies both in the
educational process and in self-development support.

The introduction of open educational platforms is a topical
issue in the university practice In the Republic of Poland: Polish
specialists are working to create a platform for all teachers, which
will give equal access to interactive educational materials from
various subjects and will also offer an electronic journal of the
same form for all universities. This platform should have
educational digital content. It will include publications of
educational content, information about vacancies for teachers, the
possibility of raising the level of professionalism (planned
courses, seminars, trainings, etc.).

It should be emphasized that a digital policy is carried into
execution in the Polish society based on the digital education of
the individual; this is a change in the attitude towards the digital
world. Much attention is paid to the application of the cloud as a
model for managing digital educational tools and learning
environment. There is a comprehension of the need for
simultaneous enhancement of the level of didactic and digital
competencies among the participants in the educational process in
the Republic of Poland; the concept of cyber-didactic
competencies has been formed for this purpose. The goals of
cyber-didactics include activating a "student” (a person who
studies), providing interaction between a "student” (a person who
studies) and a ‘"teacher" (a person who teaches) and
individualization of training (an individual training program in
accordance with the "student's” requests).

The introduction of digital learning technologies has led to the
emergence of a new system called e-learning and provides the
opportunity to conduct training, courses, seminars and implement
postgraduate learning through digital technologies. The use of the
aforementioned  system undoubtedly contributes to the
effectiveness of self-education and planning of support for the
teacher self-development.

The concept e-learning has several synonymous terms in the
Polish language as "distance learning" and "online education”. As
scientists point out the great positive of such training is that the
person while studying can raise his professional level at a
convenient time and in a convenient place [10, p. 48]. E-learning
is understood to be somewhat broader in scientific sources.
It concerns learning supported by such tools as computer
programs, platforms, electronic sites, pages, educational portals
and services, teaching and didactic materials on electronic media
[5]. E-learning requires high motivation for training. Those who
study must develop their own will power, motivate themselves to
work out the material, accomplish tasks, and acquire the digital
learning technologies independently [3].

According to questionnaires, teachers of management
departments often choose distance courses and training usually
carried out using the e-learning platform. The reason for this is the
material resources (savings on accommodation, travel), the
combination of work and study (non-working time education),
time management and the opportunity to study in a convenient
place and at an appropriate pace. Teachers note that e-learning
courses and training allow them to work with materials at a
convenient time often checking the level of the acquired
information, controlling their achievements in education, staying
in touch with the authors of educational materials, moderators,
tutors, having the opportunity to ask questions and promptly
receive answers to it.

Teachers mostly use such components of the teaching
materials on the platform as text; simple graphical and multimedia
elements as photographs, drawings and animations; movies and
audio files containing educational information; tests and tasks;
various types of advancement questions and tasks, lexicons,
auxiliary files, hyperlinks [19, p. 16].
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Unfortunately, not all Polish universities fully use digital
learning technology. The reason for this is largely the inadequacy
of technical capabilities to the requirements; the attachment
of senior managers of university and structural units to standard
forms of education, the stereotype prevalence of the of middle and
senior age teachers, who consider that the intramural form
of education during courses, training and postgraduate education
forms a higher level of professional competences. In this context
85% of the interviewed teachers aged 60 and older argue that self-
education is effective working out books and articles in printed
form in reading rooms of academic libraries or at home; while
90% of teachers under the age of 60 prefer internet resources,
electronic books and electronic articles, visit electronic libraries
belonging not only to universities of the Republic of Poland but
also to other countries of the world, although do not reject the
processing of printed sources. They also note frequently usage of
such digital learning media as computers (laptops), tablets,
multimedia whiteboards, projectors, and digital programs for
creating educational projects.

The analysis of the university sites of the Republic of Poland
confirms the fact that the number of educational digital platforms
is increasing every year at state universities. Distance learning
centers are established forming courses, trainings, seminars based
on customer requests, their requirements and wishes; the
drawback noted by the teachers is that such forms of e-learning
offered by distance learning centres are paid. However teachers of
the management departments note in questioning and interviewing
that combination of traditional and innovative forms of training
among which digital technologies are more and more popular
embodies the future of both the Polish and world university
education.

The combination of traditional forms of learning and
e-learning is called blended learning or b-learning [19, p. 64-65].
As the analysis shows e-learning can completely duplicate the
traditional form of learning in practical use taking into account the
peculiarities of e-learning or supplement the traditional form of
learning with the relation that the teacher who studies will
determine for himself. Teachers of the management departments
mentioned in the interview that they typically use b-learning.

The development of e-learning has led to the emergence of its
two directions in Polish universities: corporate and academic [19].
Corporate e-learning is first of all directed to achieving the goal of
increasing the competitiveness of the firm (in our case it is the
University of the Republic of Poland) through the development of
human resources (in this case it is the teaching staff of the
management departments). "A characteristic feature of corporate
e-learning is the fact that it can be performed apart from the
educational institution” [9, p. 64]. As for academic e-learning it is
"characterized by much wider goals than the improvement of the
educational process and its economic processes" [9, p. 65]. This is
due to the fact that academic e-learning has to fulfil practically all
university functions and transfer the learning process to the
network. The aforementioned areas of e-learning develop
independently of each other and differ not only by objectives but
also by methods and means serving its implementation.

The dominant types of information systems supporting
e-learning in Polish universities are following [2, p. 29]:

e LMS (Learning Management System) is a system that allows
to report, administer and monitor your academic
achievements, manage your teaching materials and rights and
also register for course participants;

e LCMS (Learning Content Management System) is a system
that enables the creation, edition, access and management of
didactic content; it ensures an opportunity to control the
process, to create didactic content, as well as to archive it
beyond the functions available under the LMS.

Moodle is the most common among the educational digital
platforms used by universities in the Republic of Poland, since it
has a free license and this significantly saves the budget of
universities. 1500 connections to this platform are fixed in Poland
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[2, p. 30]. Digital platform ELIAS is also presented on the Polish
market of higher education. Like Moodle, it has a modular
structure but offers wider opportunities for individual user needs
and also has the ability to integrate with other digital systems
operating in the university and serving deans, academic
communities and scholarship commissions that contain solemn
information on didactic materials, announcements, vacancies or

additional classes [2, p. 34].

Before long the USOS system (Uniwersytecki System Obstugi
Studiéw) is gaining in popularity, it was installed at the University
of Warsaw at the Faculty of Mathematics, Computer Science and
Mechanics in 2000 as the first version. The MUCI Consortium
(Migdzynarodowe Centrum Informatyzacji — International
Informatization Center) was specially created to this end, which
task was to develop and implement a management system of
educational and organizational processes at the universities in the
Republic of Poland. Such a system operates to the full extent in 17
state Polish universities. Many universities have implemented
some of its capabilities as electronic student registration,
electronic deans, electronic libraries, etc.

On-line services in the USOS system are carried out with the
assistance of three-level architecture and associated with such free
information and communication technologies as PHP, Smarty |
Python.

Teachers of the management departments are quite active in
the USOS system. It holds their workload, curriculum, schedule of
classes and consultations, an individual support for students
(tasks, decisions, tests, review works, assessments, scientific
guidance on writing course papers and thesis). Many universities
also have a public interface for integrating the USOS system with
other electronic systems functioning in a higher educational
institution — USOS API. USOS can also collaborate with the local
systems of a specific university: an e-mail server, a central
authorization server, e-learning on the Moodle platform, library
systems.

Analysis of the digital platforms usage suggests by teachers of
management departments in the universities of the Republic of
Poland that they frequently use the USOS local system — 85.7% of
respondents; 42.9% of teachers use the Moodle system; other
platforms are used by 57.1% (respondents could choose several
answers) [1].

A new culture has been formed in the digital environment in
higher education of the XXI century: open digital educational
means — e-means for formal education; e-textbooks, textbooks on
the Internet (scattered, hypertext, multimedia). Polish students
tend to have no formal textbooks, but digital analogues to printed
textbooks. Inference should be drawn that the teacher of the Polish
university must be the author of digital content. For this purpose
Polish universities and institutions of non-formal education
organize and conduct courses in order teachers to receive
information and media education that is the ability to find
information, analyze it, distinguish it from the false one, to
process and create digital content based on standard documents.
Moreover, the digital humanities should be adhered meaning to be
able to combine humanistic and digital practices.

Despite the constant development of digital technologies in
higher education in the Republic of Poland, there are many
unresolved issues:

e dissonance between the student activity in the digital world
(online life) and constraints dominated in Polish universities
as well as the teacher perceptions of the Internet role in the life
of students;

e presence of non-motivated teachers regarding the use of
digital technologies in teaching activities and in professional
self-development support;

o functioning university documents related to the digital world
(password-protected Wi-Fi daily requiring for manually
update IP-addresses, complications in access to digital means);

e absence of real (registered in normative documents) incentives
and motives for introducing digital technologies into the
educational process by teachers;
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e misconception of senior managers of universities in the
Republic of Poland and its structural subdivisions (institutes,
faculties, departments) that acquisition of digital means and
provision university staff with digital programs is the
sufficient condition to support their professional growth and
improve the quality of education.

2. Research results

In the context of the above, it was established that digital
technologies play a significant role in supporting self-management
of the teacher professional growth within the management
departments in the universities of the Republic of Poland.
Teachers note that the development of their professional
competence takes place during seminars — 66.7%; courses —
33.3%; internship — 33.3%; trainings — 6.7%. Concerning the
availability of postgraduate education 33% of the questioned
teachers reported the answer "yes", 67% answered "no". At the
same time 89% of them underlined that, all of the above-
mentioned forms of training were received through e-learning. All
respondents acknowledged that they prefer e-learning, distance
learning and open education while 57.1% of the questioned
teachers of management departments used this form in their
teaching activities in the universities of the Republic of Poland;
42.9% used as students.

3. Conclusions and perspectives for further studies

Taking into account the foregoing we can assert digital
technology of support is dominant in the management of self-
development of professional competence of teachers within the
management departments of Polish universities. Continuing
education in shape of courses, seminars, trainings, postgraduate
education plays a crucial role in the process of the self-
management of teacher professional growth in Polish universities
at the present stage of world society development. All of these
forms of obtaining new competences or improving existing ones
are increasingly being offered to teachers in the universities of the
Republic of Poland in the form of e-learning both in distance and
open education using digital technologies.

As noted, most of the teachers of management departments
use digital technologies as a source of new information and an
opportunity to improve their professional level in their
professional activities in Polish universities. Within the
framework of self-education teachers are attenders and
participants of educational and scientific portals, sites, have their
own electronic professional blogs, use the services of electronic
libraries and bookshops, express their thoughts on online forums,
collect information about conferences, seminars, courses,
trainings, postgraduate education and are its active members, post
their own e-portfolios and create websites reflecting personal and
professional growth.

According to the analysis of sources, questionnaires and
interviews of teachers of the management departments, they prefer
digital technologies in the process of supporting self-development
management. Such digital platforms as Moodle, ELIAS and local
USOS platform facilitate it. At the same time, LMS (Learning
Management System) and LCMS (Learning Content Management
System) are the dominant types of information systems used by
the universities of the Republic of Poland. Teachers save time and
money as digital systems, platforms and digital technologies offer
a variety of forms and ways for developing existing and new
competencies and enable to study without discontinuing from
basic teaching activities and meet the requirements of students on
placing materials for their usage.

Despite the urgency and great achievements in the application
of digital technologies in the supporting process of the teacher
self-development in universities of the Republic of Poland, there
are a range of problems demanding to be addressed both by
teachers and the senior managers of universities and its structural
units (institutes, faculties, departments): to use digital technologies
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for the purpose of creation open access for participants of
educational process to educational university content; to promote
the motivation of teacher self-development; to create a system of
mechanisms for stimulating teachers for the active use of digital
technologies; to facilitate the creation of conditions for exercises,
courses, trainings with the use of digital technologies at the
university where the teacher works.

Perspectives for further studies in this area are the study and
description of the conditions for the teacher professional growth of
the management departments in the university of the Republic of
Poland.
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SPOTKANIE PRZESZY.0SCI Z PRZYSZLOSCIA, CZYLI MUZEUM JAKO
BUDYNEK TYPU SMART

Mirostaw Dechnik

Politechnika Krakowska im. Tadeusza Kosciuszki, Matopolskie Laboratorium Budownictwa Energooszczgdnego

Streszczenie. W artykule przedstawiono charakterystyke technologii Smart Building w kontekscie zastosowania w budynku muzeum. Zaprezentowano rolg
zintegrowanego systemu sterowania i automatyzacji w inteligentnym budynku muzealnym, jego funkcje, a takze problematyke maksymalizacji efektywnosé
energetycznej, przy jednoczesnym zapewnieniu optymalnych warunkoéw konserwacji zabytkoéw oraz przebywania ludzi.

Stowa kluczowe: muzeum, automatyka budynku, efektywnos$¢ energetyczna, inteligentny budynek, Smart Building

THE PAST MEETS THE FUTURE - A MUSEUM AS A SMART BUILDING

Abstract. This article presents the characteristics of Smart Building technology in the context of their implementation in a museum building. The role of
integrated building automation and a control system in an intelligent museum building, its functions, and the issue of maximizing energy efficiency, while
ensuring the optimal conditions for preservation of relics, as well as people comfort were presented.

Keywords: museum, building automation, energy efficiency, intelligent building, Smart Building

Wstep

Dynamiczny rozwdj techniki cyfrowej spowodowal, ze w
wielu dziedzinach Zycia wykorzystuje si¢ technologie
informatyczna, systemy komunikacji oraz automatyki. Znalazly
one zastosowanie takze w budynkach, tworzacych nasze
bezposrednie otoczenie, w ktorych wspolczesny czlowiek spedza
wiekszo$¢ czasu. Zjawisko to, doprowadzito do rozwoju idei
»inteligentnego budynku”. Okres$lenie to wywodzi si¢ z
anglojezycznego Smart Building [4].

Nowoczesna idea Smart Building, wkracza takze do obszarow
dotychczas utozsamianych z przeszloscia — budynkoéw
muzealnych. Muzea rozumiane jako instytucje towarzysza
ludzkosci od ponad 200 lat, natomiast §wiadome gromadzenie
kolekcji ma juz przeszto 2000-letnig historie. Rola muzedéw jest
ochrona zabytkéw stanowigcych dziedzictwo ludzkosci oraz ich
udostegpnianie publicznosci w formie wystaw. Mimo postepujacej
cyfryzacji zbiorow i trwajacemu juz od dziesigcioleci procesowi
zastgpowania  rzeczywistosci  fizykalnej  rzeczywistos$cia
reprodukcji, ludzie wciaz chetnie odwiedzaja muzea [11, 13].

Poczatki idei inteligentnego budynku siggaja lat 70-tych XX
wieku. Rozwoj technologii, a takze zmieniajace si¢ potrzeby ludzi,
wywieraly wptyw na pojecie ,,inteligentny budynek”, powodujac,
Ze jego znaczenie nieustannie ewoluowato. W réznych regionach
$wiata wypracowano liczne interpretacje tego okreslenia, ktore do
dzi$ nie zostaly ujednolicone. Jako ,,budynek inteligentny”, mozna
obecnie okresli¢ obiekt, ktory w sposob zintegrowany, efektywnie
zarzadza zasobami, uslugami i ich wzajemnymi powigzaniami w
celu zaspokajania zmieniajacych si¢ potrzeb jego uzytkownikow,
przy jednoczesnej minimalizacji kosztéw i ciaglym poszanowaniu
srodowiska naturalnego [4, 20].

Za ,inteligencj¢” budynku odpowiada zintegrowany system
sterowania i automatyzacji, czyli system BACS (ang. Building
Automation and Control System) umozliwiajacy pelng wspotprace
z urzadzeniami/systemami automatyzacji budynku. Jest on takze
nazywany systemem zarzadzania budynkiem BMS (ang. Building
Management System) lub systemem zarzadzania i sterownia
budynkiem BMCS (ang. Building Management and Control
System). Za obstuge poszczegdlnych funkcji  budynku
inteligentnego sa odpowiedzialne inteligentne (typu Smart)
instalacje elektryczne, bedace wyspecjalizowanymi systemami
automatycznego sterowania, okre§lanymi réwniez jako systemy

automatyki budynkowej. ,Inteligencja” budynku wynika z
mozliwoéci  efektywnego  wspotwykorzystania  dostepnych
urzadzen technicznych, dzigki zintegrowanemu zarzadzaniu

systemami automatycznego sterowania. Natomiast jej stopien
zalezy od zastosowanych systemow, ich wzajemnych powigzan
oraz oprogramowania 1 zaimplementowanych algorytmow.
Odroznia to budynki inteligentne, od ,,zwyklych” budynkow
wyposazonych w niezalezne systemy sterowania [4, 14].

Koncepcja Smart Building jest jeszcze stosunkowo mitoda,
zwlaszcza w zastosowaniu krajowym. Dopiero nowe obiekty —
gldwnie uzytecznosci publicznej — wyposaza si¢ w ,.inteligentne”
rozwigzania, natomiast zdecydowana wigkszo$¢ istniejacych
budynkéw wciaz bazuje na tradycyjnych instalacjach
elektrycznych [4].

Wspolczesnie jednym z najwigkszych wyzwan stojacych
przed muzeami jest redukcja zapotrzebowania na energie.
Organizacja muzeum jako budynku typu Smart otwiera nowe
mozliwos$ci minimalizacji zuzycia energii, niedostgpne dotychczas

dla  tradycyjnych rozwigzan, umozliwiajac jednoczesne
zachowanie =~ warunkéw  mikroklimatycznych  sprzyjajacych
konserwacji zabytkéw, komfortu przebywania ludzi oraz

bezpieczenstwa uzytkowania budynku. Osiggnigcie kompromisu
jest jednak w tym przypadku bardzo trudne. W celu odpowiedniej
konserwacji zabytkow konieczne jest zapewnienie okreslonych
oraz stabilnych warunkéw mikroklimatu wne¢trza w zakresie
temperatury 1 wilgotnosci, a takze mozliwie niskiego poziomu
o$wietlenia. Z drugiej strony odwiedzajacy i obstuga wymagaja
doskonatych warunkéw termicznych i o$wietleniowych, a takze
wysokiej jakosci powietrza. Ponadto w muzeach czg¢sto w jednym
pomieszczeniu sgsiadujg ze soba eksponaty wykonane z r6znych

materialow, o zréznicowanej wrazliwosci na  czynniki
srodowiskowe. Wazne sa rowniez kryteria ekonomiczne
zastosowanych rozwigzan. Ta wielokryterialna specyfika

wspotczesnego muzeum, czyni proces projektowania budynku
muzealnego niezwykle ztozonym zadaniem [4, 7, 8, 14, 15, 19].

Mozliwos$ci uzyskania wysokiej efektywnosci energetycznej
budynku muzeum, nie zaleza wylacznie od funkcjonalno$ci
samego systemu automatyki, ale wymagaja takze odpowiedniej
konstrukeji instalacji technologicznych z nim wspotpracujacych.
Instalacje te powinny by¢ wzajemnie dopasowane do zaktadanego
stopnia wptywu systemu automatyki na efektywno$¢ energetyczng
budynku. Konieczna jest wigc integracja procesu projektowania i
udziat projektanta automatyki budynkowej juz na etapie tworzenia
zatozen funkcjonalnych dla budynku oraz jego $cista wspotpraca z
projektantami innych branz [4, 7].

1. Znaczenie wlasciwych warunkéw
mikroklimatycznych w muzeum

W Holandii jeszcze w latach 80-tych XX wieku, zwracano
niewielka uwage na znaczenie warunkow mikroklimatycznych
panujagcych w muzeum w kontekécie zagadnienia ochrony
eksponatow. Dopiero w latach 90-tych XX wieku zainicjowano
dziatania majace na celu wyposazanie budynkéw muzealnych w
rozwigzania, umozliwiajace wytworzenie warunkoéw bezpiecznych
dla obiektow zabytkowych, opdzniajacych zachodzace w nich
procesy starzeniowe [13].
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Obecnie znane sa rozne rodzaje mechanizméw uszkodzen
obiektow zabytkowych, na skutek oddziatywania warunkow
mikroklimatycznych wnetrza (rys. 1). Mechanizmy te prowadza
do  przyspieszenia  procesOw  starzeniowych  obiektow
zabytkowych. Na ich podstawie mozna sklasyfikowa¢ czynniki
zagrazajace trwatosci zabytkow [10]:

e warunki temperaturowo-wilgotno$ciowe wnetrza,
e jakos¢ powietrza, tj. zawarto$¢ pylow, zwiazkow chemicznych

i czynnikdéw biologicznych,

e os$wietlenie naturalne (dzienne) i sztuczne.

Stopien niszczacego dziatania tych czynnikow jest zalezny od
rodzaju materiatu, z ktérego sa wykonane obiekty zabytkowe oraz
czasu ekspozycji na czynnik niebezpieczny.

Na $wiecie, zwlaszcza w krajach posiadajacych stosunkowo
duzo zabytkow, utworzono stosowne normy i regulacje prawne,
okreslajace bezpieczne warunki $rodowiskowe dla przecho-
wywania lub ekspozycji tego typu obiektow, rowniez w zaleznosci
od typu kolekcji. W Polsce funkcjonuja nieformalne tzw. normy
konserwatorskie oraz zalecenia normy PN-EN 15757. W r6znych
opracowaniach naukowych i normach optymalne warunki
mikroklimatyczne dla zabytkéw sg jednak zréznicowane [2, 8, 9,
10, 23].

Mechanizmy uszkodzen

obiektéw zabytkowych

= mechanicznie

nastepstwo zmian rozmiarow obiektow, na
skutek fluktuacji wilgotnosci powietrza
(wrazliwe sa zwtaszcza higroskopijne
materiaty organiczne np. drewno)

biologiczne

efekt rozwoju mikroorganizméw przy
znacznym zawilgoceniu

= chemiczne

wptyw temperatury otoczenia, np.
odbarwienie i kruszenie papieru

= fotochemiczne

oddziatywanie promieniowania
elektromagnetycznego

Rys. 1. Mechanizmy uszkodzer: obiektow zabytkowych w muzeum [2, 3, 19]

2. Budynek muzeum typu Smart — integracja
systemow i mozliwosci

Klasyczne systemy sterowania i automatyzacji budynku
dziataja niezaleznie, dlatego ogélna ich struktura w budynku jest
rozbudowana (kazdy z systemOow posiada wiasne czujniki i
okablowanie), a przy tym ograniczona funkcjonalnie. Dzigki
integracji systeméw w budynku typu Smart mozliwe jest
wzajemne wspotwykorzystanie dostgpnych zasobdéw  techni-
cznych. Zintegrowany system sterowania i automatyzacji zarzadza
wszystkimi procesami zachodzacymi w budynku. Indywidualne
systemy i instalacje techniczne inteligentnego budynku, mozna
podzieli¢ na obszary funkcjonalne, ktére dziatajac w ramach
nadrzgdnego zintegrowanego systemu, wzajemnie si¢ komunikuja
i wspotdziataja (rys. 2). Wérdd nich mozna wyrdézni¢ podsystemy
funkcjonalne odpowiedzialne za obstuge poszczegolnych funkcji.
Nalezy jednak podkresli¢, ze granica mig¢dzy nimi jest czgsto
trudna do okreslenia, ze wzgledu na podobng technologi¢ oraz
postepujaca integracje [4, 12].
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Zintegrowany system
sterowania i automatyzacji

Systemy bezpieczeristwa
(SMS — Security Management System)

Systemy zarzadzajgce warunkami
klimatycznymi

Systemy zarzadzania energia
(EMS — Energy Management System)

Systemy dostarczajace ustugi
teleinformatyczne

Rys. 2. Obszary funkcjonalne zintegrowanego systemu sterowania i automatyzacji

2.1. Systemy bezpieczenstwa

W obszarze systemOw bezpieczenstwa realizowane sg zadania
zapewniajagce ochron¢ ludzi 1 mienia. Ze wzglegdu na
przechowywane w muzeach cenne zbiory, obszar ten pehi
niezwykle wazna rolg.

System kontroli dostgpu umozliwia wejscie do stref
chronionych (np. budynku, pomieszczenia, terenu zewnetrznego)
jedynie upowaznionym uzytkownikom, natomiast system kontroli
wjazdu otwiera bram¢ lub szlaban jedynie upowaznionym
pojazdom. W celu identyfikacji uprawnionego personelu, systemy
te moga wykorzystywaé Kklawiatury kodowe, czytniki Kkart
dostepowych, rozpoznawanie odcisku palca lub tablic
rejestracyjnych w przypadku pojazdow. System sygnalizacji
wlamania i napadu nadzoruje strefy chronione wykorzystujac
réznorodne czujniki, m.in. ruchu, stluczenia szyby, otwarcia okna
lub drzwi. System sygnalizacji pozarowej prowadzi nieustanny
monitoring przestrzeni budynku przy pomocy detektoréw np.
dymu, ciepta lub plomienia, umozliwiajac wykrycie pozaru juz w
poczatkowej fazie. System kontroli jakosci powierza wykrywa
obecno$¢ niebezpiecznych substancji lotnych, natomiast system
ochrony przed zalaniem pojawienie si¢ wody na posadzce.

W  sytuacji wykrycia zagrozenia, budynek podejmuje
najbardziej adekwatne dla jego typu dziatania. W przypadku
detekcji nieuprawnionego wejscia do strefy chronionej wiacza
alarm, powiadamia shuzby ochrony oraz uzytkownika. Kiedy
wybuchnie pozar alarmuje uzytkownikéw i powiadamia stuzby
ratownicze oraz realizuje przewidziany scenariusz dziatan,
sterujac np. naglosnieniem ewakuacyjnym, systemem oddymiania
ciggow komunikacyjnych oraz prowadzacym o$wietleniem
awaryjnym w celu umozliwienia bezpiecznej ewakuacji ludzi. W
celu ochrony mienia moze takze uruchomi¢ system
automatycznego gaszenia. Telewizja dozorowa oraz monitoring
wizyjny i dzwigkowy umozliwiajg obstudze biezaca weryfikacje
zagrozen oraz dostep do historycznych zapisow.

Po opuszczeniu budynku przez uzytkownikow, zintegrowany

system sterowania zabezpiecza obiekt, uzbrajajac system
alarmowy oraz zamykajac zewnetrzne przestony okien.
System zasilania gwarantowanego poprawia pewnosc¢

dostarczania energii elektrycznej do newralgicznych odbioréw lub
catego obiektu.

W budynku muzeum niezwykle wazne jest zagwarantowanie
wysokiej niezawodno$ci systemu zarzadzania budynkiem,
zwhaszcza w zakresie funkcji bezpieczenstwa. W tym celu
mozliwe jest zastosowanie redundantnych urzadzen (serwerdw
danych, sterownikéw sieciowy), ktore przejma funkcje tych
uszkodzonych [4].
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2.2. Systemy zarzadzajace warunkami
klimatycznymi

Systemy zarzadzajace warunkami klimatycznymi oddziatuja
na instalacje 1 urzadzenia odbiorcze odpowiedzialne za
zapewnienie ~ warunkow  mikroklimatycznych — uzytkowania
pomieszczen. Systemy te powinny przede wszystkim realizowad
cele sterowania dla zapewnienia warunkow, ktore:

e s przyjazne dla personelu oraz odwiedzajacych,

e sprzyjaja wlasciwej konserwacji zabytkowych zbiorow,
zarobwno przechowywanych w specjalnych pomieszczeniach
jak 1 udostgpnianych publicznosci w formie wystaw.

O ile warunki sprzyjajace konserwacji wigkszosci rodzajow

obiektow zabytkowych, tj. stabilna temperatura w zakresie

18-24°C i wilgotnos$¢ wzgledna 50-60% sa na ogot akceptowalne
przez zwiedzajacych (w dostosowanej odziezy), to utrzymywanie
mozliwie niskiego poziomu o$wietlenia oraz niedostatecznej dla

ludzi wentylacji sa nie do zaakceptowania [2, 10, 15, 19].
Dostosowanie temperatury w pomieszczeniu moze by¢

realizowane poprzez sterowanie ogrzewaniem i chlodzeniem, a

odpowiednia wilgotno$¢ przez nawilzanie lub osuszanie. Swieze

powietrze o odpowiednich parametrach moze by¢ dystrybuowane

przez system wentylacji lub by¢ przygotowane juz w

pomieszczeniach dzigki lokalnym urzadzeniom grzewczym i/lub

chtodniczym, takim jak grzejniki, klimakonwektory lub systemy
ptaszczyznowe (podlogowe, sufitowe, S$cienne). Na warunki
termiczne  w pomieszczeniu moze mie¢ wpltyw takze
wykorzystanie kurtyn powietrznych lub regulowanie dostgpu

Swiatla stonecznego. Zapewnienie wymaganej jakosci powietrza

w zakresie poziomu wilgotnosci lub st¢zenia dwutlenku wegla,

nastgpuje poprzez sterowanie wentylacja, klimatyzacja i

otwieraniem okien. Jezeli podczas naturalnego przewietrzania

wystagpia opady lub zbyt silny wiatr, okna sg automatycznie

zamykane [4].

Szczegblnie niebezpieczne dla obiektow zabytkowych sa

szybkie 1 znaczace zmiany temperatury i wilgotnosci we
wnetrzach  [10].  Tego typu niekontrolowane fluktuacje
parametréw  temperaturowo-wilgotno§ciowych  pomieszczen

muzealnych, wynikajace gléwnie ze zmiennosci zewnetrznych

warunkow atmosferycznych oraz zyskoéw ciepta od oswietlenia

oraz ciepta i wilgoci od ludzi [9], powinny by¢ eliminowane przez
adekwatne sterowanie.

Muzea charakteryzuja si¢ najbardziej wymagajacymi
kryteriami o$wietleniowymi spo$roéd wszystkich budynkow [1].
Oswietlenie w muzeum odpowiada za wlasciwg prezentacje
wystawianych eksponatéw, skupia uwage na przedmiotach,
prowadzi odwiedzajacych przez wystawe, a takze podkresla
architekture wnetrza. Wytworzone przyjazne otoczenie §wietlne
wplywa na nastr6j i emocje zwiedzajacych, a takze sprzyja
wiladciwemu odbiorowi wystawy, sklaniajac do estetycznych
przezy¢. Z drugiej strony promieniowanie $wietlne uszkadza
eksponaty przyspieszajac zachodzace procesy starzeniowe.
Konieczne jest wigc zachowanie kompromisu mi¢dzy wrazeniem
wzrokowym odbiorcy (mozliwo§¢ doktadnego objerzenia
obiektow), a wymaganiami konserwacji eksponatow. W celu jego
osiggnigcia, system zarzadzania warunkami klimatycznymi, w
zakresie o$wietlenia powinien realizowac cele sterowania [1, 2, 3,
21, 24]:

e priorytetowe wykorzystywanie §wiatta naturalnego,

e wytworzenie mozliwie ergonomicznych warunkow
oswietleniowych, przy uwzglgdnieniu limitéw natezenia
o$wietlenia (dla najbardziej wrazliwych eksponatow
dopuszczalne jest jedynie natgzenie o$wietlenia rzedu
50+150 Ix),

e ograniczenie czasu ekspozycji zabytkéw na §wiatto.

Dla wypracowania odpowiednich warunkow o$wietleniowych,

zintegrowany system sterowania moze dynamicznie regulowaé

ilosci $wiatla dziennego penetrujacego do pomieszczenia, za
pomoca ruchomych przeston zacieniajacych, w zaleznosci od
warunkoéw  zewnetrznych. Natomiast o$wietlenie  sztuczne

(elektryczne) powinno dostosowaé si¢ do jego zmiennosci,
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uzupeliajac niedobory. Os$wietlenie elektryczne oraz dzienne
moze by¢ takze sterowane w zaleznoSci od obecnosci
uzytkownikdw, poprzez odpowiednio: wlaczanie/wylaczanie,
Sciemnianie oraz otwarcie/zamknigcie przeston. Mozliwe jest
takze udostgpnienie sterowania $wiattem zwiedzajacym,
umozliwiajac np. oswietlenie tylko wybranych eksponatow. W
przypadku nieobecnos$ci zwiedzajacych w danej strefie, eksponaty
powinny pozosta¢ nieo$wietlone [3, 4, 5].

2.3. Systemy zarzadzania energig

W zakresie ushug zarzadzania energia, sterowana moze by¢
praca wszystkich instalacji odbiorczych w budynku, natomiast

realizowane sterowania powinny respektowaé ograniczenia
wynikajagce z dbatosci o stan zabytkow oraz komfort
uzytkownikow.

System monitoringu zuzycia energii i mediow dostarcza
obstudze muzeum informacje o biezacym, historycznym oraz
prognozowanym zuzyciu energii, w przystgpnej postaci. Dzigki
temu stanowi wsparcie w zakresie gospodarowania no$nikami
energii, a takze petni dzigki temu funkcje edukacyjna, ksztattujac
$wiadomos$¢ personelu oraz zwiedzajacych.

System zarzadzania i optymalizacji zuzycia energii i mediow
nadzoruje prace zrodet ciepta i chtodu (np. kottéw gazowych,
agregatow chtodniczych, pomp ciepta, uktadow kogeneracyjnych).
Energia jest nastgpnie indywidualne — w zaleznos$ci od
zapotrzebowania —  rozprowadzana do  poszczegdlnych
pomieszczen (stref) budynku w celu realizacji funkcji ogrzewania
i chlodzenia, z wykorzystaniem sprzgzenia zwrotnego od
temperatury pomieszczenia. Odmiennie niz w rozwigzaniach
klasycznych, taki sposdb sterowania umozliwia ograniczenie
zuzycia energii poprzez wykorzystywanie jej tylko w czasie i
miejscu gdzie istnieje na nig zapotrzebowanie. Uniemozliwiane
jest takze jednoczesne ogrzewanie i chlodzenie strefy przez
lokalne urzadzenia, réwniez poprzez adekwatne dostosowanie
temperatury dostarczanego powietrza.

Dystrybucja §wiezego powietrza do pomieszczen przez uktad
wentylacji jest regulowana wedtug zapotrzebowania, w zaleznos$ci
liczby uzytkownikdbw w poszczegdlnych pomieszczeniach
(detekcja z wykorzystaniem czujnikéw ruchu lub na podstawie
parametrow jako$ci powietrza) lub stopnia wykorzystywania
o$wietlenia sztucznego. W przypadku  nieobecnosci
uzytkownikéw krotno§¢ wymian powietrza jest ograniczana do
minimum. Mozliwe jest takze wykorzystanie zuzytego powietrza
poprzez odzysk ciepta zima i chlodu latem za posrednictwem
odpowiednio sterowanego wymiennika lub czeSciowa jego
recyrkulacja na podstawie informacji o stgzeniu CO, W
pomieszczeniach. W okresie letnim, konieczno$¢ wykorzystania
aktywnych Zrodet chtodu w ciggu dnia moze by¢ ograniczona,
dzigki akumulacja chtodu w konstrukcji budynku poprzez
wietrzenie nocne [4, 10, 13, 17].

Pozytywne efekty energetyczne mozliwe sa do osiagnigcia
takze poprzez sterowanie pltaszczyznowymi systemami grzewczo-
chtodniczymi z wykorzystaniem pojemnosci cieplnej budynku.
Mozliwe jest rdwniez wykorzystanie energii geotermalnej dla
celow grzewczych lub chiodniczych we wspotpracy z pompa
ciepla, poprzez chtodzenie tzw. pasywne lub za posrednictwem
poziomych  gruntowych  wymiennikow ciepta  (wstepne
dostosowanie temperatury powietrza dla systemu wentylacji).
Optymalne zintegrowane sterowanie pozwala na maksymalizacje
efektywnosci energetycznej tych rozwigzan [15, 17, 18].

Kluczowe znaczenie dla efektywnosci energetycznej budynku
muzeum ma tez wilasciwy dobor nastaw, w szczegdlnoSci
temperatury i wilgotnoéci zadanej w pomieszczeniach oraz ich
dopuszczalnych tolerancji (im we¢zszy zakres, tym wyzsze zuzycie
energii). Wartosci te moga by¢ statyczne lub dobierane
dynamicznie m.in. w zalezno$ci od pory roku lub warunkow
zewnetrznych.  Dawniej, w  muzeach wyposazonych w
klimatyzacj¢, preferowano bardzo restrykcyjne utrzymywanie
Scisle okreslonych warunkéw temperaturowo-wilgotnosciowych.
W ostatnich latach odchodzi si¢ jednak od tej metody, ze wzgledu
na  energochlonno$¢  procesu, na rzecz dopuszczenia
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kontrolowanych fluktuacji, w celu zachowania rownowagi mi¢dzy
preferencjami  ludzi, wymogami konserwacji  obiektow
zabytkowych oraz zapotrzebowania na energi¢ [13, 14].

W zakresie funkcji o$wietlenia wewngtrznego i zewnetrznego,
moze by¢ regulowane jego nate¢zenie, w zalezno$ci od obecnosci
uzytkownikow  oraz  dostepnosci  $wiatla  naturalnego.
Pozycjonowanie ruchomych przeston zacieniajacych (rolet,
zaluzji) umozliwia takze ograniczenie nagrzewania pomieszczen
w lecie oraz wspomaga ogrzewanie pomieszczen w zimie [3, 4].

System zarzadzania poborem mocy i energii elektrycznej
ogranicza pobor mocy, wylaczajac odbiory o najnizszym
priorytecie, w celu ochrony odbiorcy przed dodatkowymi optatami
ze strony dostawcy energii elektrycznej oraz zwigksza pewnosé
zasilania dzigki utrzymywaniu obcigzenia ponizej progu
wyzwalania zabezpieczen. System ten moze takze sterowaé
odbiorami, ktorych praca moze zosta¢ odlozona w czasie, w celu
wykorzystania czasu maksymalnej generacji zrodet odnawialnych
lub obnizenia oplat za energi¢ elektryczna, a takze dobowej
stabilizacji poboru mocy z sieci. System zarzadzania produkcja
1 magazynowaniem energii pozyskanej ze zrodel alternatywnych,
moze wykorzystywa¢ predykcje okresow i wielkosci generacji
mocy dla zapewnienia optymalnego wykorzystania ich potencjatu.
Wspoéldziatajac z systemem zasilania gwarantowanego, moze
uniezalezni¢ budynek muzeum od dostaw energii elektrycznej
Z sieci.

W przysztosci systemy zarzadzania energia budynkéw
inteligentnych maja by¢ zintegrowane z infrastruktura
inteligentnej sieci elektroenergetycznej Smart Grid [4].

2.4. Systemy dostarczajace ustugi
teleinformatyczne

Dziedzina systemow dostarczajacych ushugi teleinformatyczne
obejmuje obszary: okablowania strukturalnego, lokalnych sieci
komputerowych oraz polaczenia z sieciami zewnetrznymi,
bezpieczenstwa informatycznego, systeméw transmisji danych,
obrazu i dzwicku (np. oprawa wizualna i dzwigkowa wystawy)
oraz systemOw automatyzacji miejsc pracy (np. rejestracja
odwiedzajacych, rejestracja czasu pracy, ustugi informacyjne) [4].

2.5. Pozostale funkcje

Zintegrowany system sterowania i automatyzacji muzeum dla
realizacji celow sterowania takich jak zarzadzanie zrodtami
energii, zamykanie okien lub bezpieczne pozycjonowanie zaluzji,
wykorzystuje  informacje o  zewnetrznych  warunkach
atmosferycznych. Dane te, dotyczace m.in. temperatury, opadow,
predkosci wiatru i naslonecznienia, pochodza z lokalnej stacji
pogodowej. Inteligentny budynek muzeum moze takze integrowaé
takie funkcje jak:

e obstuga urzadzen audio—video,

o systemy komunikacji poziomej i pionowej,

e podgrzewanie podjazdow, rynien, gzymsow,

e zdalne zarzadzanie budynkiem,

nawadnianie ro$lin,

tadowanie pojazdow o napedzie elektrycznym,

integracja z innymi budynkami w ramach inteligentnego
osiedla lub miasta (Smart City).

Obstuga moze komunikowaé si¢ z systemem za pomoca
nasciennych zadajnikoéw, pilotow, telefonu komorkowego lub
komputera. Nastawy moga by¢ zadawane w obrebie pomieszczen
muzeum lub spoza budynku poprzez sie¢ Internet — w tym
przypadku nalezy zwrdci¢ jednak szczegdlng uwage na kwestie
bezpieczenstwa komunikacji.

W przeciwienstwie do muzedéw wyposazonych w klasyczne
niezalezne systemy sterowania, w przypadku muzeum typu Smart
jakakolwiek modyfikacja zadan systeméw lub rozszerzenie
funkcjonalnosci, np. w przypadku zmian w aranzacji i przezna-
czeniu pomieszczen lub potrzeb, jest niezwykle tatwa i czesto
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ogranicza si¢ do wykonania czynnosci konfiguracyjnych za
posrednictwem stacji operatorskie;j.
Z organizacja muzeum jako budynku typu Smart, zwiazane sa

takze szerokie mozliwosci aranzacji atrakcyjnej wystawy,
wykorzystujacej multimedialne formy przekazu. Aktywne
sterowanie $wiatlem, dzwigkiem, projektorami i ekranami

(inicjowane wejsciem zwiedzajacego do wyznaczonej strefy)
przeksztalca statyczna wystawe w multimedialny spektakl, ktory
dzigki wykorzystaniu roéznych zmystow czlowieka, moze
wzmocni¢ interakcje 1 emocjonalne zaangazowanie zwiedza-
jacego. Ciekawe mozliwosci stwarza takze wykorzystanie
smartfonow w interakcji z wystawa np. odczyt kodow QR
[4,5, 16].

3. Rozwiazania typu Smart w polskich muzeach

W Polsce coraz wigcej] muzedw jest wyposazonych w
zaawansowane systemy sterowania. Muzeum Miasta Gdyni
oddane do uzytku w 2007 r. wyposazone jest m.in. w:

e systemy kontroli dostgpu, sygnalizacji wlamania i napadu,
sygnalizacji pozaru,

e sterowanie indywidualnymi oprawami o$wietleniowymi w
przestrzeni  ekspozycyjnej,  sterowanie  oS$wietleniem
pomieszczen biurowych w zalezno$ci od obecnosci
uzytkownikow, sterowanie os$wietleniem zewngtrznym w
zalezno$ci od nat¢zenia o$wietlenia dziennego,

e sterowanie ogrzewaniem i chlodzeniem w zaleznosci od
warunkow atmosferycznych, wraz z funkcja nocnego
ograniczenia wykorzystania urzadzen grzewczo-chtodniczych.

Innym przyktadem jest Brama Poznania, gdzie w budynku starych

fortow (stanowigcych wejscie oraz lobby muzeum), przeszklonym

tunelu nad rzekg i nowoczesnej cze$ci muzealnej zastosowano
m.in. sterowanie os$wietleniem oraz Systemy bezpieczenstwa
wykorzystujace  czujniki  obecno$ci, systemy sterowania
ogrzewaniem i chtodzeniem (belki chtodzace), sterowanie
roletami w salach konferencyjnych, a takze wideodomofony.
Zuzycie energii elektrycznej jest monitorowane w ramach systemu
zarzadzania energia. Wyzwaniem dla projektantoéw byla
historyczna czg§¢ muzeum znajdujaca si¢ pod opieka
konserwatora zabytkow. Zastosowanie nowoczesnych rozwigzan
bylo mozliwe pod warunkiem, ze sensory i urzadzenia
wykonawcze nie zmienig estetyki zabytkowych wnetrz, co
osiggnigto dzigki odpowiedniemu dostosowaniu ich koloru.

Kolejnym przyktadem jest Muzeum Narodowe — Centrum

Dialogu Przetomy. We wnetrzach tego budynku (w czeSci

podziemnych) zaimplementowano m.in. funkcje sterowania

o$wietleniem w zaleznos$ci od obecnosci, ogrzewania i chtodzenia

(wykorzystujace ogrzewanie podlogowego i klimakonwektory), a

takze sterowania wystawa wykorzystujaca multimedialne formy

przekazu [6, 22].

4. Podsumowanie

Istotg ,.inteligencji” budynku typu Smart jest zintegrowane
zarzadzanie jego funkcjami, realizowane przez system sterowania
i automatyzacji, bazujacy na strukturze inteligentnej instalacji
elektrycznej. Integracja systemOéw jest cecha, ktéra odrdznia
budynki typu Smart od budynkéw wyposazonych w klasyczne,
niezalezne systemy sterowania i automatyzacji.

Idea Smart Building nieustannie si¢ rozwija otwierajac nowe
obszary zastosowan. Pomimo ze jest jeszcze stosunkowo mtloda,
to budynki inteligentne juz dzi§ oferuja imponujace mozliwosci
funkcjonalne. Budynki muzealne typu Smart moga by¢ bardzo
efektywne energetycznie, pomimo restrykcyjnych wymagan
dotyczacych komfortu uzytkowania 1 ochrony zabytkow.
Najwyzszy stopien energooszczedno$ci moze by¢ osiggnigty
poprzez sterowanie z uwzglednieniem bezwladnosci termicznej
budynku, harmonogramu funkcjonowania muzeum oraz
wykorzystania metod predykcyjnych. Niewatpliwymi zaletami sa
tez tatwo$¢ dopasowania zadan systemu do zmian w aranzacji
oraz mozliwos¢ integracji scenariusza wystawy.
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W  nowoczesnym budynku muzealnym, zastosowanie
rozwigzan Smart nie nastr¢cza trudnosci technicznych, cho¢ wcigz
wigze si¢ wyzszymi nakladami inwestycyjnymi w pordwnaniu do
rozwigzan tradycyjnych. Duzym wyzwaniem technicznym moze
by¢ natomiast implementacja rozwiazan Smart w budynku
historycznym, adaptowanym na potrzeby muzeum, z uwagi na
ograniczenia techniczne i prawne. O ile zintegrowany system
sterowania moze bazowaé nawet na infrastrukturze
bezprzewodowej, to dla realizacji celow sterowania wymaga ona
odpowiedniej, adekwatnej infrastruktury instalacji technicznych
budynku.

Dzigki zlozono$ci zachodzacych procesow i konieczno$ci
znalezienia kompromisu mig¢dzy wspotczesnymi wymaganiami,
budynek muzeum jest doskonalym obszarem zastosowania
nowoczesnych rozwigzan z zakresu Smart Building.
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WPLYW WYBRANYCH PARAMETROW TECHNICZNYCH SYSTEMU
NA ODBIOR FAL RADIOWYCH
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Streszczenie. Artykul omawia wplyw wybranych parametréw systemu na odbiér fal radiowych, co ma zastosowanie W optymalizacji systeméw lgcznosci.
Cel ten realizuje si¢ poprzez dobér parametrow technicznych urzqdzer np. wspotczynnika sprawnosci anteny odbiorczej. Zwigkszenie wspélczynnika
dostgpnosci dla danego systemu wigze si¢ z minimalizacjg wpltywu wielu niepozgdanych czynnikéw na transmisje fal radiowych (w tym tumienia
podstawowego oraz influencji klimatyczno-atmosferycznej). W rezultacie mozliwe staje si¢ zoptymalizowanie istniejqcych juz systemow teletransmisyjnych
oraz projektowanie nowych systeméw, pozwalajgcych na znaczng poprawe jakosci i wiarygodnosci przekazywanych informacji (zaprezentowane wyniki
ograniczq sig do czestotliwosci z zakresu pasma Ku — powszechnie wykorzystywanego w lqcznosci satelitarnej).

Stowa kluczowe: parametry techniczne, modelowanie obliczeniowe, tlumienie sygnatu, propagacja fal radiowych

THE INFLUENCE OF SELECTED TECHNICAL PARAMETERS ON THE RECEPTION
OF RADIO WAVES

Abstract. This article presents the influence of selected parameters on the reception of radio waves to optimize communication systems. That goal is
achieved by selection of technical parameters of system, eg. antenna efficiency. The result is to minimize the negative effects of free space propagation and
induction of climate and Earth's atmosphere in order to increase the G/T figure. In practice, changes in the climatic and atmospheric conditions are
significant factors affecting the quality of satellite signal. These results can be used by satellite systems engineers to calculate the link budget analyses of
current and future systems through scientifically solid evaluation and assessment. So, these estimates may be useful to improve the design and performance

of telematic networks, or to minimize the interruption or lack of communication between the terminal and the satellite in Ku band.

Keywords: technical parameters, computational modeling, signal attenuation, radio waves propagation

Wstep

W praktyce istnieje wiele czynnikow przektadajacych si¢ na
odbior fal radiowych. Jednym z nich jest thumienie w wolnej
przestrzeni propagacyjnej (ang. free space propagation), zwane
réwniez tlumieniem swobodnej przestrzeni oraz tlumieniem
podstawowym. Oprécz tego na rozchodzenie si¢ fal radiowych
wplywaja rézne od wyidealizowanego przypadku propagacji
W wolnej przestrzeni warunki rozchodzenia si¢ fal radiowych.
W tym kontekscie nalezy wskazaé wptyw: (1) atmosfery ziemskiej
(w tym czynnikow klimatyczno-atmosferycznych w niej
zachodzacych) [3, 5, 22, 25, 28, 41, 42]; (2) naturalnych Zrodet
szuméw o podtozu ziemskim, jak i pozaziemskim [4, 7, 23, 27,
28, 31, 32, 35, 36, 39, 42, 46, 47]; (3) strat wynikajacych z braku
precyzji ustawienia anteny oraz (4) zastosowania rzeczywistych,
stratnych elementow systemu odbiorczego (m.in. straty cyfrowej
modulacji, calkowite straty w taczu, szumy fazowe konwertera
LNB, nieliniowe charakterystyki filtrow w demodulatorze
i stopnia mocy w satelicie, dziatanie dekoderow itp.) [2, 24, 37,
43]. W tym artykule przeanalizowano wptyw wybranych
parametrow technicznych systemu odbiorczego, ze szczegdlnym
uwzglednieniem wspotczynnika sprawnosci anteny, na odbiér fal
radiowych, przy =zalozeniu pozostalych parametréow jako
niezmienne w czasie (ich standardowe wartoéci zostaty podane
w dalszej cze$ci artykutu). Wykorzystano model szacowania
thumienia sygnalu spowodowanego wystgpieniem opadow deszczu
zgodny z zaleceniami ITU-R [26, 40].

1. Prowadzone badania

W ostatnich latach  stopien  relewancji  influencji
meteorologiczno-srodowiskowej — w zwigzku z nasilajacymi si¢
anomaliami  klimatycznymi  oraz  wyraznie  zauwazalng
niestabilno$cia meteorologiczng — ulegl znaczacemu wzrostowi.
Teledetekcja umozliwia modelowanie deszczu z wykorzystaniem
technik GIS. Monitorowanie procesow ksztaltujacych pogode
i klimat na Ziemi, analiza skladu atmosfery ziemskiej oraz
pomiary propagacyjne fal radiowych odgrywaja zatem istotng role
w  kierunku dokladnego poznania wplywu rozmaitych
mechanizmow i zjawisk na rozchodzenie si¢ fal radiowych [8-10].
W tym kontekécie dziatania te nabierajg szczegoélnie waznego
znaczenia. Sposrod wielu czynnikow klimatycznych uwydatnia si¢
oddziatywanie deszczu - jako jednego z najwazniejszych
hydrometeorow [11-17]. Dla okre§lonego nat¢zenia opadow

(zmierzonego zawartoscia wody) najwazniejszy wplyw na
thumienie fali radiowe;j, jak rowniez jego depolaryzacje ma deszcz
(wptyw innych hydrometeorow jest zwykle pomijany). Dla katow
elewacji wigkszych niz 10° deszcz moze by¢ przyczyna
kilkudziesi¢cio dB tlumienia. Istotnym czynnikiem degradacji dla
fal o czgstotliwosci rzedu kilkunastu GHz jest takze absorpcja
molekularna w gazach atmosferycznych stanowiagcych sktadniki
powietrza. Moze ona wnosi¢ thumienie o wartosci kilkunastu dB
dla matych katow elewacji [47]. W celu oszacowania wartosci
tlhumienia mozna poshizy¢ si¢ modelem regresji, ktory pozwoli
okresli¢ przewidywang degradacje¢ sygnatu [33]. Zaproponowane
przez autora krzywe propagacyjne bez koniecznosci znajomosci
Regulaminu Telekomunikacyjnego oraz rekomendacji ITU-R
pozwalaja oszacowaé np. warto$¢ thumienia sygnatu satelitarnego
w obszarze Kielc, ktéora odzwierciedla rzeczone tlhumienie
w obszarze Polski. W praktyce gestos¢ strumienia mocy na
powierzchni Ziemi uzalezniona jest od zysku anteny.
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Rys. 1. Szacowanie zysku rzeczywistej anteny z wykorzystaniem oprogramowania
SMW Link

Warto zaznaczy¢, ze natezenie opadow w obszarze Kielc jest
reprezentatywne dla obszaru catej Polski (34,4 mm/h) [45-47]. W
Kielcach zrealizowano wiele badanh réowniez w ramach
Europejskiego Projektu Badawczego ICT COST Action 1C0802
“Propagation tools and data for integrated Telecommunication,
Navigation and Earth Observation systems”, w ktorym
uczestniczyta Politechnika Swietokrzyska w Kielcach [19, 20,
m.in. 31].
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2. Lokalizacja stanowiska pomiarowego
oraz parametry odbioru

Do celow analizy wykorzystano model matematyczny
systemu satelitarnego czwartej klasy dostepnosci, ktory pozwala
na uzyskanie $redniej dostgpnosci w ciagu roku na poziomie
99,99% oraz w najgorszym miesigcu na poziomie 99,948%, co
odpowiada przestojowi rownemu 0,877 godz. w skali roku oraz
0,379 godz. w skali najgorszego miesiaca. Wykorzystanie systemu
satelitarnego pozwolilo uwzgledni¢ nie tylko wplyw troposfery
ziemskiej (istotny szczegélnie dla naziemnych systemow
faczno$ci), ale rowniez innych warstw atmosfery (propagacja
transjonosferyczna) i zaktocen od pozostatych systemow tacznosci
(w modelu uwzgledniono oddziatywanie sasiednich systemow
0 parametrach EIRP =51 dBW (pasmo 26 i 33 MHz), w konse-
kwencji czego pojawity si¢ nicodzowne dla transmisji satelitarnej
zaklocenia interferencyjne). Poniewaz zaklocenia pomiedzy
wigzkami anten stanowig bardzo wazne Zrédlo szumow w
wielowigzkowych systemach facznosci satelitarnej (powoduja
zwigkszenie szumow termicznych), pominigcie ww. zaklocen
byloby btedem. Gdy znana jest gestos¢ szuméw, mozliwe jest
oszacowanie mocy szumow dla danej szeroko$ci pasma
(w odniesieniu do 1 Hz). Ich warto§¢ (wyrazajaca stosunek
catkowitej mocy sasiednich sygnatow interferujacych z danym
kanalem w stosunku do mocy fali noénej kanatu oraz stosunek
sumarycznej mocy sygnatow  spolaryzowanych krzyzowo
naktadajacych si¢ na dany kanat do mocy fali nosnej kanatu)
przyjeto na poziomie 100 dBHz (typowe wartosci zawierajg si¢
w przedziale od 100 do 115 dBHz). Mozna korzysta¢ w tym celu
z wielu narzedzi, jak np. oprogramowanie licencyjne SatMaster
firmy Arrowe.

Parametry miejsca odbioru (miasto Kielce) sa nastepujace:
50,87N, 20,62E, wysoko$¢ 300 m n.p.m., kat polaryzacji do
odbioru sygnatoéw z satelity Astra 1KR: 7,6° (19,2E).

W celu okreslenia prawidtowego polozenia anteny mozna
wykorzysta¢ mapy topograficzne, nadajnik GPS lub uzy¢
dedykowanego oprogramowania, jak np. SMW Link (rys. 2).
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Rys. 2. Okreslenie kqta polaryzacji z wykorzystaniem oprogramowania SMW Link

W Polsce zaleca si¢ do odbioru sygnatéw z satelity Astra
1 KR anteny o $rednicy minimum 60 cm (do analiz wykorzystano
anten¢ o $rednicy 80 cm) [1]. W tym celu postuzono si¢ sygnatem
spolaryzowanym poziomo (horyzontalnie) o czgstotliwosci
10,7 GHz (dane satelity: EIRP = 51 dBW, pasmo 26 MHz).
Wybor polaryzacji byt nieprzypadkowy (w praktyce fale
0 polaryzacji poziomej sa znacznie bardziej tlumione od fal
0 polaryzacji pionowej). W przypadku propagacji fal radiowych
o polaryzacji horyzontalnej atmosfera ziemska nie wykazuje
istotnego ttumienia w zakresie o czegstotliwosci 0,1-6 GHz, za$ dla
fal o polaryzacji pionowej okno rozszerza si¢ az do 50 GHz. Istota
znajomo$ci wynikow odzwierciedlajacych tlumienie, wzrost
szumow systemowych, degradacja czy depolaryzacja fali radiowej
jest wazna na potrzeby projektowania optymalnych Iaczy
telekomunikacyjnych.
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Podobnie, istotne sa parametry techniczne zastosowanych
urzadzen na potrzeby modelowania komputerowego. Catkowite
straty w laczu, straty wynikajace z btedu wizowania anteny oraz
wspolczynnik szuméw konwertera LNB zatozono na poziomie
0,3dB.

Szumy nieba istotnie wplywaja na stosunek mocy no$nej
sygnatu do mocy szuméw CNR (ang. Carrier-to-Noise Ratio), co
przektada si¢ na spadek poziomu nos$nej oraz dobroci G/T (ang.
antenna gain-to-noise-temperature figure), wyrazajacej stosunek
zysku energetycznego anteny do zastgpczej temperatury szumow
systemowych. Zwigkszenie ~ wspotczynnika  dostegpnosci
(gotowosci) G/T pozwala zredukowaé moc 1 vice versa.
Zmniejszenie temperatury szumowej nieba oddziatuje na spadek
temperatury szumowej systemu. Hydrometeory stanowia zatem
swego rodzaju thumik, bedacy zrodlem szumow cieplnych, ktore
dodaja si¢ jako wielko$¢ addytywna do catkowitej degradacji
sygnatu. Znamienne jest to, ze wielko$¢ szumoéw termicznych
przewyzsza tlumienie fali radiowej dla czegstotliwosci mniejszej
niz 10 GHz.

3. Wyniki badan

Ponizej zamieszczono tabelaryczne zestawienia ilustrujace
wplyw wspotczynnika sprawnos$ci anteny w zakresie od 60% do
70% na zysk anteny, temperature szumowa systemu oraz moc fali
nosnej na wyjsciu konwertera LNB (zwanego dalej wyjsciem
LNB) dla czystego nieba (pogoda bezdeszczowa).

Tabela 1. Wyniki modelowania obliczeniowego podczas pogody bezdeszczowej
(brak opadéw opadow)

Sprawnosé Zysk anteny Temperatura szumow Moc fali nosnej na
anteny [%] [dBi] systemowych [K] wyjéciu LNB [dBW]

60 36,9 82,43 -57,71

61 36,97 81,59 -57,64

62 37,04 80,75 -57,57

63 37,11 79,91 -57,5

64 37,18 79,07 -57,43

65 37,24 78,23 -57,37

66 37,31 77,39 -57,3

67 37,38 76,55 -57,23

68 37,44 75,71 -57,17

69 37,5 74,87 -57,11

70 37,57 74,03 -57,04

Wzrost wspolczynnika sprawnosci w  zakresie 60-70%
przektada si¢ na zwigkszenie zysku anteny (rys. 3). Anteny
0 duzym zysku energetycznym pozwalaja  czeSciowo
skompensowaé wptyw niepozadanych czynnikéw na odbior fal
radiowych (zysk anteny oprocz czestotliwosci fali radiowej zalezy
rowniez od $rednicy anteny oraz 0d jej sprawnosci — rys. 1).
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Rys. 3. Wplyw wspélczynnika sprawnosci anteny n [%] na zysk anteny G [dBi]
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Zwigkszenie wspolczynnika sprawno$ci anteny przektada si¢
na zmniejszenie niepozadanego wplywu temperatury szumowej
systemu (rys. 4). Na jako$¢ odbioru sygnatéw oddzialuja takze
szumy cieplne wewnatrz uktadow fizycznych (ang. thermal noise),
ktore wystepuja w kazdym rezystorze oraz naturalne ziemskie
i pozaziemskie zrodta szuméw [48]. Dla anteny naziemnej
W odbiorniku Zrédto szumoéw stanowi promieniowanie nieba
okreslone przez jego temperatur¢ luminancyjng (energia szumow
cieplnych wzrasta wraz ze zwigkszeniem temperatury). Z kolei dla
anteny umieszczonej na satelicie zrodlo szumoéw o okreslonej
temperaturze termodynamicznej stanowi Ziemia.
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Wspotczynnik sprawnosci anteny oddziatuje réwniez na moc
fali nosnej na wyjsciu LNB (rys. 5). Na jej wartos¢ wplywaja
ponadto czynniki niezwigzane z parametrami technicznymi
systemu odbiorczego, jak np.: wspolrzedne geograficzne miejsca
odbioru, uksztaltowanie terenu, czestotliwos¢, thumienie
podstawowe (w atmosferze).

W tabeli 2 przedstawiono analogiczne wyniki uzyskane
podczas opadow deszczu.

Wystapienie opadéw deszczu nie wptywa na zwigkszenie
zysku anteny, dlatego tez niezaleznie od sytuacji meteorologicznej
uzyskane wyniki sa takie same (rys. 6). Dla wspotczynnika
sprawnos$ci anteny w zakresie 60—70% (z krokiem réwnym 1%)
zysk anteny wynosi odpowiednio: 36,90; 36,97; 37,04; 37,11;
37,18; 37,24, 37,31, 37,38; 37,44, 37,50; 37,57.
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Rys. 5. Wplyw wspélczynnika sprawnosci anteny n [%] na moc fali nosnej P
na wyjsciu LNB [dBW]

Tabela 2. Wyniki modelowania obliczeniowego podczas pogody deszczowej
(opady deszczu)

Sprawnosé Zysk anteny Temperatura szumow Moc fali no$nej na
anteny [%] [dBi] systemowych [K] wyjsciu LNB [dBW]

60 36,9 87,17 -57,8

61 36,97 86,33 -57,73

62 37,04 85,49 -57,66

63 37,11 84,65 -57,59

64 37,18 83,81 -57,52

65 37,24 82,97 -57,45

66 37,31 82,13 -57,38

67 37,38 81,29 -57,32

68 37,44 80,45 -57,25

69 375 79,61 -57,19

70 37,57 78,77 -57,13

W przypadku wystapienia opadéw deszczu zauwazalny jest
wzrost temperatury szumow systemowych w stosunku do pogody
bezdeszczowej (opady deszczu skutkuja podwyzszeniem
temperatury  szumow  systemowych poprzez zwigkszenie
temperatury szumowe]j nieba). Opady deszczu stanowig zatem
dodatkowe Zrodto szuméw termicznych, powodujagc wzrost
temperatury szumow systemowych o 4,74 dB — w rozpatrywanym
zakresie wspotczynnika sprawno$ci anteny 60—70% — w stosunku
do pogody bezdeszczowej (rys. 7).
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Zwigkszenie sprawno$ci anteny powoduje wzrost mocy fali
nosnej na wyjsciu konwertera LNB. Podczas opadow deszczu
notuje si¢ roznice mocy fali noénej na wyjsciu LNB w stosunku
do pogody bezdeszczowej o okoto 0.1 dBW. Podczas opadow
deszczu dla wspotczynnika sprawnosci anteny od 60% do 70%
odnotowano réznicg mocy fali nosnej na wyjsciu LNB w stosunku
do pogody bezdeszczowej na poziomie 0,008-0,09 dBW (rys. 8).
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Rys. 7. Wplyw wspolczynnika sprawnosci anteny n [%] na temperature szumow
systemowych T /K] w zaleznosci od sytuacji meteorologicznej (pogoda deszczowa
lub bezdeszczowa)
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Rys. 8. Wplyw wspolczynnika sprawnosci anteny n [%] na moc fali nosnej P
na wyjsciu LNB [dBW] w zaleznosci od sytuacji meteorologicznej (pogoda
deszczowa lub bezdeszczowa)

4. Podsumowanie

Obecnie  przedmiotem  wspoOtpracy wielu  placowek
akademickich, instytucji naukowych oraz jednostek rzadowych
panstw Europy i calego §wiata jest tworzenie mozliwie najbardziej

skutecznych, niezawodnych  technologiczno-organizacyjnych
mechanizméw  teletransmisyjnych, ktore beda zdatne do
prawidlowego  funkcjonowania niezaleznie od  zagrozen
integralno$ci  powszechnych  systeméw  radiokomunikacji

i transmisji danych. W ramach potencjalnych niebezpieczenstw
mozna wyodrgbni¢ zardwno zagrozenia antropogeniczne, jak
i wynikajace z oddziatywania wielu czynnikow klimatyczno-
atmosferycznych wymienionych w artykule. Odpowiedzig na
powyzsze wyzwania jest zapewnienie Igczno$ci, relatywnie
odpornej na opisane wyzej czynniki ryzyka, mogace] —
w sytuacjach  krytycznych — nieprzerwanie funkcjonowaé
z zadeklarowang niezawodno$cig. Ponadto systemy takie —
z wykorzystaniem satelitow — moga w przypadku zagrozenia (akty
terrorystyczne, sabotaz, konflikty zbrojne) z powodzeniem
substytuowa¢ infrastruktur¢ naziemng. Jednym z takich projektow
jest Europejski Projekt Badawczy ICT COST Action 1C0802
“Propagation tools and data for integrated Telecommunication,
Navigation and Earth Observation systems” [19, 20], ktorego
celem bylo m.in. testowanie modeli deterministycznych
W odniesieniu do statystycznych obliczen [4, 7]. Tego typu
badania przeprowadzono réwniez w Polsce, w reprezentatywnym
ze wzgledu na warunki Kklimatyczno-atmosferyczne obszarze
Kielc. Poniewaz zmiana parametrow technicznych 1acza
odbiorczego przektada si¢ na zmiang jakosci odbioru sygnatow
radiowych, pozadane wydaje si¢ by¢ dalsze prowadzenie tego
typu analiz pod katem optymalizacji istniejacych juz systemow
teletransmisyjnych oraz projektowania nowych systeméw,
pozwalajacych na znaczng poprawe jakosci i wiarygodnosci
odbieranych sygnatow. W oparciu o przeprowadzone badania
mozliwe staje si¢ oszacowanie ,,zapasu sygnatowego”, a tym
samym zminimalizowanie ryzyka utraty lacznosci satelitarnej
wskutek wystgpienia niepozadanych zjawisk, co globalnie
przeklada si¢ na rozwdj technologii TIK, w tym réwniez sieci
satelitarnych [18, 21, 29, 30, 34, 38, 44].



68 IAPGOS 3/2018

Literatura

[1] Astra 1KR — footprints (mapa pokrycia satelity Astra 1 KR). Available online:
https://www.ses.com/network/satellites/335 [05.04.2018].

[2] Baghsiahi H., Wang K., Kandulski W., Pitwon R., Selviah D.: Optical
waveguide end facet roughness and optical coupling loss. Journal of Lightwave
Technology 31(16), 2013, 2659-2668, [DOI: 10.1109/JLT.2013.2271952].

[3] Bem J.: Anteny i rozchodzenie si¢ fal radiowych. Wydawnictwa Naukowo-
Techniczne. Warszawa 1973.

[4] Benarroch A., Garcia-del-Pino P., Garcia-Rubia J. M., Riera J. M.: Derivation of
rain attenuation from experimental measurements of drop size and velocity
distributions. COST 1C0802 (MCMS3). Available online: http://www.tesa.
prd.fr/cost/input_documents.pdf [05.04.2018].

[5] Bogucki J.: Anteny tacznosci satelitarnej. Bezpieczenstwo pracy 6, 2011, 6-10.

[6] Bogucki J.: Trasy nachylone w zakresie fal milimetrowych. Telekomunikacja
i Techniki Informacyjne 3/4, 2003, 66-92.

[7] Boulanger X., Castanet L., Jeannin N., Lacoste F.: Study and modelling of
tropospheric attenuation for land mobile satellite system operating at Ku and Ka
band. COST 1C0802 (MCM2). Available online: http://www.tesa.
prd.fr/cost/input_documents.pdf [06.04.2018].

[8] Cetin M., Adiguzel F., Kaya O., Sahap A.: Mapping of bioclimatic comfort for
potential planning using GIS in Aydin. Environment, Development and
Sustainability, in press, 2016, 1-15. Available online: http:/link.springer.com/
article/10.1007/s10668-016-9885-5 [06.04.2018].

[9] Cetin M.: Consideration of permeable pavement in Landscape Architecture.
Journal of Environmental Protection and Ecology 16(1), 2015, 385-392.
Available online: https://docs.google.com/a/jepe-journal.info/viewer?a=v&pid=
sites&srcid=amVwZS1gb3VybmFsLmluZm98amVwZS1gb3VybmFsfGd4OjN
mY2FkYzYzN2Y1MWNIYjM [08.05.2018].

[10] Cetin M.: Determination of bioclimatic comfort areas in landscape planning:
A case study of Cide Coastline. Turkish Journal of Agriculture-Food Science
and Technology 4(9), 2016, 800-804.

[11] Cetin M.: Determining the bioclimatic comfort in Kastamonu City.
Environmental Monitoring and Assessment 187(10), 2015, 640. Available
online: http://link.springer.com/article/10.1007%2Fs10661-015-4861-3 [08.05.
2018].

[12] Cetin M.: Evaluation of the sustainable tourism potential of a protected area for
landscape planning: a case study of the ancient city of Pompeipolis in
Kastamonu. International Journal of Sustainable Development & World Ecology
22(6), 2015, 490-495.

[13] Cetin M., Sevik H.: Assessing potential areas of ecotourism through a case study
in Ilgaz Mountain National Park, ed. L. Butowski. InTech. Rijeka 2016.
Available online: http://www.intechopen.com/books/tourism-from-empirical-
research-towards-practical-application/assessing-potential-areas-of-ecotourism-
through-a-case-study-in-ilgaz-mountain-national-park [08.05.2018].

[14] Cetin M., Sevik H.: Evaluating the recreation potential of llgaz Mountain
National Park in Turkey. Environmental Monitoring and Assessment 188(1),
2015, 52. Available online: http:/link.springer.com/article/10.1007% 2Fs10661-
015-5064-7 [08.05.2018].

[15] Cetin M.: Sustainability of urban coastal area management: a case study on
Cide. Journal of Sustainable Forestry 35(7), 2016, 527-541, [DOI:
10.1080/10549811.2016.1228072].

[16] Cetin M., Topay M., Kaya L. G., Yilmaz B.: Efficiency of bioclimatic comfort
in landscape planning process: case of Kutahya. Turkish Journal of Forestry
1(1), 2010, 83-95.

[17] Cetin M.: Using GIS analysis to assess urban green space in terms of
accessibility: case study in Kutahya. International Journal of Sustainable
Development & World Ecology 22(5), 2015, 420-424,
[DOI:10.1080/13504509.2015.1061066].

[18] Ciosmak J.: Algorytm wyznaczania nieseparowalnych dwuwymiarowych
zespotow  filtrow dla potrzeb systemow transmultipleksacji. Przeglad
Elektrotechniczny 87(11), 2011, 217-220.

[19] EUROPEAN COOPERATION IN THE FIELD OF SCIENTIFIC AND
TECHNICAL RESEARCH — COST: Final evaluation Report: Propagation
Tools and Data for Integrated Telecommunication, Navigation and Earth
Observation Systems. Available online: http://w3.cost.eu/fileadmin/domain_
files/ICT/Action_IC0802/final_report/final_ report-1C0802.pdf [09.05.2018]

[20] EUROPEAN COOPERATION IN THE FIELD OF SCIENTIFIC AND
TECHNICAL RESEARCH — COST: Memorandum of Understanding for the
implementation of a European Concerted Research Action designated as COST
Action 1C0802: Propagation tools and data for integrated Telecommunication,
Navigation ~and Earth  Observation  systems.  Available online:
http://w3.cost.eu/fileadmin/domain_files/ICT/Action_IC0802/mou/IC0802-e.pdf
[09.05.2018]

[21] Heiser D. A., Keyser R. B.: Microwave measurements for antenna randome
maintenance and replacement. IEEE Conference Publications. Symposium on
Antenna Technology and Applied Electromagnetics 1, 1998, 501-506, [DOI:
10.1109/ANTEM.1998.7861713].

[22] Ho Ch., Kantak A., Slobin S., Morabito D.: Atmospheric attenuation and noise
temperature effects. The Interplanetary Network Progress Report 42-168, 2007,
1-22.

[23] Ho Ch., Kantak A., Slobin S., Asmar S.: Solar brightness temperature and
corresponding antenna noise temperature at microwave frequencies. The
Interplanetary Network Progress Report 42-175, 2008, 1-11.

[24] Huo X., Li D., Han X., Wang J.: Effects of structural and environmental
parameters on the coupling loss of leaky rectangular waveguide in tunnel.
Antennas &  Propagation  Conference  (LAPC), 2015, [DOI:
10.1109/LAPC.2015.7366022].

p-ISSN 2083-0157, e-ISSN 2391-6761

[25] Ippolito L. J.: Satellite communications. Systems engineering. Atmospheric
effects, satellite link design and system performance. John Wiley & Sons.
Chichester 2008.

[26] ITU-R: Radio Regulations. Edition of 2017. Available online:
http://www.itu.int/en/ publications/I TU-R/Pages/default.aspx [10.05.2018]

[27] Johannsen K. G., Koury A.: The moon as a source for G/T measurements. IEEE
transactions on aerospace and electronic systems AE-S10(5), 1974, 718-727.

[28] Knoch L. (red.): Systemy radiokomunikacji satelitarnej. Wydawnictwa
Komunikacji i Lacznosci. Warszawa 1980.

[29] Loska A.: Scenario modeling exploitation decision-making process in technical
network systems. Eksploatacja I Niezawodno$¢ — Maintenance and Reliability
19(2), 2017, 268-278, [DOI: 10.17531/ein.2017.2.15].

[30] Lozano A., Tulino A. M.: Capacity of multiple-transmit multiple-receive
antenna architectures. IEEE Transactions on Information Theory 48(12), 2002,
3117-3128, [DOI: 10.1109/T1T.2002.805084].

[31] Marciniak M., Wilk J.: Czynniki tlumienia fal radiowych w atmosferze
ziemskiej. Logistyka 4, 2015, 6578-6588.

[32] Marciniak M., Wilk J.: Relationship between the quality coefficients signal and
rainfall intensity. TRANSCOM 2015. 11-th European conference of young
researchers and scientists 3, 2015, 94-98.

[33] Marek M.: Wykorzystanie ekonometrycznego modelu klasycznej funkcji
regresji liniowej do przeprowadzenia analiz ilo$ciowych w naukach
ekonomicznych. Rola informatyki w naukach ekonomicznych i spotecznych.
Innowacje i implikacje interdyscyplinarne. The role of informatics in economic
and social sciences. Innovations and interdisciplinary implications, ed.
T. Grabinski. Wydawnictwo Wyzszej Szkoty Handlowej im. B. Markowskiego
w Kielcach. Kielce 2013.

[34] Mohseni M., Zhang R., Cioffi J. M.: Optimized transmission for fading
multiple-access and broadcast channels with multiple antennas. IEEE Journal on
Selected Areas in Communications 24(8), 2006, 1627-1639, [DOI:
10.1109/JSAC.2006.879407].

[35] Natrov D. M., Marciniak M., Sauleau R., Nosich A. I.: Effect of Periodicity in
the Resonant Scattering of Light by Finite Sparse Configurations of Many Silver
Nanowires. Plasmonics 9(2), 2014, 389-407.

[36] Nosich A. 1., Marciniak M., Zinenko T. L.: Accurate Analysis of Light
Scattering and Absorption by an Infinite Flat Grating of Thin Silver Nanostrips
in Free Space Using the Method of Analytical Regularization. IEEE Journal of
Selected Topics in Quantum Electronics 19(3), 2013, 1-8.

[37] Pardo E., Kapolka M., Kova¢ J., Souc J., Grilli F., Piqué A.: Three-Dimensional
Modeling and Measurement of Coupling AC Loss in Soldered Tapes and
Striated Coated Conductors. IEEE Transactions on Applied Superconductivity
26(3), 2016, [DOI: 10.1109/TASC.2016.2523758].

[38] Pilch R.: Reliability evaluation of networks with imperfect and repairable links
and nodes. Eksploatacja i Niezawodno$¢ — Maintenance and Reliability 19(1),
2017, 19-25, [DOI: 10.17531/ein.2017.1.3].

[39] Rec. P. 372-10: Radio noise. ITU-R. Genewa 2009.

[40] Rec. P. 837-6: Characteristics of precipitation for propagation modeling. Radio
noise. ITU-R. Genewa 2012.

[41] Roddy D.: Satellite communications. McGraw-Hill. New York 2001.

[42] Szostka J.: Fale i anteny. Wydawnictwa Komunikacji i Lacznosci. Warszawa
2006.

[43] Weitzen J. A.: Effects of polarization coupling loss mechanism on design of
meteor scatter antennas for short- and long-range communication. Radio Science
24(4), 1989, 549-557, [DOI: 10.1029/RS024i004p00549].

[44] Wilk-Jakubowski G.: Wplyw technologii informatyczno-komunikacyjnych na
funkcjonowanie wspotczesnych spoleczenstw. Rola informatyki w naukach
ekonomicznych i spotecznych. Innowacje i implikacje interdyscyplinarne. The
role of informatics in economic and social sciences. Innovations and
interdisciplinary implications, ed. T. Grabifski. Wydawnictwo Wyzszej Szkoty
Handlowej im. B. Markowskiego w Kielcach. Kielce 2011.

[45] Wilk-Jakubowski J.: Badanie niezawodno$ci satelitarnych systemow tele-
informatycznych w warunkach propagacji w atmosferze ziemskiej. TTS.
Technika transportu szynowego 12, 2016, 364-367.

[46] Wilk-Jakubowski J.: Ocena wptywu zZrodet szuméw naturalnych na propagacje
fal radiowych. Autobusy. Technika, Eksploatacja, Systemy Transportowe 12,
2016, 1450-1453.

[47] Wilk-Jakubowski J.: Wplyw warunkoéw klimatyczno-atmosferycznych na
mechanizm propagacji fal radiowych w atmosferze ziemskiej. TTS. Technika
transportu szynowego 12, 2016, 266—268.

[48] Zielinski R. J.: Satelitarne sieci teleinformatyczne. Wydawnictwa Naukowo-
Techniczne. Warszawa 2009.

Dr inz. Jacek Lukasz Wilk-Jakubowski
e-mail: j.wilk@tu.kielce.pl

Na Politechnice Swigtokrzyskiej ukoficzyl zaréwno
studia magisterskie w 2009 r. (na kierunku
Elektrotechnika), jak i studia doktoranckie w 2013 r.
(w dyscyplinie Elektrotechnika). Autor  wielu
publikacji  naukowych (w tym: monografii,
rozdziatow, artykutéw), w ktorych podejmuje
tematyke ICT dotyczaca optymalizacji systemow
zarzadzania kryzysowego 1 transmisji danych
w przypadku wystapienia niekorzystnych zjawisk,
wtym klesk  zywiolowych. Uczestnik — wielu
konferencji krajowych i zagranicznych.

otrzymano/received: 11.06.2018 przyjeto do druku/accepted: 15.09.2018



p-ISSN 2083-0157, e-ISSN 2391-6761 IAPGOS 3/2018 69

DOI: 10.5604/01.3001.0012.5293

DWA ROWNOLEGLE POMIARY WIETRZNOSCI JAKO DOKEADNA
OCENA LOKALNYCH ZASOBOW ENERGII WIATRU

Piotr Gnyp

Politechnika Slaska, Wydziat Inzynierii Srodowiska i Energetyki

Streszczenie. Pomiary wietrznosci przeprowadzono przy uzyciu dwéch masztow pomiarowych oddalonych od siebie o 17,6 km. Wyznaczono dwa
numeryczne modele terenu — numeryczny model wysokosciowy terenu oraz numeryczny model szorstkosci terenu. Podczas analizy danych pomiarowych
zauwazono znaczqgce roznice w zmierzonej predkosci wiatru pomigdzy masztami pomiarowymi. Dodatkowy pomiar wietrznosci moze okaza¢ si¢ niezbedny
dla uzyskania peinej informacji o charakterze wietrznosci dla danej lokalizacji.

Stowa kluczowe: pomiar wietrzno$ci, numeryczny model wysoko$ciowy terenu, numeryczny model szorstkosci terenu, systemy informacji geograficznej

TWO PARALLEL WIND MEASUREMENTS AS AN ACCURATE ASSESSMENT
OF LOCAL WIND ENERGY RESOURCES

Abstract. The wind measurements were made using two measuring masts spaced 17.6 km apart. Two numerical terrain models were identified - the
numerical terrain model and the numerical roughness model. During measurement data analysis significant differences in measured wind speed between
measuring masts were noted. Additional wind measurements may be necessary to obtain complete wind quality information for the location.

Keywords: wind measurement, digital elevation model, surface roughness, geographic information systems

Konfiguracja masztow pomiarowych zostata dobrana zgodnie
z zaleceniami organizacji Measnet. Wszystkie czujniki
rejestrujace cechowaty si¢ wysoka doktadnoscia, zostaty poddane
kalibracji przed i po zakonczonym okresie pomiarowym. Do
rejestrowania predkosci  wiatru  wybrano wysokiej klasy

Wstep

Obecnie, aby przeprowadzi¢ proces inwestycyjny majacy na
celu  wybudowanie farmy  wiatrowej, niezbgdne  jest
przeprowadzenie lokalnych pomiardw wietrzno$ci. Pomiar

wietrznoéci powinien trwa¢ minimum rok, aby uchwyci¢ jego
sezonowa zmienno$¢. W miesigcach letnich wystepuja nizsze
wartosci predkosci wiatru ze wzgledu na okres wegetacyjny

anemometry Thies First Class Advanced, zgodne z norma PN-EN
61400-12-1. Zakres pomiaru anemometréw Thies First Class
Advanced to przedziat 0,3-75 m/s przy linowosci pomiaru

roélin. Na nizsze predkosci wiatru ma wptyw zwigkszona wynoszacym r = 0,999 (w przedziale 4-20 m/s) [10, 11, 14].

szorstko$¢ terenu spowodowana rozwojem roslinnosci. Na zmiang Tabela 1. Dane dotyczqee lokalizacji masstéw pomiarowyeh M i M2

predkosci wiatru poza rozwojem ro$linno$ci maja wplyw

uksztaltowanie i pokrycie terenu [5, 9]. Maszt pomiarowy M1 | M2
Aby poznaé rzeczywiste warunki wiatrowe, nalezy sprawdzi¢ Wojewodztwo pomorskie

nie tylko ich sezonowa zmienno$¢ ale zréznicowanie rozktadu Powiat Stupsk

wiatru spowodowane charakterystyka terenu. W celu doktadnej Gmina Stupsk

oceny warunkéw wietrznos$ci, jeden maszt pomiarowy moze staé
si¢ niewystraczajacy 1 nalezy przeprowadzi¢ dodatkowy,
jednoczesny pomiar wietrzno$ci. Takie podej$cie pozwoli poznaé
zmiany w predkosci i1 kierunku wiatru spowodowane zmianami
orografii i szorstkosci terenu [2].

Analizowana lokalizacja i miejsce przeprowadzenia badan
znajdowalo si¢ w pasie nadmorskim (okolice Stupska). W tych

17°06'27,20" E
54°31'56,00" N
68 mn. p. m.

17°19' 50,60" E
54°26'34,40" N
76 mn.p. m.

Wspotrzgdne lokalizacji

Wysoko$¢ lokalizacji

Tabela 2. Dane dotyczqce konfiguracji masztéw pomiarowych M1 i M2

Maszt pomiarowy M1 | M2

Wojewodztwo Wysokos$¢ instalacji [m]

rejonach odnotowuje si¢ najwyzsze S$rednioroczne predkosci Anemometr 1 100,0 100,0
wiatru. Analiza danych pomiarowych zostala wykonana w Anemometr 2 98,5 98,5
oprogramowaniu dla energetyki wiatrowej WindPRO, natomiast Anemometr 3 740 740
analiza uksztaltowania i pokrycia terenu w oprogramowaniu GIS — Anemometr 4 200 40,0
Global Mapper [3, 7]. Wiatrowskaz 1 98,5 98,5

Wiatrowskaz 2 40,0 40,0

1. Aparatura pomiarowa

*
M2

AR E i —
& Maszty pomiarowe M1 i | 12 s
¥ “o‘m

Pomiar wietrznosci zostat przeprowadzony przy uzyciu dwoch y 1% (%
masztow pomiarowych zlokalizowanych w wojewodztwie o _{-,‘%da
pomorskim (okolice Stupska). Kazdy z masztow miat wysokosé ‘iSTKA 'a W
100 m i zbierat dane w okresie: > %
e Maszt pomiarowy M1 — (15.03.2011 — 30.06.2014), e
e Maszt pomiarowy M2 — (15.03.2011 — 30.06.2014).

Dane pomiarowe zostaly rejestrowane przy uzyciu aparatury Yoy o
pomiarowej na ktora sktadaty si¢ anemometry, wiatrowskazy oraz “\ S
urzadzenie rejestrujace wyposazone w modut GSM do transmisji e\ \
danych. W tabeli 1 zestawiono dane dotyczace lokalizacji ’
masztéw pomiarowych M1 i M2, natomiast w tabeli 2 ich LSO
konfiguracje. Rysunek 1 ilustruje poloZenie masztow y Qaen;'

pomiarowych M1 i M2 na tle wojewodztwa pomorskiego.
Rysunki 2 i 3 przedstawiaja szczegoélowe potozenie masztow
pomiarowych na tle map lotniczych [16].

® Maszt pomiarowy

—

Rys. 1. Polozenie masztéw pomiarowych M1 i M2 na tle wojewddztwa pomorskiego
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Legenda
& Maszt pomiarowy

Autor: Piotr Gnyp

Rys. 3. Szczegolowe polozenie masztu pomiarowego M2

Do pomiaru kierunku wiatru zastosowano potencjometryczny
wiatrowskaz Thies Compact o zakresie pomiaru 0-360°.
Rozdzielczo$¢ pomiaru wynosi 0,5° przy doktadnosci 2 °[12].

Do rejestrowania danych pomiarowych wybrano urzadzenie
rejestrujagce Ammonit Meteo-32, charakteryzujace si¢ mozliwoscia
podtaczenia do 10 czujnikéw pomiarowych. Rejestrator Ammonit
Meteo-32 posiada mozliwo$¢ rejestrowania danych na Karcie
pamigci oraz mozliwo$¢ podiaczenia modutu GSM do transmisji
danych [13].

Rysunki 4 i 5 ilustrujg zastosowane czujniki pomiarowe a
rysunek 6 — urzadzenie rejestrujace Ammonit Meteo-32.

Rys. 4. Anemometr Thies First Class Advanced [11]

Rys. 5. Wiatrowskaz Thies Compact [12]
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Rys. 6. Urzqdzenie rejestrujgce Ammonit Meteo-32 [13]

2. Charakterystyka terenu

Teren wokot masztow pomiarowych mozna zakwalifikowaé
jako rowninny, w wigkszosci uprawiany rolniczo z duzymi
zwartymi kompleksami leSnymi. Brak jest wysokich obiektow,
ktore mozna by zakwalifikowaé jako przeszkody terenowe
zaburzajace w sposob istotny przeptywajaca mas¢ powietrza. Dla
analizowanego obszaru okre$lono dwa numeryczne modele terenu
— numeryczny model wysokosciowy terenu oraz numeryczny
model szorstko$ci terenu. Modele zostaly wykonane w
oprogramowaniu GIS — Global Mapper.

Numeryczny model wysokosciowy terenu zostal wykonany na
podstawie danych SRTM-3 (Shuttle Radar Topography Mission).
Dane Shuttle Radar Topography Mission pochodzg z misji
przeprowadzonej przez Narodowa Agencj¢ Aeronautyki i
Przestrzeni Kosmicznej Standéw Zjednoczonych (NASA), ktorej
celem bylo zebranie danych do opracowania globalnego
numerycznego modelu terenu. Dane zostaly zebrane metoda
interferometrii  radarowej z poziomu promu kosmicznego
Endeavour. Dla obszaru odpowiadajacego potozeniu Polski, dane
SRTM-3 cechujg si¢ rozdzielczodcig wynoszaca 60 m x 90 m [4].

Surowe dane SRTM-3 pozyskane z serweréw NASA zostaly
poddane analizie w oprogramowaniu GIS — Global Mapper.
Zasigg uzytego modelu obejmowal swoim zasiggiem obszar
625 km?. Rysunek 7 przedstawia probke numerycznego modelu
wysoko$ciowego terenu [4, 17].

Maszty pomiarowe M1 i M2

PO enda :
® Maszt porniarowy 100km 150 km

Rys. 7. Prébka numerycznego modelu wysokosciowego terenu

Numeryczny model szorstkosci terenu opracowano na
podstawie danych dotyczacych pokrycia terenu pozyskanych z
serwerow Europejskiej Agencji Ochrony Srodowiska (EEA).
Europejska Agencja Ochrony Srodowiska publikuje dane
dotyczace pokrycia terenu pod nazwa Corine Land Cover. Dane
Corine Land Cover dotycza zmian w pokryciu terenu w latach
2006-2012. Do wygenerowania numerycznego modelu
szorstkoéci terenu wykorzystano dane z 2012 roku. Analiza
szorstkosci terenu zostata wykonana w oprogramowaniu GIS —
Global Mapper. Odpowiednim obszarom zostalty przypo-
rzadkowane wartosci odpowiadajace  dlugosci  szorstkosci.
Rozdzielczo$¢ modelu to 100 m x 100 m. Calkowity zasieg
numerycznego model szorstkosci terenu obejmowal swoim
zasiegiem obszar 3025 km® Rysunek 8 przedstawia probke
numerycznego modelu szorstko$ci terenu [1, 18].
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Rys. 8. Probka numerycznego modelu szorstkosci terenu

3. Metodologia obliczen

Do poznania parametréw charakteryzujacych wiatr, niezbgdne
jest zastosowanie metod statystycznych. Do statystycznej metody
opisu wiatru stosuje si¢ rozktad Weibulla, ktory przedstawia
prawdopodobienstwo  wystapienia danej predkosci wiatru.
Rozktad Weibulla jest funkcja, ktora cechuja dwa parametry,
parametr ksztattu (k) oraz parametr skali (A). Rozklad Weibulla
zapisuje si¢ przy pomocy rownania [2, 8]:

kv V¢ 1
w=3[%) ool ?

gdzie: f(v) — gesto$¢ prawdopodobienstwa wystapienia wiatru o
warto$ci predkosci v, k — parametr ksztaltu, A — parametr skali.

Parametr k okres$la ksztalt rozktadu Weibulla. Niskie warto$ci
parametru k charakteryzuja miejsca o duzej zmiennosci warunkow
wiatrowych (przewaznie sa warto$ci mieszczace si¢ w przedziale
1,0-1,5). Wyzsze warto$ci parametru k wskazujg na lokalizacje
cechujgce si¢ stabilno$cig warunkéw wiatrowych. Wysokie
wartos$ci parametru k (2,5-3,0) okres$laja lokalizacje o najlepszych
walorach do lokalizowania sitowni wiatrowych [2, 8]. Na rysunku
9 przedstawiono przyktady rozktadu Weibulla dla réznych
warto$ci parametru k. Skumulowany rozktad Weibulla wyraza si¢
poprzez ponizszy wzor [2]:
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Profil wiatru mozna wyznaczy¢ przy uzyciu rownania [6]:

v,(z,) _ Inz, —Inz, (3)
v,(z,) \Inz,-Inz,

gdzie: v; — zmierzona predko$¢ wiatru, v, — predkosé wiatru

w osi silowni wiatrowej, z; — wysoko$¢ wykonania pomiaru,

z, — wysokos¢ do osi sitowni wiatrowej, zo — parametr okreslajacy

szorstko$¢ terenu.

4. Wyniki badan

Podczas analizy danych o wietrznosci pochodzacych z
masztow pomiarowych M1 i M2 wyznaczono gtdwne parametry
rozktadu wiatru. Wyznaczono $rednioroczne i $redniomiesigczne
predkosci wiatru oraz $rednia predko$¢ wiatru z calego okresu
pomiarowego. Wyznaczono parametry rozktadu Weibulla
(parametr k oraz A) oraz profile wiatru. Rysunek 10 przedstawia
probke danych z masztow pomiarowych M1 i M2. W tabelach
3i4 zestawiono rozktady predkosci wiatru dla masztow
pomiarowych M1 i M2 dla wysokosci 100 m. Rozkiad
parametrow Weibulla dla masztow pomiarowych M1 i M2
przedstawiono w tabelach 5 i 6. Rysunek 11 ilustruje obliczone
profile wiatru dla masztéw pomiarowych M1 i M2.

Prébki danych dla masztéw pomiarowych M1 i M2
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Rys. 10. Prébki danych z masztéow pomiarowych M1 i M2

Tabela 3. Rozklad predkosci wiatru dla masztu pomiarowego M1 dla wys. 100 m

B Vi K 2) Maszt pomiarowy M1
F(v)=exp|-| — Miesiac 2011 | 2012 | 2013 | o014
A Predko$é wiatru v [m/s]
gdzie: F(v) — prawdopodobienstwo wystapienia predkosci wiatru o Stﬁ’czen - 3’3;‘ 2'25 g'gi
warto$ci v, k — parametr ksztattu, A — parametr skali. MaL:tZ)éc 7,-58 752 6.76 736
k= —8— 125 —e—1.5 —0—20 —4—25 —%=30 Kwiecien 7.57 6,72 6,88 6,53
015 Maj 6,70 6,84 591 6,61
) I ' I I Czerwiec 6,46 6,38 5,64 5,76
Lipiec 5,67 5,89 5,82 -
Sierpien 7,13 5,90 5,97 -
Wrzesien 7,50 7,44 6,29 -
‘E’ Pazdziernik 7,73 7,17 7,37 -
3 Listopad 7,38 7,47 7,33 -
z Grudzien 9,35 7,41 8,91 -
Z Viriok 7,31 7,08 6,64 7,19
E Vsricaly okres 7,05

Wind speed (m/s)

Rys. 9. Przykiady rozkladu Weibulla dla réznych wartosci parametru k [8]

Bardzo waznym parametrem charakteryzujacym wiatr jest
jego profil obrazujacy zmiany predkosci wraz ze zmiang
wysokosci. Dzigki zastosowaniu anemometréw zainstalowanych
na réznych wysokosciach masztu pomiarowego mozna wyznaczy¢
jego oczekiwany przebieg. Przebieg profilu wiatru jest silnie
determinowany przez uksztattowanie i pokrycie terenu. Wysokie
warto$ci szorstkosci terenu powoduja szybsze wyhamowywanie
i spigtrzenie naptywajacej masy powietrza.

Tabela 4. Rozktad predkosci wiatru dla masztu pomiarowego M2 dla wys. 100 m

Maszt pomiarowy M2

Miesiac 2011 [ 2012 [ 2013 [ 2014
Predko$é¢ wiatru v [m/s]
Styczen - 7,48 6,49 7,59
Luty - 7,18 5,50 7,07
Marzec 7,26 7,16 6,50 6,87
Kwiecien 7,02 6,29 6,35 5,92
Maj 6,13 6,32 5,47 6,25
Czerwiec 6,06 5,91 5,33 5,41
Lipiec 5,39 5,42 5,54 -
Sierpien 6,39 5,45 5,46 -
Wrzesien 6,72 6,74 5,75 -
Pazdziernik 6,96 6,49 6,63 -
Listopad 6,35 6,63 6,79 -
Grudzien 8,72 7,02 8,11 -
Virirok 6,70 6,51 6,16 6,52

Vsr/caly okres 6,47
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Tabela 5. Parametry rozktadu wiatru dla masztu pomiarowego M1 na wys. 100 m

Kierunek | Parametr A | Parametr k Sr_. predkosé Czgstotliwos¢
[ [-] wiatru [m/s] wystepowania [%]
N 5,93 2,033 5,25 51
NNE 6,28 2,774 5,59 5,6
ENE 6,76 2,716 6,01 6,0
E 7,25 3,052 6,48 53
ESE 8,26 3,334 7,41 6,3
SSE 8,58 3,980 7,78 9,4
S 8,28 3,848 7,49 9,3
SSW 8,18 3,743 7,38 10,4
WSW 8,64 3,250 7,75 14,9
W 9,13 2,281 8,09 15,8
WNW 7,04 1,819 6,26 7,1
NNW 6,12 2,006 5,43 4,8
Srednia 7,98 2,620 7,09 100,0

Tabela 6. Parametry rozktadu wiatru dla masztu pomiarowego M2 na wys. 100 m

Kierunek | Parametr A | Parametr k S'r_. predkosé Czgstotliwosc
[-] [-] wiatru [m/s] wystgpowania [%]
N 6,13 2,539 5,44 52
NNE 6,19 2,616 5,50 55
ENE 6,39 2,950 5,70 6,4
E 6,45 2,884 5,75 4,9
ESE 6,64 3,052 5,94 57
SSE 6,90 3,348 6,19 9,1
S 7,24 3,209 6,49 10,9
SSW 7,60 3,372 6,82 10,7
WSW 7,98 2,947 7,12 15,0
W 8,54 2,176 7,56 154
WNW 7,06 1,925 6,26 7,0
NNW 6,41 2,436 5,69 4,6
Srednia 7,30 2,548 6,48 100,0
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Rys. 11. Obliczone profile wiatru dla masztow pomiarowych M1 i M2

5. Podsumowanie

W wyniku przeprowadzonej analizy zauwazono, ze mimo
malej odleglosci pomiedzy masztami pomiarowymi M1 i M2,
wynoszacej 17,6 km, predkosci wiatru byly zauwazalnie rozne.
Roznica w zmierzonej predkosci wiatru, z catego okresu
pomiarowego, na wysokos$ci 100 m wyniosta 0,58 m/s.

Odnoszac ta warto$¢ do przebiegu krzywej mocy sitowni
wiatrowej, prognozowana produktywno$¢ energetyczna moze
znaczaco si¢ rozni¢. Zaktadajac, ze przy Sredniorocznej predkosci
wiatru na poziomie 7,05 m/s (warunki dla masztu pomiarowego
M1) i gestosci powietrza 1,225 kg/m® sitownia wiatrowa Vestas
V100 o mocy nominalnej generatora 1,8 MW jest w stanie
wygenerowa¢ 6563 MWh rocznie, natomiast dla $rednioroczne;j

p-ISSN 2083-0157, e-ISSN 2391-6761

predkosci wiatru wynoszacej 6,47 m/s (warunki dla masztu
pomiarowego M2) sitownia ta wygeneruje 4891 MWh rocznie.

Roznica w predkosci wiatru o 0,58 m/s oznaczaé bedzie
zmian¢ W wytwarzaniu energii elektrycznej na poziomie
1582 MWh/rok (24,1%) [15].

Sredni kierunek wiatru byt poréwnywalny, nie odnotowano
znaczacych odchylen. Dla masztu pomiarowego M1 $redni
kierunek wiatru z catego okresu pomiarowego wynosit 228,1°, dla
masztu M2 wyniost 226,1°. Réznica w zmierzonym kierunku
wiatru na wysoko$ci 100 m pomiedzy masztami M1 i M2
wyniosta 2°.

Eksperyment majacy na celu wykazanie rdéznic w charakterze
wietrznosci  dla dwoch bliskich lokalizacji pokazal, ze
uksztaltowanie i pokrycie terenu maja wplyw na przeptywajaca
mas¢ powietrza. Niewielkie réznice w zmierzonej predkosci
wiatru moga mie¢ istotny wptyw na planowana produktywnos¢
energetyczng projektowanej farmy wiatrowe;.

Przed podjeciem decyzji o wykonaniu pomiar6w wietrznosci
dla danej lokalizacji nalezy przeanalizowa¢ uksztattowanie i
pokrycie terenu. Dla zréznicowanych obszarow okazac si¢ moze,
ze dodatkowy pomiar wietrznosci bedzie niezbedny dla
wykonania prawidlowej prognozy, gwarantujacej efektywniejsze
wykorzystanie zasobow wiatru.
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