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REALITY IN PRODUCTION PRACTICE 
 

  

Abstract 

Current requirements which are connected with designing new, or reali-

zing the existing production systems, cause continuous and rapid changes 

in products and processes. This means that classical approaches of pro-

duction systems design have to be extended by advanced technologies and 

methods, such as digital factory, virtual and augmented reality, computer 

simulation, reverse engineering, etc. The article describes new computer 

technologies, which were applied in production practice, with a particular 

focus on the augmented reality technology. 
 

 

1. INTRODUCTION  
 

The contemporary global market requires from producers quick realization            

of orders, low cost and high quality of products. These requirements create the need 

for collaboration of all professions from engineers and managers to shop floor 

workers, and sharing knowledge and experience (Brzeziński, 2007; Gregor, 

Medvecký, Mičieta, Matuszek & Hrčeková, 2007). Nowadays competitive envi-

ronment requires utilization of new software systems for design, testing, process 

planning, manufacturing and assembly. Application of such a digital framework for 

production allows to achieve higher quality, flexibility, quickness and efficiency. 

The use of new concepts of computer-aided manufacturing and process planning can 

be done simultaneously with product design, shortening time of production and 

working towards lean manufacturing practice. Such an approach allows for quick 

identification of potential problems and elimination of their negative consequences 

for the organization.  
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Slovak Republic, + 421 41 513 2718, martin.krajcovic@fstroj.uniza.sk 
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2. AUGMENTED REALITY  

 

Augmented Reality (AR) is one of the fastest growing part of virtual reality. 

The basis of augmented reality is the ability to combine elements of the real       

and virtual worlds into a single view (Azuma, 1997; Haas, 2004; Westkaemper, 

Bischoff, Von Biel & Duerr, 2001). Augmented reality is a technology supported 

by human visual perception. The combination of real and virtual objects makes 

possible to transfer to the user a variety of additional information. The condition 

of this technology is to preserve the link with the user and real environment. In the 

virtual reality we create a model of a real production system, which can be used as 

a model for augmented reality. In the second mentioned technology (AR) we do 

not replace all the real world, but only the selected virtual elements corresponding 

to objects from the analysed real environment. The view can be realized using        

a monitor and a camera or with a head mounted display (Bajana, 2013).                 

In practice, we can use two types of augmented reality systems: 

1. Systems using position sensors and transparent display. The position sensor 

sends information about the position and direction of the user. Basing on 

this information, the scene generator prepares for display virtual objects 

located in the user's area of vision and projected on semi-transparent mirror 

through which the user sees the real scene. 

2. Capturing real camera image for the registration of markers which indicate 

virtual objects position. A video camera captures the real scene and sends it 

to the computer. The software on the computer is looking for markers, 

calculates the camera position and distances between markers and assigns 

them to marker image of the virtual object and then displays the resulting 

image of the real scene with virtual objects. 

 
 

reality 

mirror  

with virtual image 

camera 

and 

display 

position 

sensor 

image generator 

 

Fig. 1. Basic principles of augmented reality systems 
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3. CREATION OF A REAL PRODUCTION SYSTEM IN VIRTUAL 

REALITY ENVIRONMENT 

 

A virtual model of a real production system can be created using various 

CAD programs, or using special applications dedicated to this purpose, such              

as CeitTable (Furmann & Krajčovič, 2009).  

A production system model generally can be created in the following steps: 

1. Preparation of 2D/3D objects: 

a) Usage of libraries of 2D/3D objects from the applied software. Current 

objects of the library can be further complemented and expanded              

by new own objects. 

b) Acquiring new 3D models using reverse engineering methods and 3D 

laser scanning technology, DMU (Digital Mock Up) and FMU (Mock 

Up Factory) models. 

c) Creating new models using CAD applications. 

2. Modelling of the production system: 

a) Defining the production area. 

b) Copying objects from the library to the created production model. 

c) Defining transport relations between objects. 

3. Layout optimization: 

a) Sankey diagram. 

b) Intensity-Distance diagram. 

c) calculation the overall transport performance. 

d) triangular method. 

e) safety work analysis. 

4. Visualization of the production system: 

2D or 3D layout of the production system, which is presented by com-

puter monitor, or using virtual technology and augmented reality. 

 

The creation of a virtual model of a real system requires the following activities: 

1. Replacement of dimensionless workplaces by objects with real shapes   

and dimensions of machines/workplaces, 

2. Placing in the created model a required number and particular types         

of machines/workplaces according to the results of capacity calculations. 

 

At the beginning of the modelling process we should prepare earlier mock-

ups of machines and workplaces and create the first (ideal) arrangement. This 

initial deployment will be supplemented by transport links between machines 

visualized by the material flow diagram (Fig. 2a). 
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Additionally, we should take into account: 

a) service areas of workplaces, 

b) material flow in the production hall and between halls, 

c) needs of transportation and material handling, 

d) building structures and media installations. 
 

  

a) 2D model b) 3D model 

Fig. 2. Virtual models of production systems (Plinta & Krajčovič, 2015) 

 

The result of the described work is a realistic virtual model of workplaces             

or production halls, which respects all the existing constraints in production 

presented in a 2D or 3D view (Fig. 2). 
 

 

4. PRODUCTION SYSTEMS VISUALIZATION WITH AUGMENTED 

REALITY  

 

At universities in Bielsko-Biała and Zilina, we are currently developing          

the concept of Digital Factory with progressive approaches to visualization             

of digital information (Furmann & Krajčovič, 2009; Gregor, Plinta, Furman            

& Štefánik, 2011; Plinta & Krajčovič, 2015; Štefánik & Furmann, 2011).                  

It seems appropriate to apply augmented reality (AR – Augmented Reality) 

technologies for designing and visualization of production systems (Bajana, 2013). 

 

  
Virtual reality – computer-modelled 

environment 

Augmented Reality – a combination of the 

real environment and virtual objects 

Fig. 3. The difference between the virtual and augmented reality (Plinta & Krajčovič, 2015) 
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Research on the use of AR in designing of production and logistics systems 

is currently focused on the application of augmented reality systems based        

on creation of a real scene and identification of tags (markers) in the camera 

recorded scenes, which define user position and orientation in the modelled scene 

(Gabajová, 2013; Gabajová, Krajčovič & Plinta, 2013; Mirandová & Gabaj, 2011). 

The below example is related with the concept of interactive projection 

system created at the University in Zilina, which is based on the projection              

on the planning table. The current version of this system uses 3D visualization 

layout of the production system presented on a monitor screen or a wall using            

a data projector. It is a projection of the 3D model to a 2D view. 

By using augmented reality in designing of production systems with                   

the planning table, we can create extended visualization in which 3D models are 

placed directly on the planning table. 3D models emerge from the layout, what 

is presented in figure 4. Using markers placed on the production layout drawn 

on a planning table and 3D models of machines, it is not necessary to use any 

additional data projector displaying the designed production system. 

 

 

Fig. 4. Visualization using augmented reality technology  

on the planning table (Mirandová & Gabaj, 2011) 

 

The proposed solution uses markers to identify the position and type of the 3D 

object, which are displayed above them, and also to determine the position and 

orientation of the user's viewpoint (camera) in the observed scene (the projection 

area of the table). The production system which is created with a planning table can 

be also presented by means of augmented reality in the real environment of the 

production hall. Showing virtual objects in a real environment, we can observe       

and analyse production systems for identifying possible organizational problems    

and evaluating the final position of particular workplaces in production halls.              

Using such tools, we can find possible collisions with other workplaces, walls, with 

power devices, machinery and equipment for power distribution, interconnection                     

of production machinery and equipment with the current transportation and handling 

system, and potential problems with installing new machinery and equipment, etc. 
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5. AUGMENTED REALITY IN THE PICKING PROCESS 

 

The picking process consists of several following steps (Fig. 5) (Krajčovič, 

2011; Mirandová & Gabaj, 2011): 

1. Identification of the worker – the worker is logged into the system and 

confirms his identity; 

2. Identification of the picking contract – chosen from a list of specific 

contracts of the searched order; 

3. Identification of the storage of each item – identifying the exact location 

of items and obtaining the storage coordinates in relation to a given 

reference point of the coordinate system; 

4. Proposal for order picking items and determining routes beats – on the basis                

of the list of items, a list of collecting items is created from the first to the last, 

according to the principles of finding them, for example with the shortest path; 

5. Realization of the picking process – the process of collecting items; 

6. Registration of the picked material – update of the residual inventory                

of selected items. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Picking process with AR 

The data base of: 
- orders, 
- workers, 
- storage items. 

1. Identification of the worker. 

2. Identification of the picking contract. 

3. Identification of the storage of each item. 

4. Proposal for order picking items  
and determining routes beats. 

5. Realization of the picking process  
of collecting items. 

6. Registration of the picked material. 

Picking process: 

AR system 

Methods of determining  
the routes of worker picking. 

Navigation system. 

Software and hardware 
equipment. 

ID codes, markers and 3D models 
for all stored items. 

System for collecting data  
of the realised orders. 
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Generally, the process of picking using augmented reality is connected with 

additional activities, like: 

1. Extracting information about orders and stored items from WMS. 

2. Extracting information about ID code of markers for all ordered items. 

3. Determining location and selection of navigation markers to determine 

the directional navigation. 

4. Generating information for navigation in the store. 

5. Preparing glasses for augmented reality and booting the system. 

6. Using technical means of augmented reality trip between picking locations. 

7. Collecting data about the realised orders. 

 

Integration of the augmented reality technology into the picking process 

gives us a possibility of eliminating the most common mistakes in picking items 

from the stores. 

 

  

 

Fig. 6. Picking items with augmented reality (Mirandová & Gabaj, 2011) 

 

 

The layout of markers 

Directional and order picking 

information displayed via augmented reality 

Picking items 
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6. AUGMENTED REALITY IN ERGONOMICS 

 

Augmented Reality and Virtual Reality may appear to be effective solutions 

for complex analyses of developed designs of prototype workplaces, according 

to requirements of work safety and ergonomics in the following areas: 

– management of health and safety, 

– manual weight lifting, 

– work with computer monitors, 

– use of personal protection, 

– use of machines and tools, 

– design of workplaces. 

 

A workplace designed in an appropriate manner allows the operator to work 

in the most effective way possible. In the time of rapid changes in demand                    

it is necessary to flexibly react to customer requirements. Because of that it is 

necessary to rebuilt and change the existing working and assembly workstations 

to improve the working process, and especially working conditions.  

An example of ergonomic analysis using virtual reality created in ErgoMax 

is presented in figure 7. 

 

 
 

 

 

 

 

Fig.7. Ergonomic analysis using virtual reality (source: own study) 

Virtual model  

of the analysed workplace 

Ergonomic analysis 
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Virtual workplace is a system consisting of an appropriate VR hardware              

and software. Stages of VR application in analysis of workplaces include: 

1. CAD model transfer to VR application and improvement of 3D object 

appearance by applying visualization techniques, such as texture mapping, 

lighting effects, reflections etc. 

2. Programming objects’ behaviour – movement as a response to a user-

generated event (mouse click, keyboard button press, entering the defined 

collision zone) or an event generated by another object. 

3. Creating user interface – the interface must be intuitive and allow easy 

launching of all the necessary functions of the virtual model. 

4. Application testing – verification of the analysed workplace and their 

possible improvements. 

5. Application in practice – finished application may be used in the process 

of education of future operators of the workplace, which will shorten the 

time needed to introduce an operator to work on the new workplace with 

full efficiency and safety. 

 

Modern information technologies give us a range of possibilities to test new 

ways of working and to design and evaluate workplaces. Such analyses can be 

conducted with different software, like for example Delmia, Tecnomatix and 

features in the CAVE environment. These technologies are constantly being 

developed for new practical applications. They will be very helpful as the 

current versions already shorten time of designing workplaces, ergonomic 

analysis and significantly reduce costs (Dulina & Smutná, 2010; Januszka, 2012). 

 

 

7. CONCLUSIONS 

 

The rapid development of computer technologies and advanced software 

solutions support the designing process and allow for testing different things                 

in a virtual environment. This gives us a possibility to save expenses for pro-

totyping and implementing corrective actions caused by wrong decisions which 

appear during the designing stage. Extending modern technology usage                     

to almost all areas of business activity has led to the definition of the digital 

factory concept. 

The contribution shows a possibility of linking traditional approaches and 

methods of production design and organization of production processes 

(preparation and analysis of input data, the use of optimization algorithms) with 

new technologies of digital data processing (virtual reality and augmented 

reality technology) and methodology for designing and visualizing production 

systems. 
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Lukasz DZIAK*, Malgorzata PLECHAWSKA-WÓJCIK*  
  

  

THE USE OF UNITY 3D IN A SERIOUS GAME 

DEDICATED TO DEVELOPMENT  

OF FIREARM HANDLING SKILLS 
  

  

Abstract  

The paper presents the model of the serious game designed to develop 

firearm handling skills. The game is dedicated to act as an educational 

tool. Its aim is to teach how to disassembly and assembly weapons.  

The main aim of the paper is to present and discuss educational value  

of this kind of serious games. Detailed results were obtained after end user 

examination. What is more, the aspect of ergonomic and usability is also 

covered. The paper presents also the game design and development process. 

  

  

1. INTRODUCTION 

  

Serious games are currently very popular. Furthermore, this popularity  

is continuously rising. However foundations for serious games had been laid 

before computer games gained popularity. The term serious games in its current 

form was mentioned for the first time by Clark Abt in a book “Serious Games” 

(Abt, 1970). He defined serious games as games which have educational use 

instead of being used only for entertainment. There were some other important 

publications after that (Jansiewicz, 1973), but real popularity of the topic came 

with 21st century. Besides works like Michael’s and Chen’s (Michael & Chen, 

2006) which tried to comprehensively discuss the serious game topic there were 

many articles and scientific papers focusing on one chosen area of this kind  

of games. Studies on serious games included education, medicine, military  

and many others. Treating depression might be one of the examples (Plechawska-

Wójcik & Rybka, 2015; Weina, Gromala & Tong, 2015; Fleming et al., 2014). 

                                                           
* Institute of Computer Science, Lublin University of Technology, Nadbystrzycka 36B, Lublin, 

20-618, Poland, +48 81 525 20 46, lukasz.dziak@pollub.edu.pl, m.plechawska@pollub.pl  

http://acs.pollub.pl/pdf/v13n2/2.pdf
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There are also applications made for medicine purpose, for example for diabetic 

people (Diehhl et al., 2015). Educational games could be successfully used  

in schools (Fisser, Voogt & Bom, 2013) and for employee skills development 

(Corrigan et al., 2015). They are used for military training as well. A good 

example is a French game which teaches combat casualty care (Pasquier et al., 

2016). American army also uses games that teach battlefield behavior, as well as 

encourage future adepts to join the army (Alvarez & Michaud, 2008). 

When it comes to research papers related directly with firearms handling 

skills there are also many positions available. Article “LVC interaction within  

a mixed-reality training system” (Pollock et al., 2012) presents foundations, 

usage and problems connected with development of battlefield simulator called 

Veldt. It mixes real elements like rooms, foyers and doors with virtual reality.  

It is made using video projectors, sensors and purpose-built weapons. Game 

Virtual Battlespace 2 is the main part of the system. The work is summarized  

by a survey conducted among system users. Thereby it was possible to distinct 

positives and negatives of the system and discuss possible improvements. 

Quite similar but simpler simulation is presented and elaborated in another 

research work (Bhagat, Liou, & Chang, 2016). Presented game is made mainly 

for military shooting range simulation. Thanks to laser technology shots made 

using special weapons are transferred to virtual world with very high precision. 

The article is summed up by a survey conducted among high school students 

who played the game. According to the survey results both game reception  

and educational effects were positive. 

Market research show that serious games connected with development  

of firearm handling skills focus mostly on shooting. It seems that there is a lack 

of games teaching how to disassembly and assembly firearms. It seems that this 

topic is not popular. This is one of the reasons why this paper addresses 

mentioned topic. Gun disassembly and assembly is one of the potential subjects 

that could undergone scientific research. 

The aim of the paper is to present the gameplay of the serious game focusing 

on disassembly and assembly firearms and to evaluate educational value of this 

kind of games. The rest of the paper is structured as follows. The section 2 

presents the idea of the game, the section 3 presents the details of the survey used for 

research. The section 4 presents obtained results. The section 5 concludes the work. 

  

 

2. THE IDEA OF GUN DISASSEMBLY AND ASSEMBLY GAME 

  

2.1. Game design 

  

The aim of the presented game is to teach potential players partial assembly 

and disassembly of AKMS assault rifle. The target platform is personal com-

puter with Windows operating system. The game consists of two main modes: 
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learning mode and time trial. The aim of the first mentioned mode is to teach  

a player how to assembly and disassembly weapon. It is realized in the form  

of step by step tutorial. The second mentioned mode is to polish up skills gained 

in previous mode. A player tries to achieve the best result. Achievements that 

could be collected in this mode give a player additional motivation. There are 

also statistics which allows a user to keep track of his/her progress. What is 

more, there is information about weapon used in game, so as to satisfy players 

curiosity when they search for detailed knowledge. 

The learning mode is made in a tutorial like form. There are instructions 

shown on the screen telling a player which actions should be performed at the 

moment. There are also many tips. Gun parts connected with current game point 

are highlighted. Also labels with gun parts names are shown. Gameplay  

is divided into two stages: gun disassembly and gun assembly. Figure 1 presents 

sample actions performed by the user during gun disassembly. Underneath them 

there are messages displayed to a player. 

 

 
Fig. 1. Sample actions performed in the learning mode 

 

The time trial is in many aspects quite similar to learning mode. One of the 

biggest differences is the lack of instructions in this mode. Moreover, both 

disassembly and assembly time are measured. The aim of this mode is to 

disassembly and assembly weapon in the shortest possible time. Player mistake 

results in a time penalty. Figure 2 shows mechanics of time trial game mode 

using BPMN schema. 

 

2.2. Game implementation 

  

The game was implemented using various tools. Gun model was created  

in Blender. In general game was made with use of Unity 3D development tools. 

C# was the language used in the process. 

Making model was probably the most time consuming task during 

implementation phase. AKMS assault rifle model was made with great attention 

to details and with division to single gun parts. It was textured with accordance 

to reality. 
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Fig. 2. The time trial BPMN schema 

 

Animations are very important part of the game. All animations were defined 

using C# delegates. Third-party library called GoKit Tween was used to simplify 

and speed up animation development process. 

There are achievements which player can gain for performing tasks well. 

Information about them is stored in an NoSQL database. The same is made  

for the statistics. One important thing to note is that gained statistics are used  

in achievement awarding process. Some of the statistics are shown to the player, 

so he/she can keep track on his/her game progress. 

Hint system in the game consists of two parts: highlighting weapon  

elements and their name labels. Highlighting was made using custom shader.  

Highlighted weapon elements are visible even if they are behind other objects.  
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A special class was developed to show element name labels in appropriate 

places. It was used to translate 3D coordinates to 2D coordinates. Such operation 

was necessary because label hints (2D GUI elements) are to be shown where 3D 

elements are presented. 

Final step of the implementation process was game balancing. Like in any 

other computer game it was necessary to properly adjust difficulty level. 

Animations duration was changed in order to match reality. Achievements were 

redesigned in order to give a player more motivation. It was hard and time 

consuming process, as it consisted of many retests of the game. Figure 3 shows 

the screenshot of the game learning mode. 

 

 
Fig. 3. Learning mode screenshot 

 

 

3. THE SURVEY  
  

A special survey was conducted in order to examine educational value of the 

game as well as its usability features. Before filling the questionnaire respon-

dents had to play the game at least 30 minutes in total. They had to spend at least 

15 minutes in the learning mode and the same amount of time in the time trial. 

Questions about educational values of the game were divided into three groups: 

questions checking gained knowledge, questions related to playing time, 

questions about subjective game effects estimation. The first group included five 

questions asking about things like weapon elements assembly order or elements 

used in the disassembly process. Its aim was to check in an unbiased manner 

what players have learned. The second group consisted of questions about time 

spent both in the learning mode and in the time trial. The third group asked 

respondents about their own opinion about game and effects of playing it. 

Usability examination was made in order to check how GUI design affects the 

player experience. 
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People who took part in the research didn’t have experience in disassembling 

or assembling AKMS rifle. They also had small or none firearm handling 

experience. It was checked in survey using special questions. The group 

consisted of 20 people. They were on average 25.6 years old, standard deviation 

of their age was 6.35 years and median was 24. Exactly 80% of the responders 

were man and 20% were women. 

 

 

4.  RESULTS OF SURVEY 

 

Survey showed that the game is regarded as a good educational tool.  

Both verifying questions and responders subjective opinion show that game 

taught players how to disassembly and assembly guns. Maximum number  

of points which could be scored from questions checking gained knowledge was 5. 

On average interviewees scored 3.95 points, whereas standard deviation was 

0.94 points and median 4 points. 

70% of responders declared that after playing they are able to disassembly 

and assembly the gun presented in the game. 30% told that they could do it 

partially. In contrast, 85% of them declared that before playing the game they 

were totally unable to disassembly AKMS. Figure 4 shows comparison between 

ability to disassembly and assembly AKMS rifle before and after playing 

the game. 

 

 
Fig. 4. Ability to disassembly/assembly rifle  

before and after playing the game 
 

50% of the people declared that the game is very useful, whereas 45% told 

that it is useful. One person thinks that it is only partially useful. Those results 

shows that the game has very positive reception among interviewees. 
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 Some questions were made to check whether game impacts people to get 

interested in guns and shooting. All of them had only two possible responses: 

“yes” or “no”. Results are as follows: 

 All responders (100%) after playing the game declared that they would 

like to retry doing the same things in real life, 

 95% would play the game one more time if there were new guns added, 

 85% declared that the game encouraged them to go to a shooting range, 

 Half of the responders (50%) admitted that they would like to search for 

additional information about firearms in external sources. 

 

It could be easily seen that the game enhances players to take part in acti-

vities connected with firearms. 

Usability examination showed good readability of the main menu. However, 

its appearance rating was slightly worse. It means that outlook of the main menu 

should be improved. 

Further questions were about fonts size, contrast between elements and se-

lection of colors. According to answers, font size is proper and contrast is quite 

good. Although colors should match better. Game elements like navigation, 

instructions placement and prompt readability are proper.  

The biggest issue is that there are moments in which a player doesn’t know 

what to do next. What is more there are also situations where after clicking  

on some object there is no expected reaction. There should be further study 

performed on this matter. It is important to determine what is the reason of such 

opinions and improve the game afterwards. 

 

 

5. CONCLUSIONS 

 

The main goal of this paper was to present and discuss the results of exami-

nation of educational value of the serious game and its usability. Performed 

study shows that developed game meets users expectations. The game has high 

educational value. Responders surely developed firearms handling skills using it. 

Usability of the game is good, although there are elements which should be 

improved. Game itself might be used as an educational tool. Not only by indi-

viduals but also by institutions. 
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Abstract  

Computer assisted calculations consists in applying software for the simu-

lation of models of certain devices and later analysing their behavior under 

given conditions corresponding to real working conditions in a specific 

environment.The paper proposes a circuit model of 2G YBCO super-

conducting tape created in the PSpice program. The model consists  

of passive blocks and active user blocks of analogue behavioural modelling 

(ABM). ABM blocks calculate the conductances, the currents of the indi-

vidual layers of the superconducting tape, its thermal capacity, the heating 

power, the cooling power and resulting temperature of the tape. The model 

uses table of thermal power density passed to the liquid nitrogen  

vs. temperature. Smooth transition of the YBCO superconductor layer into 

the resistive state is described by Rhyner’s power law. The developed model 

was used for generating waveforms of thermal and electrical quantities. 

 

 

1.  INTRODUCTION 

 

Superconductors enable to combine magnetic and electrical properties  

of materials, which can be noticed thanks to the loss of electrical resistance and 

some peculiar magnetic phenomena under specific conditions. Superconductors 

are in the superconducting state when the working point determined by temperature, 

current density and magnetic field intensity is below the critical surface 

characteristic for each superconducting material. 
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A general classification of superconductors is introduced due to the critical 

temperature value: 

• LTS – Low Temperature Superconductor,  

• HTS – High Temperature Superconductor. 

 

The critical temperature TC = 25 K is the point separating LTS and HTS 

superconductors (Tinkham, 2004). 

 

 

2.  YBCO 2G SUPERCONDUCTING TAPE 
 

2.1 . The structure of 2G YBCO superconducting tape 

 

Second generation high temperature superconducting tapes (2G HTS) are 

called layered or coated conductors. These tapes are usually based on yttrium 

high-temperature superconductor YBCO. Second generation tapes begin to re-

place the tapes and wires of the first generation (1G HTS), which were based  

on bismuth superconductor BSCCO. Characteristic about the second generation 

tapes in superconducting state is that they conduct current of hundreds amperes  

at very low losses. Additionally, when the second generation superconductor 

obtains the resistive state, an unlaminated tape has a relatively high resistance. 

High temperature superconducting tapes of second generation are made  

of several relatively thin layers. A base layer is responsible for electrical and me-

chanical parameters and in many cases consists of non-magnetic Hastelloy  

(Ni – 57,00%, Mo – 16,00%, Cr – 15,50%, Fe – 5,50%, W – 4,00%, Co – 2,50%). 

The thickness of this layer is about 50 µm (Table 1). An optional layer of stabilizer 

which determines the performance of thermal and also mechanic parameters  

of the tape, is located at the top and bottom of the tape and has the thickness  

of about 20 µm. 2G YBCO tape comprises a silver layer having thickness of about 

2 µm, YBCO superconducting layer having thickness of about 1 µm, a buffer layer 

LaMnO3 (LMO) having thickness of 30 nm, a homoepitaxial layer MgO having 

thickness of 30 nm and a base layer MgO having thickness of 10 nm. Tapes 

produced by American Superconductor (AMSC) are covered with laminate 

coating of stainless steel, copper or brass. In turn, SuperPower company produces 

tapes without a stabilizer (SF series) and tapes with copper stabilizer (SCS series). 

While comparing these two types of second generation superconducting tapes 

(Fig.1 and Fig.2), it can be predicted that tapes without a stabilizer show many 

times higher resistance than tapes with a stabilizer above the temperature TC 

(Majka & Kozak, 2009; Tinkham, 2004). 
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Tab. 1. The parameters of SCS4050 superconducting tape  

 by SuperPower (SuperPower Inc., 2016) 
 

Type of tape  SCS 4050 

Thickness ~ 0.1 mm 

Width 4 mm 

Minimum bending radius 25 mm 

Critical current (at T = 77 K, self-field) 80-100 A 

Maximum length of a single section  

of the tape 
> 600 m 

Thickness of Ag layer  2 μm  

Thickness of Cu layer  40 μm  

Thickness of YBCO layer  1 μm  

Thickness of Hastelloy C276 50 μm  

Resistivity of substrate  1.24∙10-6 Ωm  

 

 

 

Fig. 1. The structure of second generation superconducting tape by AMSC  

(American Superconductor, 2016) 

 

 

Fig. 2. The structure of second generation superconducting tape by SuperPower 

(SuperPower Inc., 2016) 
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Second generation superconducting tapes are usually made of YBCO material. 

It is a chemical compound comprising yttrium oxide, barium oxide and copper 

oxide. The general chemical formula of this material is YBa2Cu3O6+x  

(0 < x < 1). Figure 3 illustrates the single structure diagram of the superconducting 

powder.  

 
 

Fig. 3. Single structure diagram of superconducting powder YBa2Cu3O7 (Parida, 2012) 

 

 

3.  NUMERICAL MODEL OF 2G YBCO SUPERCONDUCTING TAPE 

 

3.1. Equivalent circuit of 2G YBCO superconducting tape 

 

The modelling object is 2G YBCO superconducting tape. Figure 4 presents  

the equivalent circuit of the tape. Mathematical model of the superconducting tape 

consists of three non-linear and one linear resistor in parallel. These resistors 

include: Hastelloy, a silver layer, a copper layer and a superconducting layer 

(Czerwinski, Jaroszynski, Majka, Kozak, and Charmas, 2016; Jaroszynski  

& Janowski, 2014). 

 

 

Fig. 4. Equivalent circuit of 2G YBCO superconducting tape 
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Equivalent diagram of the simulated circuit is shown in Figure 5. This circuit 

consists of the sinusoidal voltage source Vsin, the internal resistance of the power 

source Rw and the temperature- and current-dependent resistance of the super-

conducting tape RHTS.  
 

 
 

Fig. 5. Equivalent diagram of simulated circuit 

 

3.2. Modelling tool 

 
The model of 2G YBCO superconducting tape was created in the PSpice 

program. It is a well-known program for circuit design and simulation.  

Orcad PSpice enables to: 

 design schemes of the analysed circuit, 

 choose types and values of elements, 

 perform the simulation and display the results in a graphic form, 

 use analogue behavioural modelling. 

 

In comparison to circuit modelling finite element method (FEM) subdivides 

a large problem into smaller, simpler parts that are called finite elements. Due to 

the high geometric aspect-ratio of superconducting tape, this method leads to the 

much greater complexity of the calculations than circuit modelling in PSpice 

program. The second approach seems to be quite effective for the analysis of states 

when the transport current is higher than Ic (Czerwinski, Jaroszynski, Janowski, 

Majka, and Kozak, 2014; Janowski, Wojtasiewicz, and Jaroszynski, 2016; 

Jaroszynski et al., 2014). 

 

PSpice program enables to examine the system for changes in such quantities as: 

– voltage, 

– current, 

– power, 

– temperature, 

– additional parameters of the model.  

 

 

https://en.wikipedia.org/wiki/Finite_element
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3.3. Details of the simulation 

 

The circuit model of 2G YBCO superconducting tape is designed in PSpice 

program. The model, presented in Figure 6, consists of a passive block PARAM 

containing the electrical, thermal and geometrical parameters of the tape,  

and active user blocks of the ABM (analogue behavioural modelling). Voltage 

blocks calculate the relative temperature (ABM1) in relation to the temperature  

of liquid nitrogen, the cooling (ABM2) and heating power (ABM3) of the 

superconducting tape, and the current block calculates the current of the tape 

(ABM4). For the purpose of current detection in the circuit a secondary DC source 

(Vpr) with zero voltage (EMF) was used. The model uses tables with the values 

of power density passed to the liquid nitrogen as the function of temperature 

(GeStCieLN) and two hierarchical blocks. The first hierarchical block represents 

thermal capacity (Cth), which is the sum of the thermal capacity of the layer  

of copper, silver, Hastelloy and the YBCO superconductor. The second hierar-

chical block calculates the resultant conductance of the tape (G). This block allows 

for a smooth transition of the YBCO superconductor layer into the resistive state 

in which the current is described by Rhyner’s power law (1) (Czerwinski  

et al., 2016; Janowski et al., 2016; Jaroszynski et al., 2014). 

 

 
Fig. 6. Electrical circuit of 2G YBCO superconducting tape in PSpice 

 
High temperature superconductors have a non-linear dependence of current 

density and electric field intensity. GYBCO block (Fig. 7) calculates resistance 

change (transition into the resistive state) of a superconducting layer in the second 

generation superconducting tape.  
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Fig. 7. ABM voltage block calculating the conductance  

of the YBCO superconducting layer 

 
Exponential dependence (1) describes the relations between current density 

J and electric field intensity E 
 

                   
𝐸

𝐸c
= (

𝐽

𝐽c(𝑇)
)
𝑛(𝑇)

  (1) 

 

where:  E – electric field intensity, V/m, 

Ec – critical electric field intensity for HTS, 10-4 V/m, 

J – current density, A/m2,  

Jc – critical current density, A/m2, 

n – exponent depending on the temperature. 

 

 The relation between electric field intensity and current density in power law 

depends on the actual temperature. The temperature affects the critical value of 

the current and the value of the exponent n. This exponent influences the steepness 

in rise of current-voltage characteristics and is defined for the purposes of the 

circuit modelling as: 

 

                         𝑛(𝑇) = 𝑛0
𝑇0

𝑇
 (2) 

 

where: T0 – reference temperature, K, 

T – temperature of tape, K, 

n0 – exponent in T0 temperature (for YBCO n0 =15 ÷ 40, T0 = 77 K). 

 

 Assuming homogenous distribution of current density and electric field 

intensity, the equation (1) can be written as: 

 

                              
𝑈

𝑈c
= (

𝐼

𝐼c(𝑇)
)
𝑛0

𝑇0
𝑇

 (3) 

 

where: U – voltage, 𝑉, 

Uc – critical voltage, 𝑉, 

I – current, A.  

Ic – critical current, A. 
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After multiplying components of the equation (3) the following dependence 

can be described as:  

 

                      
𝑈

𝐼
=

𝑈𝑐

𝐼c(𝑇)
(

𝐼

𝐼c(𝑇)
)
𝑛0

𝑇0
𝑇
−1

 (4) 

 

The dependence (4) can be presented in the form of resistance: 

 

                       𝑅YBCO =
𝑈𝑐

𝐼c(𝑇)
(

𝐼

𝐼c(𝑇)
)
𝑛0

𝑇0
𝑇
−1

 (5) 

 

where:  RYBCO – the resistance of YBCO layer, Ω. 

 

Critical current Ic(T) in the equation (5) can be illustrated by the linear 

relationship: 

 

            𝐼c(𝑇) = 𝐼c0
𝑇c−𝑇

𝑇c−𝑇0
 (6) 

 

where:  Tc – critical temperature, K, 

Ic0 – critical current in T0 temperature, A. 

 

After substitution into the equation (5) the dependence (6) of critical current 

Ic(T) the equation is: 

                    𝑅YBCO =
𝑈c

𝐼c
(

𝐼

𝐼c0
𝑇c−𝑇

𝑇c−𝑇0

)

𝑛0
𝑇0
𝑇
−1

 (7) 

 

After including the critical electric field intensity, the equation is:  

                     

                  𝑅YBCO =
𝐸c∙𝐿

𝐼c
(

𝐼

𝐼c0
𝑇c−𝑇

𝑇c−𝑇0

)

𝑛0
𝑇0
𝑇
−1

 
(8) 

 

where: L – length of tape, m. 

 

The conductance of the superconductor is the reciprocal of resistance: 

 

              𝐺YBCO =
1

𝑅rez+𝑅YBCO
 (9) 

 

where: GYBCO – the conductance of YBCO layer, S, 

Rrez – residual resistance (a small value higher than zero needed to perform 

the convergent calculations, in this program equals 10-15 Ω). 
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3.4. Simulation results 

 

The simulation takes into the account the following factors: the sinusoidal 

voltage source with the amplitude of 4 V, frequency 50 Hz and internal resistance 

2∙10-3 Ω, the length of tape 0.5 m, the width of tape 4∙10-3 m, the thickness  

of a silver layer 2∙10-6 m, the thickness of a copper layer 4∙10-5 m, the thickness  

of Hastelloy 5∙10-5 Ω, the thickness of YBCO layer 10-6 m, the critical current  

of the tape IC0 = 100 A, the critical temperature of superconductor TC = 93 K,  

the temperature of liquid nitrogen T0 = 77 K, Rhyner’s law exponent n0 = 40. 

 

3.4.1. Thermal capacity of 2G YBCO tape 

 

The hierarchical block Cth (Fig. 8) enables to calculate the thermal capacity  

of 2G YBCO tape. This block comprises thermal capacity of a copper layer CthCu, 

a silver layer CthAg, Hastelloy CthHST, YBCO superconductor CthYBCO.  

The calculations are based on the dependence of the thermal capacity for 

individual layers of the tape as a function of temperature, as can be seen in Fig. 9, 

Fig. 10 and Fig. 11. This data allows to create tables with specific heats of copper 

layer CwCu, silver layer CwAg, Hastelloy CwHST. The constant value of 185 

J/(kg∙K) is accepted as the specific heat for the superconducting layer CwHST.  

The calculations also include the density ϒ of the individual layers in the super-

conducting tape, which are presented in Table 2. 

  

 

Fig. 8. Subcircuit calculating thermal capacity of 2G YBCO tape 
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Fig. 9. Specific heat of copper vs. temperature (Matula, 1979) 

 

 

Fig. 10. Specific heat of silver vs. temperature (Smith & Fickett, 1995) 

 

 

Fig. 11. Specific heat of Hastelloy vs. temperature (Lu, Choi, and Zhou, 2008) 

 

Table 2. Material density of individual 

layers in the superconducting tape 

(Czerwinski et al., 2014) 

ϒ Cu 8920 kg/m3 

ϒ Ag 10490 kg/m3 

ϒ YBCO 6300 kg/m3 

ϒ HST 8890 kg/m3 
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3.4.2. The conductance of copper, silver, Hastelloy and YBCO layer 
 

In this model the conductance of 2G YBCO tape is calculated using the hierar-

chical block G (Fig. 6). The calculations are based on the dependence in the resi-

stivity ρ of copper and silver layers as a function of temperature, which are 

presented in Fig. 12 and Fig. 13. The resistivity for Hastelloy is of constant value 

and equals 1.24∙10-6 Ωm. The calculations also include the thickness of individual 

layers, as well as the length and the width of the superconducting tape.  

The developed conductance model of 2G YBCO tape was used for generating con-

ductance waveforms of copper layer GCu, silver layer GAg, Hastelloy GHST (Fig. 14).  

 

 

Fig. 12. Change of copper resistivity vs. temperature (Matula, 1979) 

 

 

Fig. 13. Change of silver resistivity vs. temperature (Smith et al., 1995) 

 

 

Fig. 14. Conductance waveforms of copper layer GCu, silver GAg, Hastelloy GHST vs. time 
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Due to the large differences in conductance of individual layers in the super-

conducting tape, waveforms have been developed on a logarithmic scale.  

The values of conductance for copper layer GCu, silver layer GAg and Hastelloy 

GHST are constant in the analysed time and have values respectively of 100 S, 8 S, 

0.5 S. 

Figure 15 presents the conductance waveforms of YBCO superconducting 

layer vs. time.  

 

 

Fig. 15. Conductance waveforms of superconducting layer GYBCO 

 
The conductance of the superconducting layer GYBCO reaches the maximum 

about 8 MS when the current in the circuit tends to zero. 

 

3.4.3. The current of copper, silver, Hastelloy and YBCO layer 

 

The controlled current source was used for each layer of the superconducting 

tape, which allowed to calculate the instantaneous current of individual layer. 
Figure 16 illustrates the initial current waveforms in the copper layer ICu, silver 

layer IAg, Hastelloy IHST, YBCO IYBCO and total current of superconducting tape 

IHTS. Tape current IHTS in a longer span is also depicted in Figure 17. 

 

 

Fig. 16. Current waveforms in cooper layer ICu, silver IAg, Hastelloy IHST, superconductor 

IYBCO and the total current of superconducting tape IHTS vs. time 
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Fig. 17. Waveform of the total current of superconducting tape IHTS 

 

After setting the supply voltage in a period of time (0 – 0.2 ms) the current 

flows only through YBCO layer. The maximum of current IYBCO is about 120 A 

and then, starts to decrease due to the fast heating of the tape. The copper layer 

allows for the flow of current ICu at the maximum 300 A. The peak current of 

superconducting tape IHTS is 405 A. This value is reached in 4 ms. After 300 ms 

current IHTS proceeds to the quasi-steady state, the amplitude is less than 100 A. 

The silver and Hastelloy layers conduct relatively small currents of about a few 

amperes. 

 

3.4.4. Temperature, heating and cooling power of superconducting tape 

 

Figure 18 presents a six-element table GeStCieLN with the values of heat flux 

density (W/m2) passed to the liquid nitrogen vs. temperature difference ΔT.  

The table was based on the dependence of the heat flux density passing through 

the metal surface and the liquid nitrogen vs. temperature difference ΔT (Fig. 19). 

 

 
 

Fig. 18. Six-element table with heat flux density passed  

to the liquid nitrogen vs. temperature difference ΔT 
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Fig. 19. Heat flux density passing between the metal surface and liquid nitrogen bath  

vs. temperature difference ΔT (Lu J. et al., 2008) 

 

Figure 6 shows voltage blocks calculating change of temperature (ABM1)  

in relation to the temperature of liquid nitrogen, the cooling power (ABM2)  

and the heating power of superconducting tape (ABM3). 

The change in temperature, cooling and heating power of superconducting tape 

vs. time are presented respectively in Fig. 20 and Fig. 21. 

 

 

Fig. 20. Temperature of superconducting tape as a function of time 
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Fig. 21. Heating power and cooling power of the superconducting tape  

in a function of time 

 

The temperature of superconducting tape increases and after 1 s it reaches  

the highest value T = 293 K. The maximum cooling power of the superconducting 

tape equals 400 W. The peak heating power of the tape is 1.45 kW, and during  

the experiment decreases to about 0.57 kW. 

 

 

4. CONCLUSIONS 

 

The rapid growth in information technology, the development of software  

and the computer calculations make the computer simulations one of The basic 

tools to examine and analyse the physical devices and phenonema. 

PSpice program allows to design computer models of superconducting elements. 

Blocks of the ABM (analogue behavioural modelling) in electronic circuit 

simulation enable to analyse the transients of the superconducting tape which  

is used in the windings of superconducting transformers. 

Thanks to PSpice program and active user blocks of behavioural modelling, 

the electrical circuit simulation seems to be a reliable tool for the analysis of super-

conducting materials in transitional conditions. 
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Abstract 

The results of kinematic analysis of the ASz-62IR radial engine crankshaft 

was presented. In addition, the one-dimensional model of the working 

cycle of the engine was created in AVL BOOST system. Differences in the 

waveforms for each pistons causes the differences in the filling process 

what reflects in the mass of the load supplied to cylinders. Additionally, 

due to one dimensional model computation. The results show differences  

in the value of maximum pressure. This causes differences in mean effective 

pressure of up to 4% and which also affects the vibrations of the whole engine. 
 

 

1. INTRODUCTION 
 

The radial engines are used in aviation for a long time, mainly due to the simple 

design, high reliability and low purchase and operation costs. There used to be  

a source of power system in most aircrafts. Gradually, they has been replaced  

by gas turbine engines, however, they are still used in certain groups of aircraft, 

including airplanes used in agriculture and by firefighters and they are still 

produced. This is mainly due to the relatively low costs of production, operation, 

reliability and simple surveys of those radial engines. They are still ongoing 

works to improve their performance. An example is ASz-62IR engine (Fig. 1) 

produced by the Polish Aviation Company PZL Kalisz and mounted in the M-18 

Dromader and An-2 aircrafts, in which the carburetor has been replaced  

by fuel injection system into inlet pipes. This allows to fuel consumption 

reduction. The system also enables to supply the engine with an automobile petrol. 

Comparison of the performance of an engine running on different fuels is presented 

by Czarnigowski, Jakliński, and Wendeker (2010). 
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One of the major disadvantages of radial engines are high value of vibrations. 

They cause rapid wear of engine parts and load to aircraft design. One of the 

vibration causes is nonuniformity of individual cylinders of the radial engine, 

which is due to its specific structure. Works on the diagnostic method of this 

phenomenon, based on statistical nonlinear analysis of time series in radial 

engine were conducted by Gęca, Litak, Wendeker, Jakliński, Czarnigowski,  

and Pietrykowski (2009). This phenomenon, combined with the specific con-

struction of the engine, results in an uneven heat load in the cylinders (Tulwin, 

2016), and (Pietrykowski & Tulwin, 2015). However, the literature does not 

explain the impact of this phenomenon on the engine work process. This was  

the motivation to explain this phenomenon. 

 

 

Fig. 1. AS-62IR engine and assembly of connection rods 

 

The object of the research is a 9-cylinder aircraft radial engine named  

ASz-62IR. The engine is air-cooled and supercharged by radial compressor. 

Engine performance data are shown in Table 1. 

 
Tab. 1. ASz-62IR engine performance 
 

Power 746 kW (1000 HP) 2200 RPM 

Compression ratio 6.4:1 

Fuel consumption about 200 l/h 

Specific Fuel Consumption 469 g/(kWh) 

Power/Mass 1.3 kW/kg 

 

 

 

 

https://pl.wikipedia.org/wiki/Moc
https://pl.wikipedia.org/wiki/Spr%C4%99%C5%BC
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2. PISTON MOTION MODELL 

 

2.1. Piston motion equation 

 

In radial engine, determination of the piston position is easy for the first 

piston, since the main connecting rod (master rod) is connected directly to the 

crankshaft, as in most piston engines. The situation becomes more complicated, 

when we consider the motion of the other pistons of a radial engine, whose 

connecting rods (articulated rods) are connected to the master rod. 

To mapping of the motion course of the individual pistons with the specific 

characteristics of the radial engine crank-piston system uses the equation (1) 

developed by Sibert (1940). It should be noted that the formula provides for 

simplification of the angle α = β, and relationship l + r = L does not have to be 

fulfilled. These assumptions are correct for the ASz-62IR engine. 

Figure 2 shows a kinematic diagram of the master rod and one of the 

articulated rod. Point O is the center of the crankshaft, P and P' are the pivot 

points of connecting rod little end, C and C' are the pivot points of connecting 

rod big end. Line OP'= S', is the search position of piston pin of any of the 

pistons. Then, as shown in Figure 2: 

 

S’ = R cos (θ – β) + r cos φ + l cos φ’

 

(1) 

 

Equation (1) was used to calculate S' as φ and φ' can be determined from the 

relationship: 

 

L sin φ = R sin θ 

 

(2) 

 
l sin φ’ = R sin (θ – β) + r sin φ (3) 

 

 

Fig. 2. Scheme of crank-piston system (Sibert, 1940) 
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In order to perform the calculations, it was necessary to add parameters of the 

model. They result from the dimensions of the crank-piston system of ASz- 62IR 

engine. They were obtained from the technical drawings of elements of the 

crank-piston system and shown in Table 2. 

 
 Tab. 2. The dimensions of the ASz-62IR engine crank-piston system 

Cylinder 

no 
1 2 3 4 5 6 7 8 9 

R [mm] 87.25 87.25 87.25 87.25 87.25 87.25 87.25 87.25 87.25 

l 349.25 274.62 274.62 274.62 274.62 274.62 274.62 274.62 274.62 

r [mm] 0 76.098 77.792 76.961 75.002 75.002 76.961 77.792 76.098 

β [mm] 0 40 80 120 160 200 240 280 320 

 

2.2. Verification of the model of the piston motion 

 

In order to validate the analytical model of the pistons motion model,  

a kinematic model in CATIA v5 was built (Fig. 3). CATIA v5 is a program from 

a group of CAD (Computer Aided Design) software for creating 2D and 3D 

geometry models. Sketcher module allows to quickly explore dependences of the 

geometry in complex physical model. It does not allow to find solutions in the 

form of analytical equations, but allows to verify them in the selected points. 

The dimensions of the elements in Figure 3 were taken from Table 2. 

The results of calculations for different angles for all the cylinders were 

compared with the values read from the piston positions of the kinematic model, 

what showed full compliance of both models. The model can be used to 

calculate the course of motion of the pistons. 

 

 

Fig. 3. The kinematic model of the crank-piston system of ASz-62IR engine 



43 

3. 1D ENGINE WORKING CYCLE MODEL 

 

To examine the effect of the crank-piston system geometry on work of radial 

engine, a 1-dimensional model of the ASz-62IR engine was built in AVL 

BOOST system. This software is a tool dedicated for 1-dimensional modeling  

of internal combustion engines. This program uses a zero-dimensional physical 

modeling, based on the principle of laws of conservation of mass and energy. 

This approach allows for mapping of the processes in the internal combustion 

engine and the parameters of the working medium in the cylinder, for the de-

fined conditions, while speeding up the calculations as compared to three-

dimensional models. AVL BOOST allows to analyze the impact of design 

configuration for engine performance (power, torque, fuel consumption, etc.). 

AVL Workspace Graphical User Interface is a tool for pre-processing, that 

includes a model editor and a system for import external data, necessary  

to simulate and compare results. Model creation is based on choosing the block 

elements, forming the structure of the engine and connecting them by segments, 

serving as conductors of circular cross-section. With this approach it is possible 

to create and modify even the most complex models, consisting of many 

components. 

Engine model (Fig. 4) consists of an intake system, including the compressor, 

the cylinders and the exhaust gas system. Compressor model includes a map that 

takes into account the dependence of pressure ratio and efficiency from the mass 

flow and rotational speed. The dimensions of the flow elements were obtained 

from the construction drawings of the engine. In order to obtain correct model, 

the characteristics of valves lift were introduced into the cylinder.  

 

 

Fig. 4. 1D model of ASz-62IR engine (Pietrykowski & Gęca, 2014) 
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Combustion model was defined using Vibe function (Fig. 5). Model para-

meters are the same for all cylinders. Detailed description of the engine model is 

presented in paper of Pietrykowski, and Gęca (2014). 

An important function of the AVL BOOST system is the ability to inde-

pendently define any course of motion of any piston. The motion of the piston  

of the first cylinder is determined by the software based on the dimensions of the 

crank-piston system. The other characteristics of cylinders were made using text 

files containing waveforms calculated by the analytical model. 

 

 

4. RESULTS 

 

4.1. Pistons positions 

 

Based on the equations of the piston motion and the dimensions of the ASz-

62IR engine crank-piston system (Table 1 and 2), the calculations of ASz-62IR 

engine pistons motion was made. Figure 5 shows the calculated characteristics 

of position of the pistons. 

 

 

Fig. 5. Characteristics of position of the piston 

 

In the drawings 6 and 7 the characteristics of position of the pistons are also 

shown, however, the scale is adjusted in this way to show the differences in the 

angles of incidence of the upper and bottom dead center of the piston.  

The maximum difference between the bottom dead center positions of the pistons 

is 0.72 mm and between top dead center positions is 0.3 mm. These differences 
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are not large enough to significantly affect the degree of compression or pistons 

stroke and cause variation of the combustion process in each cylinder. The other 

situation occurs in the angle value of the top dead center position of the pistons. 

The maximum difference occurs between the cylinders 4 and 7, and is 7.6 CAD 

causing a significant shift in ignition timing in most cylinders according to TDC. 

Moreover, different velocities of the pistons during the filling process can result 

in different mixture mass provided to the individual cylinders. 

 

 

Fig. 6. Characteristics of position of the pistons (near BDC) 

 

 

Fig. 7. Characteristics of position of the pistons (near TDC) 



46 

4.2. Engine work process 

 

Figure 8 shows the calculated characteristics of pressure in the cylinders  

of the radial engine. There were no significant differences in compression 

pressure, but there are differences in the maximum pressure values. This is  

a result of different combustion process in each cylinder. This phenomenon can 

be observe in the radar scheme (Fig. 9) showing the percentage deviation from 

mean indicated pressure in comparison to the first cylinder. The maximum 

difference is 4% and occurs between the cylinders 5 and 7. 

 

Fig. 8. Characteristics of pressure in the cylinders 

 

 

Fig. 9. Distribution of IMEP for each cylinder 
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5. CONCLUSIONS 

 

Cylinder-to-cylinder variation in radial engines and resulting vibrations have 

been known for a long time. Now, advanced software enables us to perform  

a qualitative evaluation of the impact of rod-crank system’s kinematics  

on engine performance. 

The 1D model, built in the AVL BOOST software, allows to quickly perform 

calculations and prediction of radial engine performance. Software enables  

to check the influence of the specific crank-piston system on the cylinders 

pressure. The difference in IMEP are 4%, resulting in variation of power 

generated by the individual cylinders and contributes to engine vibrations.  

This phenomenon can be overcome by individual ignition control in every 

cylinder. However, this requires a replacement of the ignition system for 

electronically controlled. Radial engines are fitted with a magneto ignition 

system which is a simple and reliable solution. Today’s electronic solutions also 

enable the required reliability and regulation of ignition timing for each cylinder 

and operating conditions to improve engine performance and increase the TBO. 

Our further 1D-model research will be for varied ignition timing. There will 

be also a test bench at a dynamometer. 

 

This work has been financed by the Polish National Centre for Research  

and Development, under Grant Agreement No. EPOCA INNOLOT/I/I/NCBIR/2013. 
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Abstract  

We apply window Data Envelopment Analysis (DEA) to the solution of the 

problem of assessment of the efficiency of regional production systems  

in Southern Russia. The proposed method allows to monitor the changes 

in efficiency of regional economic systems throughout time and has a high 

discrimination power. The simplicity of the technical implementation  

of the proposed method and the availability of the necessary software for 

its use allow one to hope for its wide implementation in the modern 

practice of regional environmental management. 
 

 

1. INTRODUCTION  

 

Data Envelopment Analysis (DEA) currently represents a developed 

methodology for comparative evaluation of efficiency of different production 

facilities using a wide range of input and output parameters. Efficiency,  

in the context of DEA, is the ratio of the weighted sum of production outputs (that 

is to say, production results such as volumes of produced goods) to a weighted  

sum of inputs (resources consumed), which allows to classify decision making 

units (DMUs) as effective only if they produce the maximal possible  

outputs with the minimal possible inputs (Charnes, Clarke, Cooper & Golany, 

1984). Basic and modified data envelopment analysis models have been 

successfully employed to solve a wide variety of practical management tasks, 

                                                           
* Institute of Control Science, Russian Academy of Science, 65 Profsoyuznaya st.,  

Moscow 117997, Russia, +74953348910, lanarat@ipu.ru 
** Institute of Control Science, Russian Academy of Science, 65 Profsoyuznaya st., 

 Moscow 117997, Russia, +74953348910, ratner.p.d.@gmail.com 

http://acs.pollub.pl/pdf/v13n2/5.pdf


49 

from forming company or regional ratings, as well as ratings for innovative 

scientific programs to choosing optimal ways to increase the efficiency of DMUs 

which are currently ineffective (Khrustalev & Ratner, 2015a,b; Melnikov, 2016; 

Carrillo & Jorge, 2016). DMUs can represent both individual agents and some kinds 

of integrated formations such as corporations, clusters or regional economic 

systems, as long as their activities can be represented with the same sets of inputs 

and outputs. 

One of the main factors that led to DEA becoming popular as a research 

method is availability of various software that allows to decrease the complexity 

of solving real-world problems to a minimum. Some freely available packages 

include DEA Frontier, MaxDEA, Open Source DEA, et al. They allow to use 

input- and output-oriented radial models with constant and variable return-to-

scale. However, some more complex DEA options, such as those that allow  

to research efficiency of DMUs dynamically, are implemented as paid options  

in the aforementioned packages.  

The most commonly used method involves calculating the Malmquist index 

(Malmquist, 1953; Fare et al., 1994). In contrast to a simple comparison  

of efficiency coefficients for each DMU during the times t and t+1 (which are 

calculated by solving two separate DEA problems), using the Malmquist index 

allows to also consider the change in the efficiency frontier itself, which can 

happen sometime during the period between t and t+1. In this case, the complexity 

of the problem and the volume of necessary calculations greatly increase. 

To overcome these difficulties and to reduce the problem of monitoring the 

efficiency of objects dynamically down to solving two or more basic DEA 

models, one can use an approach known as "window analysis" (Charnes et al., 

1985), which is similar to the moving average method. The idea of this method 

is to select a "window" for each DMU of width w, for example, w=4 for 

quarterly production data. Then each set of input and output data between 1  

and w represents a single DMU, that is to say, the problem of evaluation 

efficiency is solved for w×n "DMUs", and for each real DMU w efficiency 

coefficients are calculated. The window is then moved by one observation to the 

right and w efficiency coefficients are re-calculated again for each DMU. In the 

end, one can use a simple arithmetic mean of the efficiency coefficients 

calculated for the specific time with different windows as the dynamic measure 

of efficiency. This approach allows for robust efficiency measurement and 

finding trends in DMU efficiency changes while remaining within the 

framework of basic DEA models that are freely available. 

We test window analysis method while solving a problem of comparative 

ecologic&economic efficiency evaluation for regional economic system (RES). 

A static case was considered in (Ratner, 2016), where efficient regions are those 

that produce the most useful economic and social effects (interpreted as GRP 

and population) with minimal negative environmental impact (air, water and soil 

pollution). This paper presents a dynamic case of the same problem.  
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We solve the problem of monitoring efficiency of RES dynamically by 

calculating efficiency coefficients for each RES using window analysis with 

varying window widths. Comparing these results allows to conclude that using 

the maximal window width for window analysis is preferable both from the 

computing and content points of view. 

 

 

2. METHODOLOGY 

 

2.1. Basic environmental DEA model for assessment regional ecology 

management system’s efficiency 

 

Let’s consider the task of evaluating ecologic and economic efficiency of 

regional economic systems (RES) using a set of indicators for the time period T. 

To do so, we need to use a basic input-oriented ecologic DEA (EDEA) model 

(Fare & Grosskopf, 2004) for each moment t in T. The difference between 

EDEA and traditional DEA lies in the presence of unwanted outputs. For each 

),1( Tt  we’ll represent each RES as a DMU that uses various resources 

(energy, raw materials, labor, capital, etc.) as inputs and an economic result as 

an output. This can be measured with a variety of widely-used indicators, such 

as the GRP, gross value added, population’s levels of income, etc. Furthermore, 

each DMU also outputs negative ecologic effects as an unavoidable result of 

economic activity: atmosphere pollution, solid waste, waste water, etc. For each 

RESt, we look for a way to reduce the inputs (use of resources) and unwanted 

outputs (negative ecologic effects) without reducing desirable outputs (economic 

results). DMUs that produce maximal results with minimal negative ecologic 

effects and resource consumption during the moment t are considered effective.  

This problem can be formalized thusly. Let there be K homogenous DMUs, 

each of which is defined with N inputs and M outputs. Outputs 1, 2, … p are 

desirable (useful results) and outputs p+1, p+2, …, M are undesirable (negative 

effects).  

In the coefficient form, the problem of evaluating the efficiency of the 0-th 

DMU in moment t can be written down as: 
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The ratio (2) is called the momentary efficiency measure for ecologic  

and economic efficiency of a DMU. DMUs that have this coefficient equal to 1 

in moment t are effective, and the others are not. After calculating efficiency 

coefficients for every RES for each ),( 1 Ttt  , we can examine the trends  

of the resulting dynamic series.  

Undesirable outputs can simply be viewed as inputs; thus the momentary 

efficiency measure becomes: 
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Well known study of Korhonen and Luptacik (2004) proves that the ecologic 

and economic efficiency h и h* are equivalent and can both be used to solve 

basic CCR models, while other authors (Ratner, 2016; Khrustalev and Ratner, 

2015a,b; Fare & Grosskopf, 2004) show that in a simple case, undesirable 

outputs can be used as the only inputs for a model.  
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This interpretation of undesirable outputs is quite justified when solving  

a problem that doesn’t require tracking the efficiency of each type of resource 

used by the RES (Ratner, 2016; Khrustalev & Ratner, 2015b). This simplified 

version of the problem marks the DMUs that produce the maximal social and 

economic results with the minimal negative ecological effects as efficient.  

The set of these DMUs defines a hyperplane of a convex multifaceted cone.  

DMUs that have efficiency coefficients below one can have their inputs 

proportionally reduced to move closer to the efficiency barrier: 

),(),( 0000

tttt YhXYX  (Cook & Seiford, 2009). 

One can obtain an efficient point from the original one using the slack 

variables ),( 1



NssS  and ),( 1



MssS   by performing a shift ),( 00

  SYShX tt . 

These slack variables are determined during the second stage of solving the 

optimization problem and are interpreted as the potential decrease for negative 

ecologic effects. Some sources call this step of calculating the additional 

variables a “goal-setting method” (Bian et al., 2013), since the calculated 

potentials are the goals for each DMU’s efficiency. Using dynamic series for 

each of the target parameters also gives a lot of additional information for DMUs 

in ecologic management and economic systems. 

 

2.2.  Dynamic environmental DEA model for assessment regional ecology 

management system’s efficiency 

 

Window analysis is a widely-used method for evaluating changes in DMU 

efficiency throughout time. This method allows to compare the DMU being 

examined not only with other DMUs but also with itself in other time periods. 

To do so, each of the K DMUs is represented as a set of T homogenous DMUs 
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The DEA problem (1) is then solved T-w+1 times for Kw (w≤T) DMUs (or, in the 

context of these research, regions) ,,DMU,DMU
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The first time, problem (1) is solved for the time interval of wtt 11, .  

Let us define this interval as w1. Solving this problem DMUi we calculate  
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The window is then moved by one interval to the right. The second time we 

solve the problem using the window of w2: wtt 22 ,  we get the momentary 
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Moving the window continues until t=T-w+1, and, as a result of that, for each 
t

iDMU , except for 1DMU
t

i and T

iDMU , multiple momentary efficiency coefficients 
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are calculated using different windows. Thus, 2DMU
t
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momentary efficiency coefficients 2
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etc. The final value of the momentary efficiency coefficient is the arithmetic 

mean for various windows: 
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where q is the number of windows for which momentary efficiency coefficients 

have been calculated. 

When solving problems of comparative evaluations for energy and ecology 

efficiency of DMUs, one often assumes that they use very similar production 

technologies (Wang et al., 2013). Then, the differences in efficiency  

of researched objects can be completely explained by management quality. This 

assumption places some restrictions on the window method, since production 

technologies can change overtime. Therefore, the window width should be 

sufficiently small to avoid comparing objects that use old technologies with 

objects that use newer and more efficient ones. Most researches that follow this 

assumption of unchanging production technologies, the value of 3 years is taken 

as the window width (Wang et al., 2013; Wu et al., 2014). However, in the 

problem of comparing ecologic and economic efficiencies of regional economic 

systems, this limitation is insignificant. We are interested in any change  

of ecologic or economic efficiency of a region, regardless of whether it’s caused 

by improved management, new technologies, environmental protection 

measures, or a change in regional economy system or energy system structure 

(Ratner and Nizhegorodtsev, 2017).  

Another oft-discussed limitation of the window method is the stability of re-

sulting efficiency coefficient evaluations. Some works, e.g. (Sueyoshi, 1992), 

suggest to use standard deviation to determine stability: 

 

                  
)1(

)(
1

1

2

,

1












wTw

hh

STD

wT

k

t

avr

t

wi

T

tt

i

k

 
(5) 

 

        

 

Or, alternatively, the variation:  

 

                 )min()max( ,,

t

wi

t

wii hhVar         (6) 

 



54 

Other authors, e.g. (Wu et al., 2014), use the range of efficiency coefficient 

values for different windows for each moment ),( 1 Ttt  :  

 

 )min()max( ,,

t

wi

t

wi

t

i hhCR          (7) 

 

Regardless of whether one uses the eq. (5), (6) or (7), the stability evaluation 

for the initial and final moments (t1 and T) uses only a single value. For this 

reason, most authors simply omit these moments from their research and 

evaluate stability only within the research interval (Wang et al., 2013; Wu et al., 

2014). This limitation can be overcome by using the “round robin” method, 

suggested by (Sueyoshi, 1992). The idea behind this method is that efficiency of 

each DMU is evaluated first only for t1, then for (t1,t2), (t1,t2,t3)and so on until 

(t1,…,T). This approach allows to obtain a better understanding of the dynamics 

of each DMU, including the issues of stability and presence of trends, however, 

this greatly increases the computational complexity of the problem. 

Let us look at some advantages and disadvantages of the above-described 

methods for solving dynamic ecologic and economic efficiency evaluation 

problems for regional economic systems, using the Southern and North 

Caucasus Federal Districts during the period of 2010–2014 as an example. 

 

 

3. RESULTS AND DISCUSSION 

 

We describe each regional economic system with the following set of inputs 

and outputs: 
t

ix1  –  annual volume of pollution emitted into atmosphere from stationary 

sources (thousands of tons), 
t

ix2  – annual volume of pollution emitted into atmosphere from automobile  

transportation (thousands of tons), 
t

ix3  – annual volume of unfiltered wastewater discharge (millions of cubic 

meters), 
t

ix4  – annual volume of insufficiently filtered wastewater discharge (millions 

of cubic meters), 
t

ix5 –  annual volume of industrial and household waste generation (millions 

of tons), 
t

ix6 –  annual volume of fresh water use from surface and underground bodies 

(millions of cubic meters), 
t

iy1  – annual volume of gross regional product in 2010 prices (millions  

of rubles), 
t

iy2 –  regional population (thousands of people). 
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The aforementioned indicators were selected on the one hand due to their 

logical sufficiency and, on the other hand, due to their availability. Using  

a representative set of inputs and outputs for modelling ecologic and economic 

efficiency of regional economic systems allows to analyze more aspects. 

However, in the event that the amount of used inputs and outputs is close to the 

amount of DMUs or surpasses that, DEA stops being able to sufficiently 

discriminate efficiencies (Wang et al., 2013; Wu et al., 2014), which is chara-

cterized by an unusually large share of efficient DMUs in the final solution. 

Therefore, the amount of inputs and outputs should not be excessive, and the 

inputs and outputs that are selected for use should be informative.  

The Russian statistical accounting systems for ecologic aspects of the 

economy is currently undergoing major improvements. The yearly reports “On 

the state of environmental protection in Russian Federation” periodically cover 

the indicators of anthropogenic influence, with the method for their calculation 

improving over time. These reports can be found on the website of the Ministry 

of Natural Resources (www.mnr.gov.ru). For instance, the 2010 report 

differentiates the indicator of wastewater discharge into natural objects and 

introduces the indicator of regional freshwater consumption, as well as accounts 

for different methods of garbage disposal (recycling, burying), introduces 

several climate change indicators, etc. This approach allows to account for  

a larger number of ecologic indicators, but limits the possible observation 

periods to those times within which the system remained sufficiently similar.  

The suggested set of input and output parameters was chosen based on the 

results of (Perlis, 2014; Forgione et all., 2016; Ratner & Ratner, 2016; 

Olejniczak & Lukasik, 2016; Nizhegorodtsev & Ratner, 2016; Verma et al., 

2016, Wu et al., 2014). The efficiency coefficient was calculated for each region 

of the Southern and Northern Caucasus Districts with several methods: the point 

method, the window method with width equal to the entire observation period, 

window method with a width of 3 years, and window method with  

a width of 4 years. Results of the calculations for the point method are presented 

in Tab. 1, and in Tab. 2 for the window of 3 years. 
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Tab. 1. Values of ecologic and economic efficiency coefficients of southern Russian regions – 

calculated with the point method 

Region 2010 2011 2012 2013 2014 

Adygeya Republic 1 1 1 1 1 

Kalmykia Republic 1 1 1 1 1 

Krasnodar Region 1 1 1 1 1 

Astrakhan Region 1 1 1 1 1 

Volgograd Region 1 1 1 1 1 

Rostov Region 0.987 1 1 0.988 0.791 

Dagestan Republic 1 1 1 1 0.871 

Ingushetiya Republic 1 1 1 1 1 

Kabardino–Balkar Republic 1 0.864 1 1 0.571 

Karatchayevo-Tcherkess Republic 0.801 0.774 0.700 0.630 0.551 

Northern Osetiya-Alaniya Republic 0.809 0.858 0.760 0.797 0.473 

Tchetchen Republic 1 1 1 1 1 

Stavropol Region 0.930 0.848 0.876 0.993 1 

 
Tab. 2. Values of ecologic and economic efficiency coefficients of southern Russian regions – 

calculated with a window width of 3 years 

Region 2010 2011 2012 2013 2014 

Adygeya Republic 1 1 1 0.872 1 

Kalmykia Republic 1 1 1 1 1 

Krasnodar Region 1 1 1 1 1 

Astrakhan Region 0.865 0.740 0.898 1 1 

Volgograd Region 0.906 1 1 1 1 

Rostov Region 0.807 0.893 1 0.968 0.759 

Dagestan Republic 1 0.955 1 1 0.756 

Ingushetiya Republic 1 1 1 1 1 

Kabardino-Balkar Republic 0.705 0.729 1 0.945 0.569 

Karatchayevo-Tcherkess Republic 0.680 0.639 0.693 0.597 0.534 

Northern Osetiya-Alaniya Republic 0.712 0.761 0.758 0.792 0.473 

Tchetchen Republic 1 1 1 1 0.925 

Stavropol Region 0.768 0.789 0.835 0.883 0.855 

 

Analyzing the results shown in tables above, we conclude that the ecological 

and economic efficiency of most southern Russian regions is quite high.  

The highest efficiency indicators belong to the Adygeya, Kalmykia, Ingushetia 

and Tchetchen Republics, as well as the Krasnodar region, and the lowest 

indicators manifest in Karatchayevo-Tcherkess Republic as well as the Northenr 

Osetiya-Alaniya Republic. 
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As was expected, the window method has a higher discrimination rate due to 

the fact that the DEA problem is solved for 39 DMUs (for w=3) rather than the 

13 in the point method. Using the window method, we can see that only three 

regions of Southern Russia remained effective during the entire observation 

period: Kalmykia and Ingushetiya republics as well as the Krasnodar region. 
To obtain more detailed conclusions we need to perform a comparative 

analysis of results for individual regions with different window widths (w = 5, 3, 2) 

as well as the point method (fig. 1–2). It’s easy to note that using the maximal 

window width (the entire observation period) leads to minimal coefficient values 

for non-effective objects, which allows for easier comparison among them. 

  

 

Fig. 1. Comparing the ecologic and economic efficiency of Karatchayevo-Tcherkess Republic 

over time with different methods and window widths 

 
Fig. 2. Comparing the results of ecological and economic efficiency of Stavropol region 

over time with different methods and window widths 
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Narrower windows lead to higher efficiency coefficients. We would like to 

note that the direction in which dynamics of DMU efficiency change  

(i.e. whether they drop or rise) can also differ throughout various methods.  

For example, analyzing the dynamics of efficiency in the Karatchayevo-

Tcherkess Republic using the point method, one can notice a decrease. This 

implies that the efficiency of this republic worsens over time compared to other 

regions. However, using a window width equal to the observation period will 

show that there’s no particular trend in these dynamics. That is to say, efficiency 

of the region will sometimes rise and sometimes drop, showing a lack  

of a coherent ecologic policy in this region. No particular trends show up with 

window widths of 3 and 2 years for this region either. 

Comparing the stability of efficiency evaluations with different window 

widths (eq. 5), we can point out that the standard deviation for most regions 

changes insignificantly. 

 
Tab. 3. Standard deviation of evaluations of ecologic and economic efficiency of southern 

Russian regions with varying window widths 
 

Region STD, w=5 STD, w=3 STD, w=2 

Adygeya Republic 0.0684 0.0564 0.0444 

Kalmykia Republic 0.0009 0.0000 0.0000 

Krasnodar Region 0.0000 0.0000 0.0000 

Astrakhan Region 0.1534 0.1173 0.0777 

Volgograd Region 0.0520 0.0314 0.0000 

Rostov Region 0.1038 0.0895 0.0823 

Dagestan Republic 0.1055 0.0805 0.0836 

Ingushetiya Republic 0.0000 0.0000 0.0000 

Kabardino-Balkar Republic 0.1881 0.1636 0.1547 

Karatchayevo-Tcherkess Republic 0.0615 0.0560 0.0789 

Northern Osetiya-Alaniya Republic 0.1294 0.0990 0.1154 

Tchetchen Republic 0.0333 0.0248 0.0233 

Stavropol region 0.0445 0.0424 0.0626 

 

The most stable indicators with varying window widths throughout the entire 

period are demonstrated by the regions that have the highest efficiency values,  

as is to be expected. These regions are the Ingushetiya, Kalmykia and Tchetchen 

Republics, as well as the Krasnodar and Volgograd regions. The most notable 

changes in stability, depending on window widths, can be observed only in the 

Astrakhan region and the Northern Osetiya-Alaniya Republic. Therefore, it is 

difficult to judge which window width is more appropriate for increased stability 

of the results.  
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4. CONCLUSIONS 

 

The main result of the paper is the adaptation of the window method to the 

tasks of monitoring the complex ecological and economic efficiency of the 

regional production systems dynamically. In contrast to simply solving unrelated 

problems of estimating the comparative effectiveness of RES at any particular 

point of time in the research period, the window method allows us to reveal  

the dynamics of efficiency associated with the shift in the efficiency frontiers  

of the entire set of DMUs under consideration due to technological eco-

innovations (the best available production technologies) or a change in the 

structure of the region's economics. 

Estimates of the ecological and economic efficiency of RES calculated with  

a window of the maximum width equal to the entire observation period make  

it possible to discriminate the RES’s in the best way. 

The simplicity of the technical implementation of the proposed method and 

the availability of the necessary software for its use allow one to hope for its 

wide implementation in the practice of regional environmental management. 
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BEARINGS 
 

 

Abstract 

In this paper the results of Matching Pursuit (MP) Octave algorithm 

applied to noise, vibration and harness (NVH) diagnosis of rolling 

bearings are presented. For this purpose two bearings in different 

condition state were examined. The object of the analysis was to calculate 

and present which energy error values of MP algorithm give the most 

accuracy results for different changes in bearing structures and also how 

energy values spread in time-frequency domain for chosen energy error 

value. 

 

 

1. INTRODUCTION  

 

With the development of industry and the entry of a vast number of everyday 

devices containing from a few to dozens of moving parts, the need for 

production and installation of bearings significantly increased. Although the 

technology of bearings is improving from year to year, it is not possible to pro-

duce a reliable bearing, not liable to damage in an infinitely long time.  

The operation of the bearing greatly reduces its operating life. To avoid the costs 

generated by the device closed to traffic due to damage to the bearings began to 

use a wide range of diagnostic tools enable ongoing assessment of its condition. 

By using diagnostic methods it can be early detection of bearing damage and its 

replacement at a convenient time for the user (Cempel, 1989). 
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One of the most commonly used methods of diagnosis of bearings is the 

study of NVH (Nguyen-Schafer, 2016). Vibro-acoustic measurements are based 

on the study of dynamic noise generated by operating machines or their 

components. With the development of computer analysis vibro-acoustic 

techniques became much more accurate and the time required for a complete 

analysis of a single item decreased significantly. In the case of a diagnosis  

of bearings, studied interference dynamic vibration components are working 

bearings. The main reason for using this method for diagnostics of the bearing is 

its non-invasive examination of their condition and the possibility of accurate 

detection of the type of damage occurring. 

There are many methods of signal analysis which can be implemented to 

estimate the working bearing condition. For the most precise analysis of bearing 

state Time-frequency signal analysis method will be the best due to fact that this 

kind of analysis shows both time and the frequency domain. As vibration signals 

are non-stationary, the Time-frequency analysis features are very useful tools to 

describe processes that occur in the bearing (Gao & Yan, 2011). For many years 

to monitor machinery condition people have been using Windowed Fourier 

Transform (WFT) and Short Time Fourier Transform (STFT), but those 

algorithms show weak performance. To improve time resolution of STFT 

analysis the Continuous Wavelet Transform (CWT) was developed (Chandra & 

Sekhar, 2016; Yan, Gao & Chen, 2014). The main disadvantage of CWT is that 

the algorithm needs a lot of time to be implemented. Matching Pursuit (MP) is 

the next step in algorithm quality improvement (Chandran et al., 2016).  

The main difference between MP and CWT is that MP uses a package of wa-

velets, called wavelet dictionaries compared to a single wave form in CWT, 

which allows to perform better analysis of vibration signals. Thanks to using 

wavelet dictionaries, the results of Time-frequency analysis show the best time 

resolution from among the rest of Time-frequency algorithms. For many recent 

years Matching Pursuit algorithm has frequently been used for fault detection  

in rolling bearings (Liu, Ling & Gribonval, 2002). In that time many of MP 

features were upgraded or changed (Tang et al., 2012). Some of them proposed 

to use impulse dictionaries (Cui, Wang & Lee, 2014), which provide higher 

efficiency and better stability. In a paper by He (2016), the dictionary applied for 

diagnostics was over-completed, which gives a low signal to noise ratio values 

for large rolling elements sliding. In many other papers (Cui, Gong, Zhang  

& Wang, 2016) changes involving the MP algorithm were focused on dictionary 

(Cui et al., 2016). 

The main goal of this paper is an implementation of an MP algorithm based 

on an Octave dictionary (Kuś, Różański & Durka, 2013) for bearings fault 

diagnosis. The main differences between traditional dictionaries and the Octave 

dictionary is an ability to control maximum error in every single MP iteration. 

With the ability to use error control there is a possibility to choose the 

appropriate size of dictionary redundancy when the energy error value is being 



63 

decreased, the size of the dictionary increases. Constant MP energy value error 

will not have any impact on atoms’ location, so the energy density distribution 

will not be incorrect in different signal parts. Thanks to an appropriate selection 

of the dictionary size, MP decomposition will take less time and will be more 

accurate, which will have significant impact on diagnostic results. 

 

 

2. MATCHING PURSUIT ANALYSIS 

 

MP is algorithm based on an iterative decomposition of a signal by 

waveforms called atoms (gn) (Mallat & Zhang, 1993). Atoms in the Time-

frequency domain can be obtained from modulation, translation and scaling  

of a single window function: 
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where:  u – translation, 

   s – duration, 

     – modulation, 

     – frequency, 

     – set of parameters { , , , }u s  . 

 

>Atom functions are usually modulated Gaussians so they can be called “Gabor 

Atoms” (GA) and can be defined: 
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where:  ( , )K    – is normalization of 
, 1g   , 

 

A large number of GA creates a dictionary of waveforms described as 

1 2{ , ,....., }nD g g g where 1ig  , which allows to start the iteration procedure. 

The first iteration step chose atom 0g  which values describe signal parameters 

accurately (Durka, Ircha & Blinowska, 2001). In the next steps other atoms will 

be matched to signal residuum ,
nR s which will remain after the values of the 

previous iteration will be cut off.  
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(3) 

 

As mentioned in the introduction, Octave dictionary has a unique option of 

energy error control, which can be changed at the beginning of the dictionary 

construction task.  

Energy error (ε) will correspond to (Kuś, Różański & Durka, 2013):  
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(4) 

 

The final result of MP is Time-frequency spectrogram (Fig. 1).  

The spectrogram shows signal energy distribution in the Time-frequency 

domain. Signal energy was obtained by the use of Wigner distribution for one 

g  in combination with conservation of MP energy: 
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(5) 

 

where:  Es(t,ω)– translation, 

   s – Signal energy density. 

 

 

Fig. 1. Time-frequency spectrogram with energy density distribution – atom placed  

in bottom left corner represents biggest concentration of energy (red color) 
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3. EXPERIMENT 

 

Researches were conducted on a test stand (Fig. 2) equipped with AC motor, 

jaw coupling and a shaft with two bearings and one of them was the test bearing. 

In this setup a magnetic break placed at the end of the shaft with breaking torque 

1–10Nm was a load. An accelerometer, Brüel&Kjaer nr.4394, is a miniature 

device created for shock and vibration measurement with frequency range  

1–25000Hz. The accelerometer was placed on the bearing case and connected to 

a signal amplifier PCB Model 482A20. A National Instruments PXI-1044 

computer equipped with NI PXI-4472B data acquisition card was used to 

convert analogue signals to digital signals. For data acquisition LabVIEW was 

used. Sampling frequency was set at 20 KHz. Signal analyses were done  

in Matlab. 

 

 

Fig. 2. Test Stand: 1 – AC Motor, 2 – Bearings, 3 – Magnetic break, 4 – Accelerometer,  

5 – Amplifier, 6 – Computer 

 

 

4. RESULTS 

 

In order to verify the usefulness of MP algorithm based on Octave dictionary 

in rolling bearing fault detection, two bearings in different wear conditions were 

tested. As presented in Fig.2 bearings worked in pairs, to avoid propagation of 

oscillations from the damaged bearing to the healthy one, after one measurement 

cycle the damaged bearing that worked under an accelerometer was switched 

with the health one. Time duration of one measurement cycle was set into 10s. 

During the whole cycle velocity was constant at 100Hz. The next set of data 

collected from the experiment was analyzed by an MP algorithm with Octave 

dictionary. To show energy distributions in signals precisely the number of 

iterations was set into 20 for all cases.  
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Raw signals acquired from the experiment are presented as (Fig. 3) time-

amplitude plots. The first graph (A) presents the signal registered for a bearing 

in normal condition state. The second graph (B) presents the recording for  

a bearing with a rolling element fault (REF).  

 

 

 
Fig. 3. Raw signal of bearing vibrations under conditions:  

A) Health condition B) Rolling element fault 

 

Analyzing amplitude values on both plots it can be seen that a bearing  

in health state (A) has lower amplitude values in comparison to amplitude values 

from a damaged bearing (B). 
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After gathering the data was processed by an MP algorithm. The first step of 

the MP analysis was to select 25 appropriate signal episodes for future 

decomposition. Due to long calculation time for small energy error values and to 

illustrate differences between single reconstruction function, the analyzed time 

was set up for 0.16s. Octave dictionary implemented to analysis was constructed 

separately for three energy error values 0.1, 0.01 and 0.001. Averaged Matching 

Pursuit coefficients from 25 segments were placed in Tab.1 for the health state 

bearing and in Tab.2 for bearing with REF. Values are presented according to 

iterations “I” and energy error values “ER”. The number of Gabor atoms for 

each error value are presented in the “A” row. Energy values are placed in “E” 

rows separately for different energy error values (E1, E2, E3). Individual 

differences (in percent) between energy values for different energy errors were 

placed in C1 as E1–E2 difference and C2 as E2–E3 difference.  

 
Tab. 1. Matching Pursuit coefficients for HC bearing.  

ER  –  energy error value; A  –  Number of functions in 

dictionary (in millions); I  – iteration; E(1,2,3) –  energy 

value for single Gabor Atom; C1  –  percentage difference 

between E1 and E2; C2  –  percentage difference between 

E2 and E3 

ER 0.1 0.01 0.001   

A 114 4.008 128.009 C1 C2 

I E1 E2 E3 % % 

0 196 220.1 220.7 12.29 0.27 

1 139 141.4 141.5 1.70 0.10 

2 124 123.5 123.1 0.44 0.27 

3 115 118.1 118.1 2.68 0.04 

4 114 107.1 106.9 6.02 0.20 

5 106 94.2 97.5 11.13 3.47 

6 77 80.9 81.3 5.12 0.48 

7 75 79.7 79.8 6.24 0.13 

8 72 73.4 73.3 1.94 0.13 

9 70 55.1 54.6 21.33 0.85 
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Tab. 2. Matching Pursuit coefficients for REF bearing. 

ER  –  energy error value; A – Number of functions in 

dictionary (in millions); I  – iteration; E(1,2,3) –  energy 

value for single Gabor Atom; C1  –  percentage difference 

between E1 and E2; C2  – percentage difference between 

E2 and E3 

ER 0.1 0.01 0.001   

A 114 4.008 128.009 C1 C2 

I E1 E2 E3 % % 

0 694.96 781.24 783.57 12.42 0,30 

1 518.66 531.14 532.08 2.41 0.18 

2 511.43 513.97 514.21 0.50 0.05 

3 488.49 495.91 497.08 1.52 0.24 

4 340.33 382.31 382.91 12.33 0.16 

5 339.90 369.38 369.99 8.67 0.17 

6 334.33 362.01 362.46 8.28 0.12 

7 334.23 349.63 350.28 4.61 0.19 

8 324.58 326.87 327.71 0.70 0.26 

9 314.03 321.18 321.54 2.28 0.11 

 

Analyzing results presented in table one and two, it can be seen that the 

biggest differences in energy values are between E1 and E2 energy error values 

and even a different bearing state does not affect the results. According to the 

results it can be said that the highest accuracy with good calculation time (bigger 

dictionary size affects calculation time) has 0.01 energy error value. Energy 

values for the REF bearing are higher in every energy error case in comparison 

to HC which is normal for this bearing fault. 

The last step of the analysis was the creation of an MP spectrogram to 

demonstrate the arrangement of Gabor atoms in the time-frequency system. Both 

spectrograms presented MP decomposition results for 0.01 energy error and 

correspond to results presented in tables 1 and 2. 
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Fig. 4. Matching Pursuit results: A) Health condition B) Rolling ele. fault 

 

For the HC (Fig. 4A) bearing Gabor atoms were localized mostly at 600–

1000Hz frequency band, through almost the whole time. The second 

spectrogram (B) contains energy values for REF bearing. In this case very high 

energy values were concentrated at 3K–4K Hz and some under the 1 kHz 

frequency band. 
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5. CONCLUSIONS 

 

In this paper the results of the application of an MP algorithm with Octave 

dictionary for the diagnostics of the bearing condition are presented. 

Implementation of Octave dictionary provided an opportunity to choose an energy 

error value which is the most proper for the analyzed conditions. The results 

show that for bearing state diagnosis the best energy error value is 0.01 due  

to good energy value representation with decent Gabor atom quantity. Thanks  

to the balanced algorithm structure, energy values can easily show abnormalities 

contained in signals with good accuracy and decent calculation time. To show 

differences in frequency bands between the examined bearings, the spectrograms 

of signal energy density distribution had been created. As the spectrograms 

show, Gabor atoms’ locations in time-frequency domain can be compared with 

characteristic estimates of different bearing faults. The coefficients acquired as 

the results of the MP algorithm show direct differences in energy level for each 

iteration according to bearing condition state. For future analysis regulation of 

energy error estimator values would be the best method for preposition the data 

to fed Machine Learning algorithms. 
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Summary 

The article presents issues relating to designing and improvement 

of manufacturing processes based on a modelling and simulation method. 

The 3D model of a production line has been designed and simulation 

experiment, conducted on the Arena model prepared in a versatile package 

for modelling and simulation of manufacturing systems and representing 

functioning of the system, has been carried out. The results obtained from 

the experiment and analyses of time and ergonomics of work at a work station 

were subject to multi-criteria assessment based on a point-by-point method 

of assessment according to Yager. 

 

 

1. INTRODUCTION 
 

 In the face of heavy competition and faster and faster changes in the labour 

market, companies strive to achieve the shortest possible time to commence sale 

of products that suit exact customer requirements. Shortening the production 

cycle, while maintaining the minimum time and cost, proper quality, safety and 

ergonomics of work, as well as environmental guidelines, has caused 

the necessity of introducing changes in designing and management of processes. 

Functioning on the concept of lean manufacturing, the enterprise assumes 

the use of a number of tools for continuous improvement. They can be applied 
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as an aid to research the causes of problems, analysis of processes, creating 

improvement ideas and determining their impact on functioning of the 

manufacturing systems (Dennis, 2016; Manas, 2015). 

 Development of information systems has become an opportunity to optimize 

preparation of production, among others, through the use of modelling and si-

mulation tools. 

 

 

Fig. 1. The principles of organizing production cells 

(own study based on Pisz,  Sęk& Zielecki, 2013) 

 

 There are various principles being guidelines at organization and impro-

vement of production cells (Fig. 1): 

 the principle of proportionality that points to the necessity of distribution 

of production tasks in such a way that all work stations, production cells 

and operation performed on them were adjusted to one another in terms 

of production capacity, as well as to prevent internal distributions, 

 the principle of linearity that emphasises unidirectionality of the process 

flow during realization of a part of the production process, i.e. flow paths 

of the subjects of labour between successive operations should be as short 

as possible, 

 the principle of continuity that recommends eliminating all gaps 

of the manufacturing process which can have a negative influence on 

shaping economic as well as production and organizational parameters, 

 the principle of parallelism: it is based on manufacturing different 

products at the same time in order to shorten the production cycle, 

 the principle of concentration: it recommends focusing production factors 

in a particular production area which results in a higher level of their use, 

 the principle of specialisation that assumes reducing the diversity 

of production tasks and range of products to facilitate planning and 

organization of the manufacturing process, as well as to increase 

the performance, 
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 the principle of rhythmicity relating to the problem of production 

in a specific rhythm resulting in regular occurrence of the same 

phenomena in a time interval, 

 the principle of flexibility that puts emphasis on such designing 

of the manufacturing process, as to easily adapt it to new conditions (Pisz,  

Sęk & Zielecki, 2013; Sobaszek & Gola, 2015). 

 

 

2. MODELLING AND SIMULATION OF MANUFACTURING 

SYSTEMS 

 

 A model means simplified object whose degree of similarity in comparison 

with a modelled object causes that the research carried out on it provides 

significant and useful information in terms of the purpose of research. 

 Simulation is a technique used to analyse a real system based on a computer 

model that represents it. Simulation of systems is understood as the action 

of presenting a real system with the use of a symbolic model, which can 

be easily operated and provides numeric results (Dima& Man,2015; Rossetti, 

2016).Simulation methods are used more and more often to solve problems 

in the area of preparation and organization of manufacturing. The use of the 

modelling and simulation of manufacturing systems method is based on creating 

a computer model of a real condition, or designing a process and carrying out 

a number of simulation tests on it (Fig. 2). On the basis of the reports obtained, 

it is possible to analyse parameters of the systems and create improvement 

proposals (Kelton, Sadowski & Sturrock, 2007; Kłos, Patalas-Maliszewska & 

Trebuna, 2016, Maciąg, Piertroń & Kukla, 2013; Rainey & Tolk, 2015). 

 

 

Fig. 2. Modelling and simulation of manufacturing systems 
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The main objectives of simulation models are as follows: 

 supporting manufacturing decisions making, 

 presenting features and parameters of the system that has not been known 

so far. 

  

Using tools for modelling and simulations generates numerous benefits 

for the enterprise: 

 the possibility to observe the course of the processesanalysed in changed 

conditions, such as changes in terms of machinery park, transport 

organization, cooperation, modified flow of information, etc., 

 examination and assessment of parameters of the systems before launching it 

in real conditions, 

 the possibility to determine the length of the production cycle, 

 identifying parameters having significant impact on the economic result 

of the enterprise, 

 determining possible hazards in terms of flow of information, organization 

of logistics and manufacturing processes, 

 determining the risk of different variants in a situation of absence 

of experience as well as limited knowledge about the process investigated. 

  however, simulation methods have a lot of vices: 

 time consumption of constructing a model, 

 no guarantee of finding the optimal solution, 

 the need of having wide knowledge of the analysed system by the author 

of a model, 

 the need of fluency in simulation software, 

 test results that are difficult to interpret, 

 problematic transfer of test results to other tested objects, 

 profitability in case of high series and mass production (Maciąg, Piertroń 

& Kukla, 2013; Plinta, 2015). 

 

 

3. MULTI-CRITERIA ASSESSMENT OF VARIANTS 

 

 As a result of a simulation experiment, the set of reports is obtained. 

The reports cover the results associated with performance, use of resources, 

queues, delays, lead time of production tasks, costs, etc. It is difficult to clearly 

evaluate the results of the experiment, especially when considering several 

evaluation criteria. Commonly known multi-criteria assessment methods might 

be helpful (Fig. 3). One of the examples is a multi-criteria point-by-point 

assessment according to Yager that is based on Saaty's matrices. Selecting one 

of the variants with the use of Yager's method starts with determining input data 

including: number of criteria (m), number of variants (n), number of experts (p) 

and determining the scale of grades and criteria (Kukla, 2014).  
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Fig. 3. Simulation experiment and multi-criteria assessment of variants 

  

 At the beginning, the criteria are compared in pairs, an overall matrix 

of assessment is created and weights of criteria are set with the use of the power 

method. In a further step, based on the results of the experiment and analyses 

conducted, individual variants of solutions are assessed in relation to each 

of the criteria and in line with a point-by-point scale adopted. Then, upon 

summarizing partial grades, normalised grades and overall normalised grades are 

created on the basis of them by aggregating normalised grades of individual 

experts for each of the variants, considering evaluation criteria adopted. 

Normalised decisions are calculated by raising the total normalised values 

to powers equal to the weights of criteria. For each of the variants, the lowest 

grade, among all the obtained, for subsequent criteria is selected. A variant, 

to which the highest grade corresponds (a component of optimum decision) 

is the most advantageous variant in the light of adopted assessment criteria 

(Kukla, 2014; Kukla, 2016). 
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4.  A DESCRIPTION OF THE RESULTS OBTAINED 

 

 The object of research in the study was the production line associated with 

the food industry. The purpose of the research was to design a new line based 

on machinery and equipment of the line already functioning in the plant.  

 The 3D models of the production line were designed with the use of the 

Autodesk Inventor software. Measurement of available production space and 

line equipment was taken and a computer model to visualize the work station 

being designed was created. Then a simulation model of the line was constructed 

in the Arena package (Fig. 4). Upon testing the model, a simulation experiment 

was designed for three variants of solutions. 

 

 

Fig. 4. Simulation model in the Arena software 

 

 Thanks to visualisation of work at the work station and observation 

of working conditions at similar work stations in the plant, an ergonomic 

analysis of work at given work stands was carried out. The ergonomic analysis 

was carried out with the use of the point-by-point method, while hand machining 

was divided into procedures. The aim was to improve the work station in order 

to eliminate actions that are unnecessary and uncomfortable for an employee. 

 The assessment of ergonomics of work on the line was carried out 

on the basis of the chart of ergonomic positions, taking into account 9 situations 

at the work station (Falzon, 2015; Kukla, 2016). Number grades were assigned 

to each action and position at work, which correspond to three zones of a three-

stage scale (Fig. 5). 
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Fig. 5. Point-by-point assessment of ergonomics of work at a work station 

  

 On the basis of the 3D model, distance covered by the products 

on the production line was specified (Fig. 6).Performance and use of individual 

resources was assessed on the basis of reports from simulation (Fig. 7). 

Subsequently, line retool times were estimated and their impact on performance 

and organization of work on the line (Fig. 8). 
 

 

Fig. 6. Distance covered by a product on a line 

• Green zone: organization of the 
work station is not required, 
position at work is ergonomic

1 point

• Yellow zone: it is 
recommended to monitor and 
improve ergonomics of work 
at the work station

2 points

• Red zone: position at work is 
not ergonomic and the change is 
required

3 points
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Fig. 7. Performance and use of individual resources: for variant 1 

 

Fig. 8. Line retool time 

 

 Variants of solutions were assessed in terms of four criteria, the significance 

of which was assessed according to the Saaty's method (Fig. 9): 

 k1: performance, 

 k2: ergonomics and safety at a work station, 

 k3: line retool time, 

 k4: distance covered by a product on a line. 

  

Figure 10 presents number grades of variants for each of the criteria prepared by 

three decision makers that were brought to normalised grades in the range (0.1). 

 Next, average grades of variants and indicators for normalised decisions were 

created, which were obtained by raising components of subsequent normalised 

grades to a power equal to the appropriate weight (Fig. 11). 



80 

 

Fig. 9. Criteria significance assessment using the Saaty'smethod for three experts  

and an overall matrix of criteria significance 

  

 

Fig. 10. Bringing number grades of variants to normalised grades 

 

 As a result of the presented procedure, the best variant among those indicated 

in the analysis of the area of acceptable solutions was selected. It turned 

to be the solution marked as W1. 
 

 

Fig. 11. Bringing number grades of variants to normalised grades 
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5. CONCLUSIONS 

 

 The use of simulation tools requires detailed knowledge of manufacturing 

process flow and interrelationship of individual cells in an enterprise. Although 

constructing a model is a time-consuming process, the prepared model can 

be used for fast verification of various scenarios of solutions relating 

to functioning of current manufacturing system or manufacturing system being 

designed. 

 Generated simulation reports are an important source of information about 

the analysed system. They enable assessment of system parameters without 

the need to experiment on a real object.  

 Thanks to the use of a multi-criteria assessment, it is possible to consider 

a larger number of criteria, with various significance, by assessing variants 

verified by a simulation as well as finding a compromise.   

 Prefer solution is Variant 1 with maximum value in decision function 0.2445. 
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Abstract 

This paper describes research work on methods concerning heat transfers 

through walls of thermal technical chambers. The paper presents the 

mathematical and physical analysis of problems in the field of energy 

savings and material selection in thermal chambers in controlled gaseous 

environment. The purpose for the research is to point out areas subjected 

to the highest energy losses  caused by building’s construction and geo-

graphical orientation of walls in the aspect of daily atmospheric 

temperature changes  emerging on chamber exterior.Thermal problems 

were solved using computer aided support. The paper presents exemplary 

measurement results taken in Lublin region during various periods 

throughout a year. 

 

 

1.   INTRODUCTION 
 

The main purpose for thermal technical storages in central European climate 

is to provide products of high consumption quality during autumn, winter and 

spring. Financial inputs connected with the maintenance of the storage are 

obviously related with the final cost of apple or any other fruit. It is necessary  

to prolong storage period energetically efficiently to main-tain affordable  

price of apple. Contemporary technological processes make possible to inhi-

bitbiochemical and physiological processes that lead to ripening or overripe fruit.  
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The prolongation of storage period is mainly achieved by the storage of apple  

of pear in chambers that can maintain low temperature of fruit, i.e.: within the 

range between 0 ÷ +1.5°C. Beside temperature conditions, it is necessary  

to provide the air of low oxygen and carbon dioxide contents and of high 

humidity and circulation in the interior of the cooling chamber. The differences 

among particular cases of thermal energy demand for storage depends mainly on 

different construction of cooling chambers. The construction can differ in 

materials and dimensions which results in different thermal resistance of 

external walls (Janczarek&Świć; 2012;).Problems of thermal conductivity can 

be analyzed by many methods, for example: Laplace transformations method, 

Fourier trans-forms, etc. The paper presents two models: analog one and 

differential one. They can help to control heat processes during storage periods. 

It has to be noted that building design processes require fluent acquaintance 

of rules and processes described by building physics also in the aspects  

of thermal preservation.Buildings should meet requirement related energy 

savings at simultaneous maintenance of thermal comfort in rooms. Some 

ignorance of thermal processes occurring in such objects, in particular – 

insufficient thermal conductivity levels in walls can lead to exaggerated energy 

losses (Bzowska, 2002). This is particularly important because of continuously 

raising price and increasing pollution of the atmosphere. The parameter that 

describes wall thermal conductivity is the coefficient of thermal conductivity 

λ[Wm-1K-1] (k – in some international reference), which is dependent among 

others on volume density and material structure, water content and temperature. 

The coefficient of thermal conductivity is the information of energy flux that 

flows through a unit area of a material layer of 1 m thickness at the temperature 

difference at both surfaces of this layer equal to 1 K (1°C). The higher the 

volume density, the higher is the described coefficient and the material transfers 

heat more easily. Moreover, the materials composed of the same substance can 

have different coefficients of thermal conductivity when volume density  

is different. Thermal conductivity can vary in the function of temperature and 

the heat loss increases at some proportion together with the temperature 

difference. This phenomenon is the result of complex changes of heat transfer 

through: conductance in materials which the layer is composed of, convection  

in fluid components of porous construction and even through heat radiation on 

internal and external surfaces of the layer.The more porous material is, it causes 

the lesser heat transfer and through this it prevents heat from the flow outside the 

structure (Bzowska, 2000, 2005; Chwieduk, 2006). Practical implementation of 

this phenomenon was previously described by the author in extremely low or 

high temperature i.e.: hot tank insulation (Janczarek&Bulyandra, 2016).  

In building envelope the variation of temperature is comparatively small (except 

for instance – sun exposed dark surface) and the variation of thermal conduc-

tance in dependence on temperature can be omitted. It is, however important to 

provide information of temperature when λ is determined. 
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The phenomenon of heat transfer through external walls is one of the most 

important components of heat loss from buildings. This is either important  

in buildings of constant occupation or in objects of short time use. Thermal 

conductance of external walls plays a significant role in these losses. The 

external walls not only protect the building from thermal losses but also 

influence interior air quality and its humidity. The building envelope should 

enable, in some extent, the exchange of air and water vapor at simultaneous 

humidity stabilization. Moreover, one of the most important physical properties 

qualifying external wall is its thermal capacity – decisive to building thermal 

stability in the result of thermal inertia (Dzieniszewski, 2005; Fracastaro, 

Mutani, &Perino, 2002; Janczarek, 2013). The phenomenon of thermal inertia 

occurs as a phase shift of heat transfer into the room. Physical properties of wall 

construction materials undergo disadvantageous changes in the result of 

dampness which lessens its quality and durability. The efficient protection of 

building is to avoid negative influence of moisture and to prevent from the 

following damage. The condition to meet microclimate comfort in rooms is its 

dry envelope (Lomas, Cook &Fiala, 2007). Damp walls make it impossible even 

at very intensive heating. Water vapor flow is important in the protection against 

moisture. Water vapor diffusion through building walls is a process of partial 

water vapor pressure equalization between two environments divided by the 

wall. The water vapor flow occurs from the environment of higher concentration 

to the environment of lower concen-tration which means that water vapor flows 

always in the direction of a drier room. The coefficient of vapor transmittance 

[mg/(m.h.Pa)] characterizes material and structure properties related to vapor 

diffusion. This coefficient describes the content of water vapor expressed in mg 

that diffuses through 1 m2 of a material layer of 1 m thickness during 1 hour and 

at 1 Pa pressure difference on both sides of this layer. Similarly to the heat 

transfer through the external building envelope, the diffusive resistance of 

material layers can be determined, i.e.: Z = d / , where d is layer thickness [m]. 

Water enclosed in pores is of  equal to 0,56 [Wm-1K-1]. which is about 20 times 

the one of air in pore diameter of about 0.05 mm in such material as bricks 

(Suchorab, 2013). Some additional influence on heat transfer is exerted by water 

vapor diffusion which increases this transfer and by moisture capillary transport. 

The moisture content increase is followed by some intensification of thermal 

conduction and among others, that is why thermal insulation gets worse because 

water gets inside pores instead of the air (Hunt& Linden, 2001; Voeltzel, Carrie 

&Guarracino, 2001). This process does not occur identically in different 

materials and depends on material structure, its origin, e.g. cellular concrete the 

increase of is about 4,5% per 1% moisture content increase. 
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2.  MODELS OF HEAT TRANSFER THROUGH WALL 

 

The purpose of this paper is to describe the design of control systems  

of cooling and air conditioning systems in storage spaces. For a control systems 

its necessary to use only three  elements: sensor, controller and controlled 

device. The main of those elements is temperature sensor which shows the 

picture of thermal decomposition in cold store. The very important are also 

devices, which  provide control of humidity and cyclic potential motion of air in 

space. It must be noted, that all the control actions depend mainly on 

measurement of a controlled variable. It is, therefore, necessary to analyze very 

carefully what is actually  being measured, how it may vary with time and which 

degree of accuracy is necessary in the measurement. Mostly, the temperature of 

the surfaces on which the sensors are mounted is different from the air 

temperature (Calvadero&Agnoli, 2007; Kisielewicz, 2003). 
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Fig. 1. Model of wall composed of three layers in electrical analogy 

 
Conduction take place when a temperature gradient exists in a solid  

(or stationary fluid) medium. Energy is transferred from the more energetic to 

the less energetic molecules when neighboring molecules collide. Conductive 

heat flow occur in the direction of decreasing temperature because higher 

temperature is associated with higher molecular energy (Etheridge, 2002).  

The equation used to express heat transfer by conduction is known as Fourier’s 

Law. The article presents the physical model of heat transfer through chamber 

walls by means of a mathematical model suitable for sine waveform of internal 

temperature changes. 

From it we can get matrix notation (eventually for n – layers of wall) and the 

final result of this calculation is a pair of linear relations between the tempe-

rature and fluxes at the two surfaces of the composite slabs. 
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The relation is precisely analogous to Ohm’s law for the steady flow of 

electric current: the flux corresponds to the electric current, and the drop of 

temperature to the drop of potential. Thus R may be called the thermal resistance 

of the slab. Next suppose we have a composite wall composed of n slabs of 

different thickness  and conductivities. If the slabs are in perfect thermal contact 

mat their  surfaces of separation, the fall of temperature over the whole wall will 

be the sum of the falls over the component slabs and since the flux is the same at 

every point, this sum is evidently.  

This is equivalent to the statement that the thermal resistance of a composite 

wall is the sum of the thermal resistance’s of the separate layers, assuming 

perfect thermal contact between them. Finally, consider a composite wall as 

before, but with contact resistances between the layers such that the flux of heat 

between the surfaces of consecutive layers is H times the temperature difference 

between these surfaces. The differential equation to be solved is Fourier’s 

equation. 

 

 
3. THERMAL RESEARCH ON REAL OBJECT 

 

The verification of the accepted methodology and results have been performed 

on the data thermal flux density obtained from rural thermal chamber in 

RadzyńPodlaski (Poland). The small sensor of low inertia has been developed 

especially for the purpose of the research. This sensor has been used to measure 

the heat flux density. The experimental analysis proves the necessity to consider 

the dynamic character of internal temperature when thermal chamber analysis is 

performed. The thesis includes also the presentation of elaborated methodology 

of analysis of industrial long term storage. 

The purpose for the research is to point out areas subjected to the highest 

energy loss caused by building construction and geographical orientation of 

walls. Thermal detectors have been installed on external surfaces, internal 

surfaces and inside wall layers to measure temperature. The graphical 

presentation of tempe-rature field distribution on wall surfaces have been 

performed by means of a thermal vision camera (Fig.3., 4). The camera enables 

to distinguish visually the areas of the highest thermal loss from storages.  

The analysis of temperature distribution on vertical walls of storages makes 

possible to indicate proper building construction of objects. The analysis results 

are presented in figures. Moreover, temperature measurements taken on chamber 

external surfaces let us distinguish rooms that serve for other purpose than 

storage, e.g. a technical room. This room additionally protects the storage from 

disadvantageous influence of atmospheric conditions. 
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Article includes analysis of changeable influence in time of variable weather 

temperature on internal temperature of construction object depending on thermal 

inertia of building. Taken advantage influence of sinusoidal change external 

temperature on internal temperature of thermal technical spaces of thermo 

stability object will allow to get drop of cost of expendable energy of 

construction object on keeping of definite thermal condition in accommodation 

properly spaces. It shows harmonist of exemplary characteristic depending on 

length of time of measurement course of temperature and seasons of the year. 
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Fig. 2. Presentation of temperature field distribution on wall surfaces 

 

 

Fig. 3. Temperature field distribution on the corner of wall 
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Fig. 4. Temperature field distribution on wall surfaces 

 

 
4.  MEASUREMENT POSITION FOR THE RESEARCHING 

COEFFICIENT OF HEAT TRANSFER IN MATERIALS   

 

In aim of determined of coefficient of heat transfer of bricks in dependences 

upon of degree her moistures one chose method experimental. Research one 

passed on laboratory – position in Technical University of Lublin and referred  

of measurement of temperatures, thickness of streams warm and moistures 

relative bricks. As material to driven researches used brick full red both wet and 

then this oneself brick dried in stove. In time of a few days' measurements 

driven former at a help of computer registration of temperatures in four points on 

external surfaces examined bricks as also in two central points in interior. 

Simultaneously driven former computer registration of moisture at help of two 

searchers of type WHT installed in center of brick. Values of thickness led of 

warm density became measured at help of electronic sensors of type PTP, which 

connected former to universal measure APPA.  

Position laboratory – to qualifications of coefficient of heat flow in aspect 

different moistures of equipped brick was in two chambers. Different conditions 

thermal in chambers held former at help of aggregates cooling and of controlled 

warmers. Among chambers one installed investigative sample in typical form 

full red bricks placed tight to capacity in plate of polystyrene about thickness 20 cm. 

Polystyrene. Plate used former in aim of isolating of surface external bricks from 

influence undesirable temperatures. Surfaces external bricks surrendered became 

{remained} to activity from one side of chamber to temperature +25° C and 

from second side of chamber to temperature +1.5°C. Values these of tempe-

ratures registered former independently for every from six sensors, and then 

recorded on disc of computer at measuring – step carrying out 15 of minutes. 
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Simultaneously with measurement of temperature registered former at help of 

programmed computer values of moisture of brick on two separate files. 

Obtained from measurements of value of temperatures, of streams and moistures 

became placed in programmer EXCEL. At the help of suitable mathematical 

transformations coded values of temperatures and moistures exchanged on 

suitable individuals on degrees °C and on per cent definite values of relative 

moisture.  

 

 
 

Fig. 5. Schema ideological positions laboratory – to measurement  

of coefficient of heat transfer. 

 
1. Chamber measuring – executed from aluminum – profiles. Thickness of 

side 10 cm, with full mineral. 

2. Display – LCD Samsung SyncMaster about diagonal 15". 

3. Driver – computer PC class with operating – system UNIX. 

4. Wires driver steering of generative of microclimate in chambers. 

5. Laboratory set of Danfoss firm to generating conditions thermal prevalent 

inside of chambers. Range of temperatures from –40°C to + 50°C. 

6. Table made from aluminum – profiles with variable construction making 

possible securing and arrangement of prepared samples to 

investigations. 

7. Primary standard sample of builder's material – full red bricks – placed 

in polystyrene plate. 
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Fig. 6. View general positions laboratory – measuring – chambers 

 

 

 

Fig. 7. Registering positions laboratory 

 



91 

Correlations among obtained values of coefficient of heat conduction permit 

on determination of characterizations of graphic coefficient for chance dry and 

wet bricks.  

Obtained results of measurements permitted on qualification of dependence  

of coefficient of heat transfer from internal temperatures in full red brick wet and 

dry. 

Example – course of changes of value of coefficient of heat 

transfer.Simultaneously obtained results of value of coefficient of heat transfer 

permitted on determination of coefficient lambda. From represented below 

graphs results difference among courses for wet and dry bricks.  
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Fig. 8. Characterizations of changes of coefficient of heat transfer in wet full brick 
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Fig. 9. Characterizations of changes of coefficient of heat transfer in dry full brick 
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5.  CONCLUSION 

 

By the suitable construction of the enclosure walls composed of several slabs 

of different thicknesses and conductivities, we can obtain phase  shift (when the 

time lag attains twelve hours it is the best situation), which reduce the amplitude 

of internal temperature inside technical chamber and, in consequence, give 

equivalent of using energy. The influence of this periodically changing weather 

temperature upon the inside storages climate is depending on the material of 

walls and inertial property of thermal technical spaces, it means a fruit storage. 

This analysis shows the periodic variability of outside temperature, changing 

in periods of each day and also in the year  with maximum value in the afternoon 

or in summer and minimum value in the night or winter  time. The influence  

of this periodically changing temperature on the inside storages climate is depending 

on thermal inertia of technical spaces. The proper construction of an object with 

prescribed thermo-stability characteristic can use the phase differencebetween 

internal and external temperature and allow to lower costs of energy, necessary for 

cooling or heating the technical spaces. 
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