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Pietrucha-urbanik k, StudzińSki a. Case study of failure simu-
lation of pipelines conducted in chosen water supply system. Eksploatacja 
i Niezawodnosc – Maintenan ce and Reliability 2017; 19 (3): 317–323, http://
dx.doi.org/10.17531/ein.2017.3.1.
The main goal of this work is to simulate the failure of water pipe network, using 
the hydraulic model of the network created through Epanet 2 program. The model 
includes the cooperation of the second stage pumping station with the expansion 
tanks located in the network. Based on these parameters, the simulation operation 
of water supply network was performed, as well as failure simulation on the basis 
of closing some sections of water pipe network. Failure analysis allowed to perform 
characteristics of the water supply system  including pressure changes that occur in 
the network during failure simulation.

Pietrucha-urbanik k, StudzińSki a. Symulacje awarii rurociągów 
przeprowadzone na wybranej sieci wodociągowej – analiza przypadku. Eks-
ploatacja i Niezawodnosc – Maintenan ce and Reliability 2017; 19 (3): 317–323, 
http://dx.doi.org/10.17531/ein.2017.3.1.
Głównym celem pracy jest przeprowadzenie symulacji awarii przewodów przewodów 
wodociągowych, za pomocą stworzonego modelu hydraulicznego sieci z wykorzystaniem 
programu epanet 2. W modelu zawarta jest współpraca pompowni drugiego stopnia ze 
zbiornikami wyrównawczymi znajdującymi się na sieci. bazując na tych parametrach 
przeprowadzono symulację pracy sieci wodociągowej, a dzięki wyłączeniem odcinków 
przewodów wodociągowych symulację awarii. analizowanie awarii pozwoliło na 
scharakteryzowanie dostawy wody do odbiorców w tym zmian, jakie występują na sieci 
podczas symulowania awarii.

GodzimirSki J, rośkoWicz m, komorek a. Badania odporności na 
przebicie klejonych struktur wielowarstwowych. Eksploatacja i Niezawodnosc 
– Maintenance and Reliability 2017; 19 (3): 324–330, http://dx.doi.org/10.17531/
ein.2017.3.2.
celem badań była ocena możliwości zastosowania opracowanych struktur wielowarstwo-
wych do wytwarzania lekkich pancerzy, mogących znaleźć zastosowanie jako kulood-
porne osłony balistyczne śmigłowców bojowych i innego lekkiego sprzętu wojskowego. 
istotnym celem badań było również sprawdzenie możliwości łączenia metodą klejenia 
ceramiki typu SiC i Al2O3 z antybalistycznymi tkaninami polietylenowymi i aramidowymi. 
odporność na przebicie była badana z wykorzystaniem stanowiska z działem helowym 
i ultraszybką kamerą. W wyniku przeprowadzonych badań stwierdzono, iż pakiety 
luźnych tkanin aramidowych charakteryzuje większa odporność na przebicie w porów-
naniu z kompozytami polimerowymi wytworzonymi z takich tkanin oraz kompozytami 
warstwowymi złożonymi z cienkich warstw metalowych i tkanin aramidowych. Ponadto 
zauważono, że warstwy ceramiczne znacznie zwiększają odporność na przebicie osłon 
balistycznych i ich stosowanie w takich osłonach wydaje się niezbędne oraz, że wklejenie 
płytek ceramicznych pomiędzy dwie cienkie blachy ze stopu aluminium i nie łączenie 
ich bezpośrednio z tkaninami aramidowymi zapewnia w przypadku uderzenia pociskiem 
zniszczenie małej powierzchni warstwy ceramicznej, a więc w małym stopniu zmniejsza 
właściwości ochronne osłony.

GodzimirSki J, rośkoWicz m, komorek a. Investigation of bal-
listic resistance of adhesive bonded multi-layer structures. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 324–330, http://
dx.doi.org/10.17531/ein.2017.3.2.
The aim of the study was to evaluate the possibility of using multilayer structures 
for light armour, in which the elements of the ceramic type SiC and Al2O3 were 
bonding by adhesive joins with antiballistic polyethylene and aramid fabrics. Ballistic 
resistance shells was determined using for this purpose the test stand constructed on 
the basis of helium gun and high-speed camera. It has been shown that the laminated 
structure composed of thin metal layers and aramid fabrics as well as polymer com-
posites made of aramid fabric has lower ballistic resistance than loose fabric packs. 
It was also demonstrated the functionality of the use of the ceramic component as 
a separate package, which the ceramic plates are adhesive bonded between the two 
layers of sheet metal. There is also evidence that fabrics composed of thin layers of 
material poorly connected with each other, should not be adhesively bonded to the 
ceramic. It proposed the preparation of specimens, which best reconstruct the load of 
ceramic plates adhesive bonded to fabric, which are made of lightweight bulletproof 
vests and ballistic panels.

StęPień z. Badanie czynników wpływających na tworzenie szkodliwych 
osadów wtryskiwaczy paliwa silników z zapłonem samoczynnym. Eksploata-
cja i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 331–337, http://
dx.doi.org/10.17531/ein.2017.3.3.
W artykule opisano różne typy osadów wtryskiwaczy silników zS z pośrednim i bezpo-
średnim wtryskiem paliwa. określono różnorodne czynniki mające wpływ na tworzenie i 
zmiany wielkości osadów. dokonano też klasyfikacji i oceny znaczenia przedmiotowych 
czynników na powstawanie prekursorów osadów oraz dalsze zmiany osadów w czasie 
eksploatacji silnika. W zakresie opisu przeprowadzonych badań przedstawiono wyniki 
procesów tworzenia osadów w warunkach testów silnikowych. utworzone w ten sposób 
osady zewnętrzne i wewnętrzne wtryskiwaczy układu wysokociśnieniowego wtrysku 
paliwa typu common rail były następnie udokumentowane fotograficznie, oraz opisane. 
Szeroko omówiono też wyniki oceny wpływu wytworzonych osadów wtryskiwaczy na 
zmiany ich parametrów diagnostycznych, określających zakres dysfunkcji wtryskiwaczy 
i decydujących o możliwości ich dalszego stosowania.

StęPień z. A study of factors influencing the formation of harmful 
deposits in the diesel engine injectors. Eksploatacja i Niezawodnosc – Ma-
intenance and Reliability 2017; 19 (3): 331–337, http://dx.doi.org/10.17531/
ein.2017.3.3.
The paper describes various types of deposits of injectors used in CI engines with 
direct and indirect fuel injection. Various factors have been determined which affect the 
formation and size of deposits. these factors have also been classified and evaluated 
in terms of their impact on the formation of deposits precursors and further changes 
of deposits during the engine life. The results of deposits formation tests have been 
presented. The external and internal deposits in the High Pressure Common Rail 
fuel injection systems have been photographed and described. The impact of formed 
deposits on the diagnostic parameters of injectors has been discussed broadly as it 
determines the range of injectors’ dysfunction and their fit for further use.

haWryluk m, mrzyGłód b. Analiza trwałości narzędzi kuźniczych dla 
różnych warunków eksploatacji z wykorzystaniem systemu wspomagania 
decyzji opartego o sztuczne sieci neuronowe. Eksploatacja i Niezawodnosc – 
Maintenance and Reliability 2017; 19 (3): 338–348, http://dx.doi.org/10.17531/
ein.2017.3.4.
W pracy przedstawiono wyniki badań, dotyczące, procentowego udziału me-
chanizmów niszczących dla dwóch typowych wariantów eksploatacji narzędzi 
kuźniczych: smarowanych i chłodzonych oraz bez smarowania. Prezentowane 
wyniki pochodzą z opracowanego przez autorów systemu wspomagania decyzji 
(SePek-2) działającego w oparciu  o sztuczną sieć neuronową.  Wiedza o ana-
lizowanym zagadnieniu trwałości narzędzi kuźniczych, potrzebna do procesu 
uczenia sztucznej sieci neuronowej zawarta była w zestawie danych uczących, 
pochodzących z kompleksowych badań, zrealizowanych w warunkach przemysło-
wych. zestaw danych uczących obejmował zbiór 450 rekordów wiedzy. W pracy 
przestawiono  proces pozyskiwania wiedzy, przyjętą architekturę sieci neuronowej 
oraz  parametry opracowanej sieci. Przeprowadzona globalna analiza wyników ge-
nerowanych przez opracowany system, dla trwałości traktowanej jako zwiększająca 
się liczba odkuwek (od 0 do 25000 sztuk), wykazała że dla narzędzi smarowanych 
i chłodzonych dominującym mechanizmem jest zmęczenie cieplno-mechaniczne, 
a nie zużycie ścierne, które rzeczywiście dominuje w procesach kucia dla narzędzi 
niechłodzonych i niesmarowanych. należy podkreślić, że zdecydowana większość 
opracowań z tego obszaru przypisuje, że to zużycie ścierne jest dominujące, a jak 
wykazały wyniki badań i analiz dla wybranych reprezentatywnych procesów kucia,  
przy wykorzystaniu systemu wspomagania decyzji opartego o Snn, to zmęczenie 
cieplno-mechaniczne jest dominujące w tych procesach. Jednakże ze względu na 

haWryluk m, mrzyGłód b. A durability analysis of forging tools 
for different operating conditions with application of a decision support 
system based on artificial neural networks (ANN). Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2017; 19 (3): 338–348, http://dx.doi.
org/10.17531/ein.2017.3.4.
The paper presents the results of research concerning the percentage participation 
of destructive mechanisms for two typical variants of exploitation of forging tools: 
lubricated and cooled, and without lubrication. Discussed results come from the deve-
loped by the authors the decision support system (SePek-2) based on artificial neural 
network. The knowledge about the durability of forging tools needed for learning 
artificial neural network was included in the training data set, from comprehensive 
studies, carried out in industrial conditions. Set of training data set included 450 re-
cords of knowledge. The paper presents the process of acquiring knowledge, adopted 
neural network architecture and parameters developed network. Carried out a global 
analysis of the results generated by the developed system for the durability of forging 
tools treated as the maximum number of produced forgings to their destruction (from 
0 to 25,000 items), showed that for the lubricated and cooling tools the dominant 
mechanism is thermo-mechanical fatigue, and do not abrasive wear, which actually 
dominates in the process of forging tools for uncooled and unlubricated tools. It should 
be emphasized that the overwhelming majority of studies in this area is attributed that 
to abrasive wear is dominant, and as shown by the results of research and analysis for 
the selected representative forging processes, with the use of decision support system 
based on ANN, the fatigue a thermo-mechanical is dominant in these processes. 
However, due to the easy measurability and commonly used models wear, based on 
the model of Archard, it is abrasive wear assigned the largest participation. In fact, 
for the tool lubricated and cooled tools a thermo-mechanical fatigue intensifies this 
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effect attributed to abrasive wear. While the generally accepted view is correct, in the 
case of tools unlubricated, as confirmed by the analysis using ann.

łatwą mierzalność oraz popularnie stosowane modele zużycia ściernego, bazujące 
na modelu archarda, to właśnie zużyciu ściernemu przypisuję się największy 
udział, choć w rzeczywistości dla narzędzi smarowanych i chłodzonych zmęczenie 
cieplno-mechaniczne wzmaga ów efekt przypisywany zużyciu ściernemu. nato-
miast ogólnie przyjęty pogląd jest słuszny, w przypadku narzędzi niesmarowanych. 
co potwierdziły także analizy przy wykorzystaniu Snn.

WANg Y, BI L, WANg S, LIN S, XIANg W. Zastosowanie dynamicznych sieci 
bayesowskich do oceny niezawodności elektrycznego systemu trakcyjnego. 
Eksploatacja i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 349–357, 
http://dx.doi.org/10.17531/ein.2017.3.5.
W artykule omówiono nowatorskie zastosowanie dynamicznej sieci bayesowskiej (dbn) 
do oceny niezawodności elektrycznego systemu trakcyjnego ze szczególnym uwzględnie-
niem metod modelowania dbn. W związku z rosnącą złożonością elektrycznych systemów 
trakcyjnych oraz wynikającą z niej coraz większą ilością współzależności między kom-
ponentami, systemy te narażone są coraz częściej na awarie części składowych. chociaż 
istnieje wiele badań dotyczących oceny niezawodności systemów trakcyjnych, stosowane 
obecnie narzędzia nie mają odpowiedniej mocy modelowania koniecznej do opisu zależ-
ności funkcjonalnych i czasowych pomiędzy częściami składowymi. W niniejszej pracy 
zaproponowano nową metodę modelowania generowania dbn, którą można stosować 
w odniesieniu do systemów składających się z pewnych określonych komponentów oraz 
różnych typów rozchodzących się przez nie przepływów. zależności funkcjonalne i cza-
sowe opisano, odpowiednio, za pomocą tablicy komponentowych prawdopodobieństw 
warunkowych (Component-based Conditional Probability Table, CPT) oraz tablicy 
czasowo-zależnych prawdopodobieństw warunkowych. Ponieważ złożoność systemu nie 
pozwala na zamodelowanie go w prosty sposób jako dbn, do automatycznej budowy 
modelu DBN wykorzystano algorytm przeszukiwania wszerz (Breadth-First-Search). 
oceny niezawodności systemu trakcyjnego z wykorzystaniem proponowanej metody 
opartej na dbn można dokonywać w dowolnym czasie, co ma ogromne znaczenie przy 
planowaniu konserwacji w celu zapewnienia bezpieczeństwa systemu. 

WANg Y, BI L, WANg S, LIN S, XIANg W. The application of dynamic 
bayesian network to reliability assessment of emu traction system. Eksplo-
atacja i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 349–357, 
http://dx.doi.org/10.17531/ein.2017.3.5.
The article introduces a novel application of a Dynamic Bayesian Network (DBN) 
in the reliability assessment with regard to the traction system of Electric Multiple 
Units (EMU), which focus on modeling approach to DBN construction. As a result 
of high complexity and growing interdependencies, it is increasingly vulnerable to 
the failure of components. Although many studies on the use of BN for estimating 
the system reliability have been conducted, there is a lack of effective modeling po-
wer regarding current tools in depicting both functional and temporal dependencies 
between components. In this paper, a new modeling approach to DBN generation 
is submitted, which can be applied to the system made up of certain components 
and different types of flows propagating through them. the component-based cPt 
(Conditional Probability Table) and Time-dependent CPT are used to describe func-
tional dependencies and temporal dependencies respectively. As the complexity of 
the system cannot be modeled in a tractable way as a DBN, a Breadth-First-Search 
(BFS) algorithm is introduced for the construction of the DBN model in an automated 
manner. With the application of the proposed DBN-based approach, the reliability of 
the traction system can be evaluated at any given time, which is of great significance 
to determine the plan of maintenance in an effort to ensure the system safety.

RAPOSO H, FARINHA JT, FERREIRA L, gALAR D. Zintegrowany ekonome-
tryczny model do modelowania wymiany taboru autobusowego oraz określania 
wielkości floty rezerwowej w oparciu o konserwację predykcyjną. Eksploatacja 
i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 358–368, http://dx.doi.
org/10.17531/ein.2017.3.6.
Polityka konserwacji wpływa na gotowość sprzętu, a tym samym na wydajność i konku-
rencyjność przedsiębiorstwa. Ważne jest optymalizowanie kosztów cyklu życia (lcc) 
aktywów, w tym przypadku taboru autobusowego. W artykule przedstawiono metodę 
utrzymania ruchu polegającą na predykcyjnym monitorowaniu stanu w oparciu o analizę 
oleju silnikowego w celu oceny potencjalnego wpływu tej zmiennej na gotowość auto-
busów. Podejście to ma praktyczne konsekwencje jeśli chodzi o koszty utrzymania w 
trakcie eksploatacji autobusu, a także pozwala na ustalenie najlepszego czasu na wymianę 
pojazdów taboru. W pracy przedstawiono przegląd ekonomicznych modeli wymiany oraz 
opracowano model globalny integrujący te modele, ze szczególnym uwzględnieniem 
gotowości oraz jej zależności od konserwacji oraz kosztów utrzymania ruchu. czynniki 
te pomagają określić wielkość floty rezerwowej i zapewnić gotowość taboru.

RAPOSO H, FARINHA JT, FERREIRA L, gALAR D. An integrated eco-
nometric model for bus replacement and determination of reserve fleet 
size based on predictive maintenance. Eksploatacja i Niezawodnosc – Ma-
intenance and Reliability 2017; 19 (3): 358–368, http://dx.doi.org/10.17531/
ein.2017.3.6.
maintenance policies influence equipment availability and, thus, they affect a com-
pany’s capacity for productivity and competitiveness. It is important to optimize the 
life cycle cost (lcc) of assets, in this case, passenger bus fleets. the paper presents 
a predictive condition monitoring maintenance approach based on engine oil analysis, 
to assess the potential impact of this variable on the availability of buses. The approach 
has implications on maintenance costs during the life of a bus and, consequently, on 
the determination of the best time for bus replacement. The paper provides an ove-
rview of economic replacement models through a global model, with an emphasis on 
availability and its dependence on maintenance and maintenance costs. These factors 
help to determine the size of the reserve fleet and guarantee availability.

SurblyS V, ŽurauliS V, SokoloVSkiJ e. Estimation of road ro-
ughness from data of on-vehicle mounted sensors. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2017; 19 (3): 369–374, http://dx.doi.
org/10.17531/ein.2017.3.7.
In this work, methods of estimation of road roughness by processing data of laser 
sensors of distance measurement are investigated. Depending on the layout of the 
sensors and the processing of the data, the Japanese, symmetrical and asymmetrical 
roughness estimation methods are elaborated in this work. The experimental research 
that was carried out by “Japanese method” on two known profile road surfaces allowed 
evaluating the influence of the vehicle’s suspension and the body pitch rate oscillation 
on the calculation of the roughness.  The validation of the results showed that the 
compensation of the suspension travel does not warrant the sufficient accuracy of the 
estimation of the road roughness because the pivoting of the bodywork has a greater 
influence on the processing of the signals recorded by the sensors attached to it. 

SurblyS V, ŽurauliS V, SokoloVSkiJ e. Ocena nierówności drogowych 
zgodnie z danymi czujników zainstalowanych na pojeździe. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 369–374, http://dx.doi.
org/10.17531/ein.2017.3.7.
artykuł przedstawia i ocenia metody określania nierówności nawierzchni drogi na 
podstawie danych z laserowych czujników pomiaru odległości. W artykule omówiono 
opracowane w Japonii symetryczne i asymetryczne metody określania nierówności na-
wierzchni, które różnią się sposobem rozmieszczenia czujników i przetwarzania danych. 
badania eksperymentalne przeprowadzone na podstawie „metody japońskiej” na dwóch 
zadanych profilach nawierzchni pozwoliły na ocenę wpływu zawieszenia samochodu i 
zmian przechyłu nadwozia względem osi podłużnej na obliczanie nierówności nawierzch-
ni. Walidacja wyników pokazała, że kompensacja odchylenia zawieszenia nie zapewnia 
wystarczającej dokładności pomiaru nierówności drogi, ponieważ przechyły nadwozia 
mają większy wpływ na przetwarzanie sygnałów rejestrowanych przez zamontowane 
na nim czujniki.

Paś J, roSińSki a. Selected issues regarding the reliability-operational 
assessment of electronic transport systems with regard to electromagnetic 
interference. Eksploatacja i Niezawodnosc – Maintenance and Reliability 
2017; 19 (3): 375–381, http://dx.doi.org/10.17531/ein.2017.3.8.
The article presents issues associated with the reliability-operational analysis 
of electronic transport systems, which are operated in a defined environment. 
Intended or unintended (static or mobile) electromagnetic interference, which 
are present over a broad transport area, can cause interference of its func-
tioning. That is why correct functioning of electronic transport systems in  
a distorted electromagnetic environment is so important. The articles measurement 
results of low frequency radiation basic characteristics for power supplies, which were 
carried out for two frequency ranges: (0÷400) Hz and (400÷6500) Hz. The impact 

Paś J, roSińSki a. Wybrane zagadnienia oceny niezawodnościowo-ek-
sploatacyjnej transportowych systemów elektronicznych z uwzględnieniem 
zakłóceń  elektromagnetycznych. Eksploatacja i Niezawodnosc – Maintenance 
and Reliability 2017; 19 (3): 375–381, http://dx.doi.org/10.17531/ein.2017.3.8.
W artykule przedstawiono zagadnienia związane z analizą niezawodnościowo-eksploata-
cyjną transportowych systemów elektronicznych, które są eksploatowane w określonym 
środowisku. Występujące na rozległym obszarze transportowym zaburzenia elektroma-
gnetyczne zamierzone lub niezamierzone (stacjonarne lub ruchome) mogą być przyczyną 
zakłócenia ich funkcjonowania. dlatego tak istotne jest prawidłowe funkcjonowanie 
transportowych systemów elektronicznych w zniekształconym środowisku elektroma-
gnetycznym. W artykule przedstawiono wyniki pomiarów podstawowych charakterystyk 
promieniowania niskiej częstotliwości dla zasilaczy, które zostały przeprowadzone dla 
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of the load’s voltage change on the electric field e [V/m] produced by the power 
supply and the impact of power supply load’s current changes on the induction of 
the magnetic field b [nt] were presented. next, a graph of relations in an electronic 
transport system, with regard to level of interference in electric and magnetic fields, 
was developed. this allowed to determine the relations, which enable to define the 
probability values of a system being in the distinguished states. The methodology 
of the reliability-operational analysis of electronic transport systems with regard to 
electromagnetic interference presented in this article, may be used during designing 
of electronic systems used in transport.

dwóch zakresów częstotliwości: (0÷400) hz i (400÷6500) hz. zaprezentowano wpływ 
zmiany napięcia obciążenia na pole elektryczne e [V/m] wytwarzane przez zasilacz, 
oraz wpływ zmiany prądu obciążenia zasilacza na indukcję pola magnetycznego b 
[nt]. następnie opracowano graf relacji w transportowym systemie elektronicznym z 
uwzględnieniem poziomów zakłóceń pola elektrycznego i magnetycznego. umożliwiło 
to wyznaczenie zależności pozwalających na określenie wartości prawdopodobieństw 
przebywania systemu w wyróżnionych stanach. zaprezentowana w artykule metodyka 
analizy niezawodnościowo-eksploatacyjnej transportowych systemów elektronicznych z 
uwzględnieniem zakłóceń elektromagnetycznych może być użyta podczas projektowania 
systemów elektronicznych stosowanych w transporcie.

Jacyna-Gołda i, leWczuk k. Metoda szacowania niezawodności elemen-
tów łańcucha dostaw na podstawie charakterystyk nadmiarowości technicznej 
i organizacyjnej procesu. Eksploatacja i Niezawodnosc – Maintenance and 
Reliability 2017; 19 (3): 382–392, http://dx.doi.org/10.17531/ein.2017.3.9.
Jakość pracy łańcucha dostaw jest wynikiem jakości pracy jego elementów, w tym maga-
zynów. W artykule przedstawiono próbę ujęcia zagadnień jakościowych pracy magazynu 
w kategoriach niezawodnościowych. omówiono zagadnienia oceny pracy magazynów, 
źródła problemów jakościowych i stosowane rozwiązania zwiększające jakość pracy. 
Wskazano nadmiarowość techniczną i organizacyjną jako podstawowy środek zwiększania 
niezawodności realizacji zadań przez magazyny w łańcuchu dostaw i tym samym poprawę 
jakości świadczonych usług. autorzy omówili zagadnienia niezawodności łańcucha dostaw 
i magazynów jako ich podstawowych elementów i zaproponowali podejście do określania 
niezawodności magazynu oparte o nadmiarowość technologiczną i organizacyjną ustalaną 
w oparciu o przewidywane spiętrzenia przepływu materiałów. do tego celu wykorzystano 
miernik otiFeF jako podstawę szacowania niezawodności. zaproponowano konstrukcję 
tego miernika w oparciu o prawdopodobieństwa poprawnej realizacji różnych aspektów 
usług logistycznych. Ważnym elementem podejścia proponowanego w artykule jest 
propozycja technicznych i organizacyjnych wskaźników określających różne aspekty 
nadmiarowości w funkcji niezawodności magazynu. Przedstawiono przykład szacowania 
nadmiarowości z wykorzystaniem technicznych i organizacyjnych metod zwiększania 
efektywności.

Jacyna-Gołda i, leWczuk k. The method of estimating dependabi-
lity of supply chain elements on the base of technical and organizational 
redundancy of process. Eksploatacja i Niezawodnosc – Maintenance and 
Reliability 2017; 19 (3): 382–392, http://dx.doi.org/10.17531/ein.2017.3.9.
The quality of supply chain operation depends on quality of its particular elements, 
including warehouses. The paper presents an attempt to describe the quality of 
warehouse operation in terms of dependability. Authors discussed issues related to 
assessing warehouse operation, quality problems and solutions to increase the quality 
of work. The technical and organizational redundancy was proposed as a primary 
factor increasing dependability of warehous operation in supply chain and thereby 
improving the quality of services. Authors discussed dependability of supply chain 
and warehouses and have proposed an approach to determination of dependability 
of warehouse facility based on technological and organisational redundancy related 
to material flow pile-ups. the approach was founded on otiFeF index as a base 
for dependability estimation. Construction of that index basing on probabilities of 
correct realization of different aspects of logistics service was proposed. An important 
element of the approach presented in the paper is proposal of technical and organisa-
tional indicators defining different aspects of redundancy in aspect of dependability. 
The example of redundancy assessment in function of technical and organisational 
methods of increasing warehouse efficiency has been provided.

gHANOONI-BAgHA M, SHAYANFAR MA, REzA-zADEH O, zABIHI-SA-
MANI M. Wpływ stosowanych materiałów na niezawodność belek żelbeto-
wych w warunkach normalnej i silnej korozji. Eksploatacja i Niezawodnosc 
– Maintenance and Reliability 2017; 19 (3): 393–402, http://dx.doi.org/10.17531/
ein.2017.3.10.
W trakcie cyklu życia, konstrukcje betonowe są narażone na wiele uszkodzeń, z których 
każde może przyczyniać się do skrócenia ich żywotności i nośności. Ponieważ większość 
parametrów odgrywających szczególną rolę w szacowaniu nośności elementów cechuje 
niepewność, ocena probabilistyczna charakterystyk struktur betonowych może dawać 
bardziej realistyczny obraz analizy i projektowania tych struktur. Jednym z najczęściej 
występujących uszkodzeń struktur żelbetowych jest korozja. Głównym celem niniejszego 
badania była ocena niezawodności zachowania zginanej belki żelbetowej doświadczalnie 
poddanej korozji wżerowej poprzez symulację monte carlo. Ponadto, badano oddziaływa-
nie czasu inkubacji korozji, średnicy stalowych prętów zbrojeniowych, granicy plastycz-
ności tych prętów, klasy wytrzymałości cementu, rodzaju kruszywa i wytrzymałości na 
ściskanie betonu zarówno w warunkach silnej jak i normalnej korozji wżerowej. Wyniki 
jasno pokazują, że wystąpienie silnej korozji w betonie o małej wytrzymałości na ściska-
nie, do produkcji którego wykorzystano cement i kruszywo kamienne o wyższej klasie 
wytrzymałości, oraz krótszy czas inkubacji korozji prowadzą do znacznego skrócenia 
żywotności belek, w niektórych przypadkach nawet prawie o połowę.

gHANOONI-BAgHA M, SHAYANFAR MA, REzA-zADEH O, zABI-
HI-SAMANI M. The effect of materials on the reliability of reinforced 
concrete beams in normal and intense corrosions. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2017; 19 (3): 393–402, http://dx.doi.
org/10.17531/ein.2017.3.10.
Concrete structures are exposed to a variety of damages during their lifetime each 
of which could contribute to reducing their service life and load bearing capacity. 
Since most of parameters have special role in estimating capacity of members which 
are not certain, probabilistic evaluating the performance of concrete structures could 
bring more realistic perception about analysis and design of these structures. One 
of the most frequent probable damages is corrosion. The main focus of this study is 
placed on reliability assessment of flexural behavior of a reinforced concrete beam 
experienced pitting corrosion via Monte Carlo simulation. In addition, the effects of 
time to corrosion initiation, steel rebar diameter, yielding stress of rebars, strength class 
of cement, aggregate type and compressive strength of concrete, are included both in 
intense and normal pitting corrosion. The results clearly illustrate that occurrence of 
intense corrosion in concrete with low compressive strength, which used of higher 
strength class of cement and crushed stone aggregate, and less initial time for corrosion 
will lead to considerable reduction in service life even in some cases nearly half.

JodeJko-Pietruczuk a, WerbińSka-WoJciechoWSka S. Opraco-
wanie i analiza wrażliwości modelu kontroli stanu obiektu technicznego z 
wykorzystaniem koncepcji opóźnień czasowych. Eksploatacja i Niezawodnosc 
– Maintenance and Reliability 2017; 19 (3): 403–412, http://dx.doi.org/10.17531/
ein.2017.3.11.
W artykule autorzy skupili się na opracowaniu matematycznego modelu utrzymania 
obiektów technicznych podlegających kosztownym uszkodzeniom z uwzględnieniem 
koncepcji opóźnień czasowych. uszkodzenie w danym przypadku oznacza awarię lub 
zdarzenie katastrofalne, po którym obiekt jest niezdatny do użytku do momentu wymia-
ny. Wykorzystano politykę blokowej kontroli stanu obiektu, która zakłada, że operacje 
diagnozy jego stanu są przeprowadzane w regularnych odstępach co t jednostek czasu. 
rozpatrzono model kosztowy oraz model gotowości dla przypadku perfekcyjnej diagnozy 
stanu obiektu. Pozwoliło to na przeprowadzenie analitycznej optymalizacji okresu t między 
kolejnymi diagnozami stanu obiektu dla nieskończonego horyzontu czasowego. następnie, 
zbadano zgodność opracowanego modelu analitycznego z wynikami uzyskanymi w drodze 
symulacji. Głównym celem było zbadanie wpływu podstawowych parametrów czasowych 
opracowanego modelu na poziom współczynnika gotowości oraz oczekiwanych kosztów 
utrzymania badanego obiektu. analiza została przeprowadzona w dwóch etapach. Pierw-
szy obejmuje analizę oczekiwanej liczby zdarzeń (uszkodzeń, wymian profilaktycznych 
oraz operacji kontroli stanu obiektu) dla wybranych zakresów parametrów czasowych: t 
i opóźnienia czasowego h. W kolejnym kroku zbadano zależność wskaźnika gotowości i 
oczekiwanych kosztów utrzymania obiektu od wybranych parametrów czasowych modelu. 
Pracę kończy wskazanie kierunków dalszych prac badawczych.

JodeJko-Pietruczuk a, WerbińSka-WoJciechoWSka S. De-
velopment and sensitivity analysis of a technical object inspection model 
based on the delay-time concept use. Eksploatacja i Niezawodnosc – Ma-
intenance and Reliability 2017; 19 (3): 403–412, http://dx.doi.org/10.17531/
ein.2017.3.11.
In the presented paper, authors focus on the development of mathematical delay-time 
model for single-unit technical systems (technical objects) liable to costly failure. 
Failure is taken here to mean a breakdown or catastrophic event, after which the 
system is unusable until replacement. Implemented maintenance policy is the Block-
Inspection Policy that assumes performing inspection actions at regular time intervals 
of T. In the perfect inspection case the availability and cost models are developed. 
This gives the possibility for analytical optimization of time between maintenance 
actions performance t for the infinite operational time of the system. later, there is 
examined the compatibility of the developed analytical model with simulation results. 
the main target is to investigate what is the influence of the given model basic time 
components on the system availability ratio level and the system long-run expected 
maintenance costs. the analysis is conducted in the two main steps. the first one re-
gards to analysis of expected number of events (failures, preventive replacements and 
inspection actions) in a single renewal cycle for the chosen range of time parameters: 
T and delay time h. In the next step, the availability ratio and long-run maintenance 
costs dependency on the chosen model’s time parameters is under consideration. At 
the end, the directions for further research work are defined.
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PaVloVić P, makaJić-nikolić d, VuJošeVić m. A new approach 
for determining the most important system components and the budget-
constrained system reliability improvement. Eksploatacja i Niezawod-
nosc – Maintenance and Reliability 2017; 19 (3): 413–419, http://dx.doi.
org/10.17531/ein.2017.3.12.
Importance measures are used for indexing system components due to their impact 
on the system’s overall reliability. in order to identify the specific number of the most 
critical components, first-ranked components are singled out as the most important 
ones. however, importance measures consider only the influence of individual 
components and they are not applicable to combinations or groups of components. 
This common feature of importance measures is referred to in literature as one of still 
open issues. This paper proposes a new approach for determining the most important 
system components, where a whole set of components are determined simultaneously 
taking into account their interdependence. In systems with a large number of inter-
dependent components, the number of the most important components which should 
be prevented is often limited due to the available budget. Using pre-known minimal 
cut sets, a mathematical model based on the Budgeted Maximum Coverage Problem 
is proposed. By its optimization, the simultaneous determination of all of the most 
important components whose total expenses do not exceed the limited overall budget 
is achieved. The new approach was tested by a series of experiments conducted over 
a set of test examples. The results of the experiments were compared with the results 
obtained using two commonly used cost importance measures.

PaVloVić P, makaJić-nikolić d, VuJošeVić m. Nowe podejście do wy-
znaczania najważniejszych elementów systemu oraz poprawy niezawodności 
systemu w warunkach ograniczonego budżetu. Eksploatacja i Niezawodnosc 
– Maintenance and Reliability 2017; 19 (3): 413–419, http://dx.doi.org/10.17531/
ein.2017.3.12.
W złożonych systemach, w których koszty poprawy niezawodności poszczególnych 
elementów są znane, często ogranicza się budżet przeznaczony na podnoszenie ogólnej nie-
zawodności systemu. W takich przypadkach konieczna jest maksymalizacja niezawodności 
systemu przy jednoczesnym utrzymaniu kosztów na poziomie minimum. Powszechnie 
znane metody rozwiązywania powyższego problemu opierają się na wyznaczaniu waż-
ności kosztów, co wymaga określenia rang elementów składowych systemu, a w dalszej 
kolejności wyodrębnienia pewnej liczby najważniejszych elementów pierwszorzędnej 
rangi. W niniejszej pracy zaproponowano nowe podejście do określania najważniejszych 
komponentów systemu w oparciu o problem maksymalnego pokrycia w granicach budżetu 
(budgeted maximum coverage problem); podejście wdrażano z wykorzystaniem wcześniej 
znanych minimalnych przekrojów niezdatności. optymalizacja proponowanego modelu 
matematycznego, pozwoliła na jednoczesne wyznaczenie wszystkich najważniejszych 
elementów, dla których łączne wydatki na utrzymanie ruchu nie przekraczały całkowite-
go ograniczonego budżetu. nowe podejście zostało przebadane w serii eksperymentów 
przeprowadzonych na zbiorze przykładów testowych, za które posłużyły wzorcowe 
drzewa błędów. Wyniki badań porównano z wynikami uzyskanymi za pomocą dwóch 
miar ważności kosztów – miary ważności opartej na kosztach oraz miary ważności opartej 
na opłacalności. W większości przypadków, proponowany model dawał lepsze wyniki 
niż pomiary ważności kosztów.

gILL A. Optymalizacja systemu obsługi obiektów technicznych z uwzględnie-
niem wyników analizy ryzyka. Eksploatacja i Niezawodnosc – Maintenance and 
Reliability 2017; 19 (3): 420–431, http://dx.doi.org/10.17531/ein.2017.3.13.
W artykule przedstawiono autorską metodę optymalizacji systemu obsługi obiektów 
technicznych z uwzględnieniem wyników analizy ryzyka. Sformułowano oryginalną 
postać funkcji celu, w której użyto modelu miary ryzyka opartego na dwóch kryteriach. 
omówiono metody rbm oraz dokonano przeglądu metod/strategii obsługiwania obiektów 
technicznych wskazując ich najważniejsze cechy. Podejmowanie decyzji obsługowych 
uzbrojone jest w procedury oparte na schemacie wartościowania ryzyka. Przedstawiono 
autorski schemat wartościowania ryzyka i omówiono szczególne przypadki wynikające z 
użycia takich schematów. do rozwiązania problemu optymalizacji użyto programowania 
dynamicznego. Opracowano i przedstawiono autorski matematyczny model metody opty-
malizacji oraz szczegółowo zaprezentowano jego czteroetapowy algorytm obliczeniowy. 
na podstawie zebranych danych statystycznych dotyczących uszkodzeń, przeprowadzono 
procedury w zakresie analizy zagrożeń i oceny ich ryzyka. Wykorzystując implementa-
cję komputerową modelu optymalizacyjnego przeprowadzono eksperyment w zakresie 
planowania obsług rozpatrywanych obiektów technicznych oraz przedstawiono wyniki 
eksperymentu optymalizacyjnego.

gILL A. Optimisation of the technical object maintenance system taking 
account of risk analysis results. Eksploatacja i Niezawodnosc – Mainte-
nance and Reliability 2017; 19 (3): 420–431, http://dx.doi.org/10.17531/
ein.2017.3.13.
The article presents the author’s original method of optimisation of the technical object 
maintenance system taking account of risk analysis results. An original form of the 
objective function was formulated, in which a risk measure model based on two criteria 
was used. RBM methods were discussed and technical object maintenance methods/
strategies were reviewed, with their most important characteristics pointed out. The 
process of making maintenance-related decisions is armed with procedures based on 
a risk valuation pattern. The author’s original risk valuation pattern was presented 
and special cases resulting from the use of such patterns were discussed. Dynamic 
programming was used to solve the problem of optimisation. The author’s original 
mathematical model of the method of optimisation was developed and presented, and 
its four-stage calculation algorithm was presented in detail. Based on the collected 
statistical data on damage, hazard analysis and risk assessment procedures were carried 
out. Using computer implementation of the optimisation model, an experiment in 
planning the maintenance of the technical objects examined was carried out and the 
results of the optimisation experiment were presented.

SUN L, gU X-H, SONg P, DI Y. A generalized equivalent temperature 
model in a time-varying environment. Eksploatacja i Niezawodnosc – Ma-
intenance and Reliability 2017; 19 (3): 432–440, http://dx.doi.org/10.17531/
ein.2017.3.14.
Accelerated degradation test at high temperature level is a common method to 
accelerate the degradation of products by elevating temperature, and the obtained 
degradation data are then used to obtain the estimate of the performance at normal 
temperature after extrapolating the degradation through accelerating model. However, 
the normal temperature is ever-changing rather than constant. Therefore, a generalized 
equivalent temperature model based on power law degradation path is proposed to 
establish a connection between accelerated degradation data and degradation data at 
normal temperature. The model takes the equal degradation measure as a principle 
and the conclusion is demonstrated that the increments of the degradation under the 
same magnitude, same time and different orders of temperature stresses are same. 
The result shows that the empirical equivalent temperature model is a special case 
of the proposed model. the accuracy of the proposed model is finally demonstrated 
by a case study of nitrile rubber O-rings.

SUN L, gU X-H, SONg P, DI Y. Uogólniony model temperatury równoważnej 
w zmiennym w czasie otoczeniu. Eksploatacja i Niezawodnosc – Maintenance and 
Reliability 2017; 19 (3): 432–440, http://dx.doi.org/10.17531/ein.2017.3.14.
Przyspieszone badania degradacji (badania starzeniowe) prowadzone w warunkach 
wysokiej temperatury stanowią powszechnie stosowaną metodę przyspieszania starzenia 
produktów poprzez podwyższanie temperatury. otrzymane w takich badaniach dane 
degradacyjne wykorzystuje się do szacowania wydajności produktu w temperaturze 
normalnej na zasadzie ekstrapolacji. Głównym ograniczeniem tej metody jest fakt, że 
normalna temperatura nie jest stała lecz zmienia się w czasie. dlatego też, aby skore-
lować dane z przyspieszonej degradacji z danymi dotyczącymi starzenia w normalnej 
temperaturze, zaproponowaliśmy uogólniony model temperatury równoważnej oparty na 
krzywej degradacji opisanej prawem potęgowym. W modelu przyjęto zasadę równego 
stopnia degradacji i wykazano, że przyrosty degradacji przy tej samej wartości i czasie 
działania  naprężeń termicznych różnego rzędu są takie same. Wyniki pokazują, że empi-
ryczny model temperatury równoważnej jest szczególnym przypadkiem proponowanego 
przez nas modelu. trafność opisanego w pracy modelu wykazano na podstawie studium 
przypadku dotyczącego uszczelek nitrylowych, tzw. oringów.

StęPień S, SzaJnar S, JaSztal m. Problemy bezpieczeństwa załogi woj-
skowego statku powietrznego  w warunkach przeciwdziałania przeciwnika. 
Eksploatacja i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 441–446, 
http://dx.doi.org/10.17531/ein.2017.3.15.
W artykule przedstawiono zarys probabilistycznej metody oceny bezpieczeństwa załogi 
wojskowego statku powietrznego uwzględniającej niszczące działanie przeciwnika. 
największą uwagę skupiono na szacowaniu trwałości fotela katapultowego jako środka 
do awaryjnego opuszczania samolotu przez pilota. Podstawą prezentowanego modelu jest 
prawdopodobieństwo powstania zagrożenia dla życia pilota w pojedynczym locie statku 
powietrznego spowodowane przeciwdziałaniem przeciwnika. Sformułowano równanie 
różnicowe charakteryzujące w ujęciu probabilistycznym proces przyrostu liczby udanych 
lotów bojowych statku powietrznego. równanie to po przekształceniu w równanie różnicz-

StęPień S, SzaJnar S, JaSztal m. Problems of military aircraft 
crew’s safety in condition of enemy counteraction. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2017; 19 (3): 441–446, http://dx.doi.
org/10.17531/ein.2017.3.15.
The presented paper consists outline of the probabilistic method of evaluation of 
military aircraft crew’s safety, which took into consideration enemy counteraction. 
the specific attention was focused on estimation of durability of ejection seat, which 
is a means of pilot’s emergency escape from aircraft. The basis of the presented model 
is probability of pilot’s danger to life for single sortie caused by enemy. Formulated 
differentiation equation characterises process of increment of successful sortie num-
ber. The equation after transformation into partial differential equation served for 
establishing of successful sortie distribution function and subsequently for calculation 
of crew safety indicators.
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kowe cząstkowe, posłużyło do wyznaczenia funkcji rozkładu udanych lotów bojowych, 
a następnie wskaźników bezpieczeństwa załogi.

HE L, LI g, XINg L, CHEN Y. Autonomiczny wieloczujnikowy system 
satelitarny oparty na wieloagentowym modelu tablicowym. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 447–458, http://dx.doi.
org/10.17531/ein.2017.3.16.
tradycyjne satelity obserwacji ziemi nie nadają się do pracy w sytuacjach kryzysowych, 
warunkach niepewności środowiskowej oraz w okolicznościach związanych z odkryciami  
naukowymi. dlatego też istotne znaczenie ma badanie nowej generacji autonomicznych 
satelitów obserwacji ziemi. W celu opracowania autonomicznego systemu satelitarnego o 
rozproszonych i skoordynowanych funkcjach, w niniejszej pracy zastosowano rozproszony 
wieloagentowy model tablicowy. zaprojektowano agenty, w tym funkcje wstępnego prze-
twarzania, planowania, harmonogramowania i wykonania. agenty te wymieniają między 
sobą informacje i komunikują się za pośrednictwem tablicy (ang. blackboard), na której 
przechowywane są informacje dotyczące sekwencji zadań i działań oraz stanu satelity. 
zaproponowano adaptacyjny, regułowy, heurystyczny algorytm harmonogramowania 
oraz algorytm planowania metodą wyszukiwania w przód. Przeprowadzone eksperymenty 
symulacyjne oraz wyniki obliczeń dowodzą, że omawiany system sprawdza się w przy-
padkach odkryć naukowych, awarii satelitarnych, zachmurzenia oraz w sytuacjach kryzy-
sowych nie wymagając  interwencji człowieka, co może znacznie zwiększać wydajność i 
niezawodność satelitów obserwacji ziemi. W pracy wykazano trafność proponowanego 
modelu i algorytmów.

HE L, LI g, XINg L, CHEN Y. An autonomous multi-sensor satellite 
system based on multi-agent blackboard model. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2017; 19 (3): 447–458, http://dx.doi.
org/10.17531/ein.2017.3.16.
Traditional Earth observation satellite cannot work well in terms of emergencies, envi-
ronmental uncertainties and scientific events discovery. therefore, it is of significance 
to study the new generation of autonomous Earth observation satellite. In order to 
develop an autonomous satellite system with distributed and coordinated functions, 
this paper proposes an autonomous satellite system based on distributed multi-agent 
blackboard model. Multiple agents including functions of pre-processing, planning, 
scheduling and execution are designed. Agents share information and communicate 
through a blackboard which stores the task sequence, the action sequence and the 
satellite status. An adaptive rule-based heuristic scheduling algorithm and a forward 
search planning algorithm are proposed. The simulation experiments and computa-
tional results prove that the system can deal with scientific events discovery, satellite 
faults, cloud obscuration and emergencies without human intervention, which can 
greatly enhance the efficiency and reliability of earth observation satellites. the 
validity of the proposed model and algorithm is proved.

gUTTEN M, KORENCIAK D, KUCERA M, SEBOK M, OPIELAK M, zU-
KOWSKI P, KOLTUNOWICz T. Eksploatacyjne diagnostyki transformatorów 
uwzględniające prądy zwarcia podczas pracy. Eksploatacja i Niezawodnosc – 
Maintenance and Reliability 2017; 19 (3): 459–466, http://dx.doi.org/10.17531/
ein.2017.3.17.
artykuł przedstawia teoretyczną, symulacyjną i doświadczalną analizę ewentualnych 
wpływów prądów zwarciowych na uzwojenia transformatorów. Pierwsza część artykułu 
koncentruje się na powstaniu i działaniu promieniowych i osiowych sił podczas zwarcia. 
Przedstawia rozmiary, kierunek i oczywiście powstałe naprężenia mechaniczne. rów-
nanie pokazuje podstawowe zależności sił mechanicznych powstałych w uzwojeniach 
transformatora. ostatnia część pracy dotyczy metody symulacji, która przedstawia 
naprężenia mechaniczne spowodowane przez prądy zwarciowe na transformatorze. 
artykuł przedstawia eksperymentalne metody diagnostyki do analizy wpływu zwarcia 
na uzwojenia transformatora.

gUTTEN M, KORENCIAK D, KUCERA M, SEBOK M, OPIELAK M, 
zUKOWSKI P, KOLTUNOWICz T. Maintenance diagnostics of transfor-
mers considering the influence of short-circuit currents during operation. 
Eksploatacja i Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 
459–466, http://dx.doi.org/10.17531/ein.2017.3.17.
Article presents theoretical, simulation and experimental analyses of possible effect 
of short-circuit forces on the transformer windings. the first part of the article is 
focused to the establishment and activity radial and axial forces during short circuit. 
It shows dimensions, direction and of course caused mechanical stress. Equation 
shows basic dependencies of these mechanical forces created in the transformer 
windings. The last part of the article is focused on the simulation method which 
shows the mechanical stress caused by the short-circuit currents on transformer. The 
paper presents experimental methods of diagnostics for analysis of the short circuit 
on transformer windings.

PENg R, zHAI Q. Modeling of software fault detection and correction 
processes with fault dependency. Eksploatacja i Niezawodnosc – Main-
tenance and Reliability 2017; 19 (3): 467–475, http://dx.doi.org/10.17531/
ein.2017.3.18.
Software reliability modeling has undergone a continuous evolution over the past 
three decades to adapt to various and ever-changing software testing environments. 
In existing models, immediate fault removal and fault independency are two basic 
and commonly used assumptions. Recently, models combining fault detection process 
(FDP) and fault correction process (FCP) were proposed to alleviate the immediate 
fault removal assumption. In this paper, we extend such a methodology by proposing 
a modeling framework for the FDP and FCP incorporating fault dependency. Faults 
are classified as leading faults and dependent faults and the FcPs for both types of 
faults are explicitly modeled. Several paired models considering different assumptions 
for debugging lags are proposed for the combined FDP and FCP. The applicability of 
the proposed models are illustrated using real testing data. In addition, the optimal 
software release policy under this framework is studied.

PENg R, zHAI Q. Modelowanie procesów wykrywania i korekcji błędów 
oprogramowania z założeniem wzajemnej zależności błędów. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 467–475, http://dx.doi.
org/10.17531/ein.2017.3.18.
modelowanie niezawodności oprogramowania w ciągu ostatnich trzech dekad ulegało 
ciągłej ewolucji, pozwalającej dostosować je do różnych, stale zmieniających się środo-
wisk testowych. W przypadku istniejących modeli, dwoma podstawowymi i powszechnie 
stosowanymi założeniami jest natychmiastowe usunięcie błędu oraz brak zależności 
między błędami. ostatnio, badacze zaproponowali modele, które łagodzą pierwsze z 
tych założeń, łącząc proces wykrywania błędów (FdP) z procesem ich korekcji (FcP). W 
niniejszym artykule, rozszerzono tę metodologię, proponując paradygmat modelowania 
dla zintegrowanych procesów FdP i FcP uwzględniający zależności między błędami. W 
paradygmacie tym, błędy klasyfikuje się jako błędy nadrzędne i błędy zależne, a procesy 
FcP dla obu typów błędów są modelowane oddzielnie. zaproponowano kilka połączo-
nych w pary modeli rozważających różne założenia dotyczące opóźnień debugowania w 
procesach łączących detekcję i korekcję błędów. możliwość zastosowania proponowanych 
modeli przedstawiono na przykładzie rzeczywistych danych testowych. dodatkowo ba-
dano optymalną politykę aktualizacji oprogramowania, jaką można prowadzić w ramach 
proponowanego paradygmatu.

SkrickiJ V, boGdeVičiuS m, zyGienė r. Ocena stanu przekładni zę-
batej z wykorzystaniem rozszerzonego zakresu częstotliwości. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 476–484, http://dx.doi.
org/10.17531/ein.2017.3.19.
celem artykułu było opracowanie algorytmu monitorowania stanu przekładni zębatej w 
oparciu o wyniki symulacji numerycznej. Przedstawiono nieliniowy model matematyczny, 
który wykorzystano do badania parametrów dynamicznych przekładni zębatej walcowej 
z uszkodzonymi zębami. za pomocą przedstawionego modelu oceniano luz pomiędzy 
zębami przekładni, luz w łożyskach, zmienną w czasie sztywność zazębienia oraz zmia-
ny odległości osi. ustalono parametry diagnostyczne odpowiednie dla określenia stanu 
technicznego badanych przekładni. znaleziono przedziały częstotliwości odpowiadające 
zmianom parametrów diagnostycznych wynikającymi z uszkodzenia. opracowano 
algorytm diagnostyczny oparty na modelowaniu matematycznym, metodach emisji 
wibroakustycznej i emisji akustycznej oraz transformacie falkowej.

SkrickiJ V, boGdeVičiuS m, zyGienė r. Evaluation of the spur 
gear condition using extended frequency range. Eksploatacja i Niezawod-
nosc – Maintenance and Reliability 2017; 19 (3): 476–484, http://dx.doi.
org/10.17531/ein.2017.3.19.
The paper focuses on working out an algorithm for spur gear condition monitoring, 
based on the results of numerical simulation. The nonlinear mathematical model 
has been used for investigation of the dynamic parameters of the cylindrical spur 
gear with defective teeth. Backlash between gear teeth, backlash in bearings, time-
varying mesh stiffness, and variations of the centre distance have been evaluated in 
the model. Diagnostic parameters suitable for determining the condition of the gears 
under investigation have been established. Frequency intervals mostly affected by 
changes in diagnostic parameters under damage have been found. An algorithm for 
diagnostics based on mathematical modelling, vibro-acoustic, and acoustic emission 
methods, and wavelet transform has been worked out.
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zHANg S, SUN S, SI S, WANg P. A decision diagram based reliability 
evaluation method for multiple phased-mission systems. Eksploatacja i 
Niezawodnosc – Maintenance and Reliability 2017; 19 (3): 485–492, http://
dx.doi.org/10.17531/ein.2017.3.20.
The multiple phased-mission system (MPMS) exists widely in practical engineering, 
such as aviation, spaceflight and navigation fields. its distinct characteristic is that 
the system usually performs multiple missions and each mission consists of different 
phases. In this paper, we mainly focus on the reliability analysis for MPMS when 
the components have to accomplish different missions successively. A new modeling 
method is proposed for MPMS analysis based on the binary decision diagram (BDD) 
and multi-state multi-valued decision diagram (MMDD). Through this method, 
different phases of missions are combined with in the whole system by certain 
merging rules according to the operating time of a common component. Then, the 
system reliability can be calculated by the common calculation methods of decision 
diagrams by generating the through. Finally, two case studies are implemented to 
demonstrate the generation of BDD/MMDD models and the evaluation of system 
reliability. the experiment results verified the efficiency and accuracy of the proposed 
modeling methods.

zHANg S, SUN S, SI S, WANg P. Metoda oceny niezawodności systemów 
wielofazowych w oparciu o diagramy decyzyjne. Eksploatacja i Niezawodnosc 
– Maintenance and Reliability 2017; 19 (3): 485–492, http://dx.doi.org/10.17531/
ein.2017.3.20.
Systemy wielofazowe (Multiple Phased-Mission Systems, MPMS), t.j. systemy o wielu 
zadaniach okresowych są powszechnie stosowane w praktyce inżynieryjnej, np. w lot-
nictwie, lotach kosmicznych czy nawigacji. cechą wyróżniającą tego typu systemy jest 
to, że zazwyczaj wykonują one wiele zadań, z których każde składa się z różnych faz. 
Głównym tematem poniższej pracy jest analiza niezawodności mPmS dla przypadków, 
kiedy elementy składowe muszą wykonywać różne misje jedna po drugiej. W artykule 
zaproponowano nową metodę modelowania dla celów analizy mPmS opartą na koncepcji 
binarnego diagramu decyzyjnego (binary decision diagram, BDD) oraz wielostanowego 
wielowartościowego diagramu decyzyjnego (multi-state multi-valued decision diagram, 
mmdd). metoda ta polega na łączeniu różnych faz misji w obrębie systemu za pomocą 
pewnych reguł łączenia wedle czasu pracy wspólnego elementu składowego. Pozwala 
to na obliczanie niezawodności systemu za pomocą powszechnie stosowanych metod 
diagramów decyzyjnych poprzez generowanie drzew błędów. W pracy zaprezentowano 
dwa studia przypadku, które pokazują, w jaki sposób generuje się modele bdd/mmdd 
oraz ocenia niezawodność systemu. Wyniki eksperymentów wykazały wydajność oraz 
trafność proponowanych metod modelowania.
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1. Introduction 

In the Safe Drinking Water Act (SDWA) passed in 1974 by Con-
gress of the United States the strict regulation for water supply was 
presented. Also water recipients can get from the Environmental Pro-
tection Agency a Consumer Confidence Report which precisely de-
scribes the water network functioning, along with potential risks in 
drinking water network. In spite of incorporating many reports, regu-
lations and standards that public drinking water systems must follow, 
still many failures occur causing serious effects for water consumers. 
The main problem that  may arise in the operation of water supply 
systems are breaks in water supply and change in water quality in 
case of failure when the standard requirements are not met [4, 9]. 
Risk that users of the water supply system take in such case is the 
lack of water supply or receiving water with insufficient pressure and 
inadequate quality [25]. the risk that such undesirable events occur is 
associated with consumer dissatisfaction [11]. the risk concerns not 
only the water consumers but also the water producers. From the pro-
ducers point of view it involves disturbances or interruptions in water 
production or distribution, which, in turn, causes the financial losses 
caused by the unsold water, penalties and compensations paid to water 
recipients [24]. Such situations are caused by the water supply system 
failures, especially by failures in the main network which have larger 
consequences and cover larger area, while failures of distributional 
pipes are important to customers directly supplied from given pipes 

and the nearest area. To prevent such problems and improve the qual-
ity of services provided by water companies, risk analysis should be 
conducted by hydraulic simulating failures in water pipes [1, 2] and 
through implementation of intelligent monitoring of water supply sys-
tem [26, 27]. currently the requirements relating to water supply in-
crease, therefore the water suppliers should reduce the risk associated 
with lack of water supply or supply poor quality  water [14]. there-
fore risk analysis and assessment in municipal systems is commonly 
used [3, 7, 16, 23]. determination of the risk associated with failure 
rate of water supply network consists of several phases, such as the 
determination of water supply system type, the designation of the fail-
ure rate limit, the determination of the difficulty and type of repairs, 
determining the protection barriers and the risk levels [17].

Risk is generally defined as the expected value of the losses and 
can be presented by the formula (1) [18]:

 R = P ∙ C (1)

where P is the probability of failure occurrence and C are consequenc-
es associated with the probability P.

Failure causes of the municipal infrastructure involve such errors 
as design errors, both in the hydraulic calculations, errors of exploita-
tion character, e.g. no security resistance, lack of insulation, incorrect 
compensation, incorrect execution of connections, improper laying of 
pipes and operating errors such as inadequate strategy of repairs, tech-

Katarzyna PIetrucha-urbanIK
andrzej StudzIńSKI

Case study of failure simulation of pipelines ConduCted 
in Chosen water supply system

symulaCje awarii ruroCiągów przeprowadzone 
na wybranej sieCi wodoCiągowej – analiza przypadku

The main goal of this work is to simulate the failure of water pipe network, using the hydraulic model of the network created 
through Epanet 2 program. The model includes the cooperation of the second stage pumping station with the expansion tanks 
located in the network. Based on these parameters, the simulation operation of water supply network was performed, as well as 
failure simulation on the basis of closing some sections of water pipe network. Failure analysis allowed to perform characteristics 
of the water supply system  including pressure changes that occur in the network during failure simulation.

Keywords: water supply, failure, hydraulic model, risk, reliability.

Głównym celem pracy jest przeprowadzenie symulacji awarii przewodów przewodów wodociągowych, za pomocą stworzonego 
modelu hydraulicznego sieci z wykorzystaniem programu Epanet 2. W modelu zawarta jest współpraca pompowni drugiego stop-
nia ze zbiornikami wyrównawczymi znajdującymi się na sieci. Bazując na tych parametrach przeprowadzono symulację pracy sie-
ci wodociągowej, a dzięki wyłączeniem odcinków przewodów wodociągowych symulację awarii. Analizowanie awarii pozwoliło 
na scharakteryzowanie dostawy wody do odbiorców w tym zmian, jakie występują na sieci podczas symulowania awarii.

Słowa kluczowe: wodociąg, awaryjność, model hydrauliczny, ryzyko, niezawodność.
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nical wear, exploiters errors and aggressive or sulfate media influence 
[3, 12, 13, 19].

Therefore for modelling water mains are used different kinds of 
programs that are very helpful in solving problems related to the de-
sign and operation of water distribution systems [6, 21].

The basic role played by computer models is the hydraulic analy-
sis of water distribution system operation. This analysis may include 
not only changes in water pressure in the network but also water qual-
ity changes in the network via the information about the spread of 
disinfectant, the cost of the electricity used to pump water [22]. to 
facilitate the analysis of consequences of failure occurrence and thus 
the scope and duration or size of restrictions in water supply the hy-
draulic model mapping the network operation was developed in the 
program Epanet 2. This model shows the current state of the water 
demand, together with the current water distribution in the analysed 
system supplying water for about 180 thousand of residents. In this 
model also the cooperation of the second degree pumping station with 
the expansion tanks was presented.

The analysis referred to comparison of the network working with-
out failure for 24 hours with the operation of the network when the 
failure occurs. The proposed model allowed to determine to perform 
analysis of operation of the water supply network. The scope of work 
includes compiling information about the water supply system and 
making the hydraulic model of water supply network, performing hy-
draulic simulation of pipeline failure, presentation and summarizing 
the results of the simulation.

2. Case study of failures in water network based on 
operational data

2.1. Preliminary assessment of pipeline technical state

The analysed water network is a ring system formed by four mains 
with total length of 49.8 km. The total length of operated water supply 
system amounted to 902.8 km in 2016. Figures 1 and 2 show the age 
and material structure of the considered water supply network.

Data on failures connected with failure time removal in the water 
pipes in the years 2000-2016 are presented in Fig. 3. 

In the Figure 4 the number of failures expressed in percentage 
depending on the pipe material was presented.

2.2. Water network failure

The unit failure rate λi, with division into water pipe type, material 
and type of failure was calculated according to the formula (2) [8]:

 λi  = ki /( li ∙ ∆t) 

where ki is the total number of failures in one year in a given type of 
network, li is the length of a given type of network in km, ∆t is the 
considered period, one year, and i is the type of water network or type 
of failure.

2.3. Discussion of results

The average values of the failure rate for different types of net-
work are:

for mains • λM = 1.03  a-1∙km-1, 
for distributional pipes • λD = 0.34  a-1∙km-1, 

Fig. 1. The age structure of the water network - state for 2016, in %

Fig. 3. Time of failure removal in the water supply pipelines in the years 2000-
2016 for mains - ΤM, for distributional pipes - ΤD, and for water supply 
connections - Τwsc

Fig. 4. Failures of water network in the years 2000-2016 with division into 
failure occurrence and pipe material, in %

Fig. 2. The material structure of the water network - state for 2016, in %
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for water supply connections • λwsc = 0.32 a-1∙km-1,
for the whole water network • λt = 0.56 a-1∙km-1.

The failure rate for each type of water supply system is shown in 
the Figure 5.

Analysing the failure rate it can be stated that in the years 2000-
2016 the number of failures and thus the intensity of failures stead-
ily decreases, which in turn can be caused by modernization of the 
network in recent years and the implementation of new pipes made 
of more durable materials that are less prone to failures. It can be 
seen that the highest failure rate is for the mains, it is caused by the 
pipe age, also by the fact that these pipes are made of iron or steel, 
which are more prone to failure than PE pipes, for which most old 
pipes are replaced. The failure rate for the mains should not exceed 
0.3 a-1∙km-1 according to risk criteria given in [15], so it can be con-
cluded that the mains require renovation or replacement. The distribu-
tional network and water supply connections do not exceed the limit 
values for this indicator, which is for the distributional network 0.5 
a-1∙km-1 and for water supply connections 1.0 a-1∙km-1. Taking into 
account the material structure of network pipes, the highest failure 
rate  have water pipes made of cast iron (λcast iron = 1.5  a-1∙km-1) and 
steel (λsteel = 1.53  a-1∙km-1). Currently used plastic materials like PVC 
and PE indicate lower failure rate, respectively, λPVC = 0.03  a-1∙km-1 

and λPE = 0.06  a-1∙km-1. Increased failure rate for specific materials 
determines the cause of the failure, the highest rates were recorded 
for the failures caused by corrosion and cracks, the median of men-
tioned causes amounted to, respectively, λcorrosion = 0.36  a-1∙km-1 and 
λcracks = 0.26 a-1∙km-1.

3. research methodology

3.1. Characteristics of software used for the simulation of 
the water supply system 

One of the recommended program used for water supply system 
modelling is program called Epanet 2.0, created by Lewis A. R. for 
the U.S. Environmental Protection Agency. It is used to design and 
control the operation of water supply systems. In this program, as in 
a real network, the following elements can be found: intake, pumps, 
nodes, different kinds of valves and tanks. The program also allows 
to track the flow in each pipe or the amount of pressure in the indi-
vidual node [20].

Work with the program Epanet 2.0 begins by drawing the water 
supply network model, then the characteristics of elements used to 
create the tested model of examined water network should be made. 
They are, among others:

reservoir (water source for the modelled network). Input data • 
include: determining the location of a reservoir in the diagram, 
the elevation of the water table above sea level, the quality of 
water flowing into the network,
joint (network node which starts and ends pipe). Input data: the • 
location of the joint in the scheme, the elevation of the joint 
above sea level, the time distribution of water demand in the 
given node, the number of different categories of water con-
sumption defined for the node, coefficient reducing the flow as-
sociated with the applied flange assigned to the node, quality of 
water entering the network at this point,
pipe (pipe connecting two nodes). Input data: length, diameter, • 
absolute roughness of the pipe, the loss factor,
tank. Input data: determining the position of the tank in the • 
scheme, the position  of the tank bottom above sea level, the 
initial water level, the minimum and maximum determine the 
level of water in the tank, diameter, minimum volume, volume 
curve, mix model, initial quality and source,
pump. Input data: coordinates, identifier of a node in which the • 
suction line begins and ends, the characteristics of the pump 
flow, power, velocity, technical data of the pump, the character-
istics of efficiency, energy price - the price for energy calculated 
implicitly for kW/h, the cost of energy for one day.

In this study only the results of modelling the tested water supply 
system based on the hydraulic and time characteristics are presented.

3.2. Hydraulics of water supply network

To help minimize the consequences of the failure of the water 
supply pipeline and hence  range, duration and size of interruptions 
in water supply the hydraulic model was developed in the Epanet 2, 
mapping the network operation. It allows to simulate failure of indi-
vidual network sections defining the scope of the impact of the section 
exclusion on the network operation.

It should be noted that the water supply system constitutes a set 
of interrelated elements which work affects other elements. The pa-
rameters which describe the operation of these elements are, among 
others, the flow rate, pressure, flow resistance. The consequences 
of such structure is the need for modelling the entire water supply 
system [5, 9, 10].

Before performing the simulation the water demand was updated 
for each node of the model. Pipes of the model are assigned to indi-
vidual streets along which they are laid, in accordance with the up-
dated map obtained from the water company. In the model, a number 
of water meters in the street and the number of inhabitants supplied 
from the given pipe, were determined. The value of the individual 
water demand was established after taking into account the work of 
tanks, reservoirs and therefore cooperation with the pumping station, 
readings of water meters and water level fluctuations in the expansion 
tanks. It allowed to determinate the daily and hourly water demand.

In case of high buildings which are supplied by hydrophores the 
data were obtained from the water company. High impact on the water 
demand have the industrial plants, which were also included in the 
analysis after receiving the detailed data from the plants.

The presented simulation covers one day of largest consumption 
in the water network, 24 hours beginning from 6 a.m. With the model 
it is possible to perform the analysis of the consequences of network 
pipe failure by comparing the pressure in the nodes of the network 
during normal network operation and during failure occurrence.

Before performing calculations on the network model the tare was 
conducted which involved determining the characteristics of the sec-

Fig. 5. The failure rate of the mains - λM, distributional pipes - λD, and water 
supply connections - λwsc
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ond stage pumping station to illustrate real city’s water supply and to 
compare the determined pressure in the network to the real conditions, 
taking into account the information obtained from network monitor-
ing. To calculate the hydraulic losses the Darcy-Weisbach formula 
was used.

3.3. Determination of the risk associated with the failure 
rate of the tested water network using two-parameter 
method

Using the calculated failure rate the risk of failure in water sup-
ply network can be calculated. For calculating risk the two-parameter 
method was proposed according to the equation 1.

The probability of  failure P can be determined by multiplying the 
failure rate, the pipe length and pipe renewal time (Eq. 3):

 P = λ ∙ l ∙ t (3)

where λ is the failure rate for each pipe, (a-1∙km-1), L is the length of 
the examined segment of pipe (km) and t is renewal time of examined 
segment of pipe, (a-1).

The consequence of failure is the number of inhabitants without 
the access to water, so the risk was determined according to Eq. 1 by 
multiplying the consequence and failure probability.

The limit values of risk have been adopted on the basis of the 
analysis of the operational data of the analysed water supply system. 
The limit value of tolerable risk was determined by multiplying the 
probability of failure falling on one segment of the distribution net-
work and the number of residents cut off from water supply per one 
section of the network, respectively R = 0.085. The limit value for 
controlled risk has been adopted for the main network and amounted 
to R = 0.62.

4. Results of the model analysis of water supply network 
in the Epanet program

The first step was to analyse all the studied sections and turn off 
each of them. Examples of the results of the pressure head differ-
ence in the nodes were shown in Table 1. Due to the large amount 
of results only part of them was presented and selected hours with 
the highest demand for water in which there was the highest pres-
sure drop.

In most cases, the pressure head difference in the examined nodes 
before and after the failure is insignificant, which indicates that the 
failure will affect only the residents directly supplied from the pipe-
line, it is caused by the fact that the water supply network is construct-
ed as a ring . Because the analysis contain large amount of results, for 
nearly 300 pipes, only some failures were selected to present in order 
to indicate their consequences, as shown in Table 2.

In a detailed manner the simulation results for two pipes located 
in various parts of the city whose exclusion causes a significant de-
crease in pressure at the site of the failure and its surroundings, were 
presented. Such pipes were chosen whose exclusion caused head drop 
of more than 1.0 mH2O.

Results during operation with and without failure are presented 
on the Figures 6-9. 

In the presented sections of pipes the risk value exceeded the tol-
erable level. In the section no. 1571 with a length of 104.4 m and 
a diameter of 300 mm, the failure causes that 5940 inhabitants are 
without water supply for R = 0.4885.

The largest pressure difference in this pipe, before and after fail-
ure, occurred in the node 157 at 6.00 and 10.00, and reached 5.01 m, 
from the value of 34.72 mH2O to 29.71 mH2O at 6.00. On the other 
hand, in the section 98 the biggest pressure difference before and 
after failure occurred in the node 102 at 6.00 and amounted to 7.90 

Table 1. Part of calculations obtained by modelling each node during operation without failure and during failure in selected hours of 
highest water demand generated by using Epanet

State before failure State after failure State before failure State after failure

Time [h] Pressure head 
[m] Time [h] Pressure head 

[m] Time [h] Pressure head 
[m] Time [h] Pressure 

head [m]

Table of time series – Nod 503 Tabela serii czasu – Węzeł 750

00:00 32.30 00:00 28.16 00:00 29.73 00:00 26.05

00:01 32.27 00:01 28.38 00:01 29.74 00:01 26.28

00:02 32.07 00:02 27.99 00:02 29.51 00:02 25.88

00:03 32.03 00:03 28.14 00:03 29.49 00:03 26.04

00:04 31.83 00:04 27.75 00:04 29.26 00:04 25.65

00:05 31.80 00:05 27.98 00:05 29.27 00:05 25.88

00:06 31.76 00:06 28.13 00:06 29.26 00:06 26.03

00:07 31.86 00:07 28.69 00:07 29.42 00:07 26.61

.

.

.

Table of time series – Nod 1229 Table of time series – Nod 750

00:00 33.05 00:00 29.76 00:00 22.58 00:00 15.00

00:01 32.96 00:01 29.54 00:01 22.60 00:01 15.48

00:02 32.75 00:02 29.25 00:02 22.36 00:02 14.90

00:03 32.85 00:03 29.12 00:03 22.36 00:03 15.24

00:04 32.68 00:04 28.88 00:04 22.12 00:04 14.66

00:05 32.69 00:05 28.74 00:05 22.14 00:05 15.13

00:06 32.64 00:06 28.60 00:06 22.13 00:06 15.46

00:07 32.73 00:07 28.55 00:07 22.31 00:07 16.49
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mH2O from the value of 26.66 to 18.76 mH2O. 
Pipe no. 98 supplies water to approximately 
386 inhabitants and is characterized by the risk 
equal to 0.1123. For 23% of examined pipes 
the risk value exceeds the tolerable risk.

The risk of the tested water supply system 
takes a small value because during failure of 
individual water pipes, water is cut off only to 
the recipients being supplied from those pipes, 
however, those values are quite large reaching, 
in extreme cases, several thousand residents 
without water supply. After detailed analysis of 
the hydraulic model, it was found that the pres-
sure in the nearest area does not fall enough to 
cause problems with water supply. A major im-
pact on this situation has also a ring structure in-
cluded in the model and oversizing of the water 
supply network.

5. Conclusions and perspectives

The high degree of independence of the 
network from the failure of individual pipes 
is probably due to significant oversizing, as 
well as a significant decrease in water demand, 
which is now less than 50% of demand in the 
early nineties of  last century. This concerns for 
example all Polish urban water supply systems 
developed at least since the sixties, but not in 
these water systems, which were built since the 
eighties of the twentieth century.

The performed research was focused on 
depiction of the hydraulic network, recipients’ 
failure nuisance and real data operation of the 
exemplary case study water network, during 
normal and failure event operation. The pro-
posed methodology can be implemented in 
functioning assessment of any network, dealing 
with large number of different variables and ob-

Table 2. Part of the analysis of the sections of distribution network included in the hydraulic model along with the risk calculated by 
means of the two-parameter method

L.p.
No of section in 

Epanet Street name Diameter [mm] Lenght
[km]

LM
[-] Risk value

Remarks about pressure in the nodes involved in the section with failure

24
1402 Baczyńskiego 150 0.4037 67 0.0043

The highest increase in pressure occurred in the node 313 at 12.00 a.m. by 0.46 m and the highest drop in pressure at 
node 1308 at 12.00 a.m. by 1.81 m.

69
1682 Kościuszki 300 0.0802 89 0.0073

In the node 24 changes in pressure of several cm. Node 1586 pressure drop at 10.00 a.m. of 1.83 m. Node 1587 pressure 
drop at 10.00 a.m. of about 1.71 m.

105
1577 Żółkiewskiego 300 0.6299 100 0.0082

Node 1487 pressure drop at 1.00 p.m. of 1.66 m. Node 164 increase in pressure at 1.00 p.m. of about 1.43 m.

124
709 Hetmańska 300 0.116 80 0.0066

Node 650 increase in pressure at 9.00 a.m. of 1.16 m. Node 391 pressure drop at 2.00 p.m. of about 1.86 m.

221
98 Łukasiewicza 200 0.214 386 0.264

Node 102 pressure drop at 6.00 a.m. of about 7.90 m. Node 7 increase in pressure at 6.00 a.m. of 0.32 m.

239
21 Kochanowskiego 300 0.2056 302 0.0234

Node 350 increase in pressure at 6.00 a.m. of 0.42 m. Node 1485 pressure drop at 6.00 a.m. of about 5.09 m.

Fig. 6. Simulation of network state before failure - pipe section no 1571 

Fig. 7. Simulation of network state after failure - pipe section no 1571
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tained network information, as to simulate different scenarios and op-
timize the system. The program used in the analysis does not include 
cost analysis, but this factors were not used in the consideration of 
problem with reliable water supplying to recipients. It is worth to un-
derline the possibility of the program to establish the demand fluctua-
tions at each node, as a result of failure occurrence, along with place 
determination of water supply objects as for example tanks.

A major limitation of the method is to have 
the revised hydraulic model of water supply 
network, the construction of which is time-con-
suming, requires a series of data, which many 
water supply companies does not possess, as 
diameter and absolute roughness of pipes built 
in the first half of the twentieth century, and 
finally the need to calibrate the model. In prac-
tice, only a few waterworks have verified the 
hydraulic models that can be used in the pre-
sented method.

The performed analysis can be an important 
method to point out the segments of water pipe 
network which should be modernized in the first 
place because of their major importance for the 
recipients, in future research supported by dif-
ferent software through significant performance 
indicators. Such segments cause the most no-
ticeable for water consumers losses - hence the 
need for a particular focus on their performance, 
including qualifying for the reconstruction or 
renovation. The presented method does not cov-
er all factors influencing the decision-making 
processes in the activities of the operating water 
pipes, an outstanding example is the earlier pipe 
reconstruction cables, despite satisfactory tech-
nical state technical, due to the road reconstruc-
tion. However this method indicates, however, 
courses of the water supply system operator in 
order to achieve the best technical result in the 
assumed operating conditions of the system.

The presented method and the results are the 
basis for further studies on risk in quantitative 
terms, and can be used in the operating practice 
of water company exploiting the tested water 
supply system, both with inclusion of internal, 
external, and environment factors of water sup-
ply functioning. Issues outside operation will be 
covered by different criteria of crucial variables 
as for example backfilled soil or installation 
place, through implementation of multi-criteria 

methodologies and alternative machine learning methods, will consti-
tute the important tool for maintenance support. In future research, the 
simulation of water network failure will be performed along with cost 
and economic analysis, based on the past event experience. 
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1. Introduction

Contemporary light ballistic shields are usually multilayered 
structures of low density [2, 6, 9, 10]. in the past, the shield used 
to be a monolithic plate made with high strength steels or titanium 
alloys. Recently it have been observed a prevailing tendency to use 
shields which ensure the best possible ballistic protection with the 
lowest possible mass, at the same time. In order to achieve the above-
mentioned effect, manufacturers use multilayer structures, made 
with various materials. The external part, usually of high strength 
and of proper hardness (e.g. a layer of ceramics) should be able to 
withhold or at least deform a penetrator (bullet), which facilitates its 
“capture” and ensures protection against further perforation of the 
external layers, most commonly composed of products based on ar-
amid or polythene fibres. Ceramic layers of light ballistic shields are 
commonly produced with Aluminium oxide (Al2O3), Silicon carbide 
(SiC) and Boron carbide (B4c) [6, 8]. there is also a large number 
of investigations over the application of Silicon nitride (Si3N4), Ti-
tanium boride (TiB2), Aluminium nitride (AlN), sialons (SiAlON), 

glasses [4, 6], and ceramic composites reinforced with metal or in-
termetallic phases [3]. ceramic layers are most often joined with 
other layers absorbing the energy, by the adhesive bonding method 
[1]. in literature the stress is put on the role of adhesive joints in 
the shaping of protective properties of multilayer armours [5, 7]. 
For instance the research [7] indicated that for a twin-layer amour 
(Aluminium oxide/aluminium), there is an optimum thickness of the 
adhesive layer (0.3 mm), where the effectiveness of the armour is 
the highest. The most commonly used adhesives are cyanoacrylic 
ones or adhesives based on epoxide resins.

The aim of this investigation is to assess the possibilities of apply-
ing the designed multilayer structures for the manufacture of light ar-
mour which may be exploited as bulletproof ballistic shields of com-
bat helicopters and other light military equipment. A crucial part of 
the investigation is also to check the possibilities of bonding SiC and 
Al2O3 type ceramics with anti-ballistic polythene and aramid fabrics, 
by means of the adhesive bonding method. 

Jan GodzImIrSKI
marek rośKowIcz
andrzej KomoreK

investigation of ballistiC resistanCe of adhesive bonded 
multi-layer struCtures 

badania odpornośCi na przebiCie 
klejonyCh struktur wielowarstwowyCh*

The aim of the study was to evaluate the possibility of using multilayer structures for light armour, in which the elements of the 
ceramic type SiC and Al2O3 were bonding by adhesive joins with antiballistic polyethylene and aramid fabrics. Ballistic resistance 
shells was determined using for this purpose the test stand constructed on the basis of helium gun and high-speed camera. It has 
been shown that the laminated structure composed of thin metal layers and aramid fabrics as well as polymer composites made 
of aramid fabric has lower ballistic resistance than loose fabric packs. It was also demonstrated the functionality of the use of the 
ceramic component as a separate package, which the ceramic plates are adhesive bonded between the two layers of sheet metal. 
There is also evidence that fabrics composed of thin layers of material poorly connected with each other, should not be adhesively 
bonded to the ceramic. It proposed the preparation of specimens, which best reconstruct the load of ceramic plates adhesive 
bonded to fabric, which are made of lightweight bulletproof vests and ballistic panels.

Keywords: adhesive joint, multi-layer materials, light-weight ballistic armour.

Celem badań była ocena możliwości zastosowania opracowanych struktur wielowarstwowych do wytwarzania lekkich pancerzy, 
mogących znaleźć zastosowanie jako kuloodporne osłony balistyczne śmigłowców bojowych i innego lekkiego sprzętu wojsko-
wego. Istotnym celem badań było również sprawdzenie możliwości łączenia metodą klejenia ceramiki typu SiC i Al2O3 z anty-
balistycznymi tkaninami polietylenowymi i aramidowymi. Odporność na przebicie była badana z wykorzystaniem stanowiska z 
działem helowym i ultraszybką kamerą. W wyniku przeprowadzonych badań stwierdzono, iż pakiety luźnych tkanin aramidowych 
charakteryzuje większa odporność na przebicie w porównaniu z kompozytami polimerowymi wytworzonymi z takich tkanin oraz 
kompozytami warstwowymi złożonymi z cienkich warstw metalowych i tkanin aramidowych. Ponadto zauważono, że warstwy 
ceramiczne znacznie zwiększają odporność na przebicie osłon balistycznych i ich stosowanie w takich osłonach wydaje się nie-
zbędne oraz, że wklejenie płytek ceramicznych pomiędzy dwie cienkie blachy ze stopu aluminium i nie łączenie ich bezpośrednio z 
tkaninami aramidowymi zapewnia w przypadku uderzenia pociskiem zniszczenie małej powierzchni warstwy ceramicznej, a więc 
w małym stopniu zmniejsza właściwości ochronne osłony.

Słowa kluczowe: połączenie klejowe, materiał wielowarstwowy, lekka osłona balistyczna.

GodzImIrSKI J, rośKowIcz m, KomoreK a. Investigation of ballistic resistance of adhesive bonded multi-layer structures. eksploatacja 
i niezawodnosc – maintenance and reliability 2017; 19 (3): 324–330, http://dx.doi.org/10.17531/ein.2017.3.2.
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2. Methods

2.1. Ballistic resistance of multi-layer structures - object and 
method of investigation

While taking into account low density of the tested multilayere 
armours, it was decided that they will be made on the basis of alu-
minium alloy sheets AW 2024T3 and four aramid fabrics, which differ 
in their structure and basis weight (g/m2). Moreover, an investigation 
are conducted, where the composites were protected by the ceramic 
layer, prepared on the basis of Silicon carbide SiC.

In order to prepare the specimens, 0.3 mm thick aluminium alloy 
sheets are used as well as aramid fabrics Microflex, CT 709, T 750 
and XPS102. The ceramic layer was composed of plates, whose shape 
was the right prism, and the base was a regular hexagon (the length 
of the inscribed circle equalled 20.2 mm and the height was 4.2 mm). 
An epoxy adhesive Epidian 57 is used, cured by z1 curing agent to 
prepare the adhesive bonding structures. The fact that the adhesive is 
used and not saturant is connected with the fact that the exploited fab-
rics, in practice, cannot be oversaturated. Moreover, the saturants used 
for oversaturating the fabrics are characterized with worse adhesion to 
metals, compared to adhesives.

The surfaces of the aluminium alloy sheets were prepared for 
bonding by rubbing with an abrasive cloth of granulation 80 and rins-
ing with extraction gasoline. The attempts of sanding thin aluminium 
sheets resulted in plastic deformations, which caused that the whole 
surface could not be bonded. The adhesive layers of the specimens 
were initially cured in ambient temperature, with the pressure equal-
ling 0.05 MPa for 24 hours, and then for 6 hours at the temperature 
of 60°C. The specimens of 150x250 mm, prepared in such a way, 
were later used for cutting specimens with the “water jet” method. 
The specimens’ shape enabled to fix them in a special gripping frame 
(Fig. 1), placed directly opposite a helium gas gun (Fig. 1). The ballis-
tic resistance was tested by shooting at the specimens with steel bul-
lets of 8 mm in diameter. During the firing at composite specimens, 
the trajectory of the bullets was registering by means of a camera for 
fast-changing phenomena (Phantom v12). The scope of the camera’s 
observation was set in such a way that it covered both the space in 

front of and behind the multilayer shield (Fig. 2). Due to such a con-
figuration of the camera, it was possible to obtain experimental data, 
which later served to calculate the speed of the bullet before hitting 
and after puncture. For the measurement of ballistic resistance, the 
value of the energy absorbed by the shield during its penetration is 
accepted, in short absorbing energy Ea – the difference of kinetic en-
ergies of the bullet before hitting and after puncture the shield speci-
men. The energy of puncture (absorbing energy) was referred to the 
thickness of the pack and the basis weight of the tested materials. 
Moreover, ballistic resistance of the selected specimens we with use a 
Parabellum bullet were conducted.

2.2. Results and discussion

The composite panels were prepared as aramid-epoxy compos-
ites, where the seven layers of the aramid fibre were bonded with 
the Epidian 57/z1 adhesive. On the basis of the prepared composite 
panels, specimens were prepared for ballistic testing. In addition, the 
specimen was made, consisting of 7 layers of XPS102 fabric, however 
the fabric layers were not adhesive bonding but stitched together on 
the edges. The test results are specified in Table 1.

Among the three tested fabrics, the XPS102 fabric is character-
ized with the best protective properties. The absorbing energy of loose 
XPS102 fabrics (stitch together on the edge of the specimen) almost 
doubled the absorbing energy of the laminate, made with this fabric.

The research also is conducted into FML (Fibre Metal Lami-
nates), consisting of alternate layers of thin metal sheets (8 layers) 
and aramid fabrics (7 layers), adhesive bonding with Epidian 57/z1. 
The test results are specified in Table 2. 

The absorbing energy, in relation to the basis weight of the tested 
FML, in each case, proved to be lower than the absorbing energy of 
the laminates.

Another stage of the research was connected with testing FML 
materials, which had one layer of SiC ceramics adhesive bonded, 
shielded with one layer of carbon fibre, oversaturated with Epidian 
57/z1 adhesive. In this case, the penetrators fired from the helium 
canon (steel bullets) did not break through the first tested specimens 
(Table 3). Therefore, the two remaining specimens underwent ballistic 
testing by Parabellum munitions, whose energy of 490 J, exceeds the 
energy of steel bullets, hitting the examined materials. As expected, 
the Parabellum bullets did not pierce the tested composites (Fig. 3).

Fig.1. The experimental stand for testing ballistic perforation resistance

Fig. 2. Observation area of a high speed camera: view of a spherical projec-
tile and an armour specimen before (a) and after (b) impact
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The final stage of the ballistic investigation concerned aramid 
fabrics, on one side covered by ceramic plates. In the first case, these 
were seven stitched together layers of CT709 fabric, covered with one 
layer of Al2O3  ceramic plates, adhesive bonded between two sheets 
made with 2024T3 alloy, 0.3 mm thick. In the second case, a polymer 
composite on the basis of seven layers of T750 fabric and L285 resin 
was made, which had one layer of SiC ceramic plates adhesive bond-
ed. The ballistic resistance of shields was checked, prepared in such a 
way, to piercing by a Parabellum bullet. In both cases, the bullet did 
not shoot through the specimens (Fig. 4 and 5). The ceramic plates, 
adhesive bonded directly to the composite made with T750 fabric, 
with Epidian 57/z1 adhesive, became separated from the plastically 
deformed material (Fig. 5). In the case of the plates bonded in between 

Table 3. Ballistic resistance of FML composites, on the basis of 2024T3 alloy and aramid fabrics with Si2C type ceramics

Material
Basis weight 

with ceramics
[g/cm2]

Thickness with 
ceramics [mm]

Thickness
[g/cm3]

Speed
[m/s]

Absorbing energy
[J]

Energy/
thickness

[J/mm]

Energy/
basis weight

FML-C
CT709 22.80 8.75 2.61 655 >448 >51.0 > 19.54

FML-C
XPS102 24.55 11.00 2.23 657 >451 >41.0 > 18.39

FML-C
Microflex 23.36 9.30 2.51 lead bullet Parabellum ~ 490 J > 52.7 > 20.98

FML-C
T750 25.96 11.44 2.27 lead bullet

Parabellum ~ 490 J
> 42.8 > 18.88

Fig. 5. View of specimen made with T750 fabric composite with a adhesive 
bonded layer of ceramics, after a ballistic attempt with a Parabellum bul-
let: a. – view from the side of ceramics b. – view of composite with marks 
of the separated ceramics c. – permanent deformation of the composite

Fig. 4. View of specimen composed of seven stich layers of CT709 fabric and 
ceramics adhesive bonded between two thin sheets made with AW 
2024T3 alloy, after an ballistic attempt with use a Parabellum bullet: 
a. – view of damaged ceramics b. – view of fabric with a stuck bullet

Fig. 3. View of FML-C Microflex specimen after a piercing attempt by a Pa-
rabellum bullet: a – view from the ceramics side, b – deformation and 
cracking of the last metal layer, c – delamination of material

Table 1. Ballisic resistance of laminates (L) and loose aramid layers (7L)

Material Thickness [mm] Density
[g/cm3]

Absorbing energy 
[J]

Energy/thickness 
[J/mm]

Basis weight
[kg/m2]

Energy/
basis weight

L XPS102 3.90 1.18 80.49 20.64 4.60 17.49

L Microflex 2.15 1.23 39.94 18.58 2.64 15.11

L T750 4.10 1.05 72.71 17.73 4.30 16.89

XPS102-7L 3.2 0 1.18 118.18 36.93 3.78 31.30

Table 2. Ballistic resistance of FML composites on the basis of 2024T3 alloy and aramid fibres

Material Thickness [mm] Density 
[g/cm3]

Absorbing energy 
[J]

Energy/thickness 
[J/mm]

Basis weight
[kg/m2]

Energy/
basis weight

FML
CT 709 4.10 2.03 100.37 24.48 8.32 12.06

FML
XPS102 6.35 1.69 159.33 26.67 10.73 15.78

FML
Microflex 4.65 1.91 112.32 24.15 8.89 12.64

FML
T 750 6.79 1.69 182.17 26.83 11.48 15.88
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two layers of thin aluminium alloy sheets, only one ceramic plate was 
damaged, whereas the remaining ones, which were still bonded to the 
sheet, shielded the composite (Fig. 4). 

Since the tests proved that the ceramic layers considerably in-
crease ballistic of shields, their use in such shields seems to be neces-
sary. Therefore, it was conducted research which assessed the possi-
bility of adhesive bonding a ceramic layer to antiballistic fabrics. 

2.3. Adhesive bonding of ceramics to fabrics - materials and 
method of research

In the research two types of polyethylene fabrics are used, marked 
as HB50 ROLL 401184C and HB26 ROLL 401400B, four types of 
aramid fabrics marked as Microflex CT 709, T 750 and XP S102 as 
well as Al2O3 and SiC ceramics.

Taking into account the fact that polyethylene, as thermoplastic 
component, is characterised with limited adhesion to standard adhe-
sives, the investigation centered around adhesives designed to bond 
polymer components, including acrylic adhesives: LOCTITE 3038, 
Scotch-Weld 8010 as well as cyanoacrylate adhesive: BONDICX 01 
CX-80, epoxy adhesive: POXIPOL and also silicone adhesives: Pro-
fessional Black Silicone and Terostat M9399.

Due to lack of norms which refer to specifying the strength of 
adhesive bonds in materials, which are being investigated, four types 
of specimens are selected and tested their suitability. 

The ceramic plate had straps of the selected fabrics bonded on 1. 
both sides, the straps being 20 mm width and 70 mm long. The 
fabric endings were fixed in the grips of the strength testing 
machine and the specimen underwent tension. In the test, the 
distance between the grips was 70 mm. The adhesive joints of 
such specimens were mainly loaded to peel off (Fig. 6).

Cylindrical metal elements, front-bonded through a layer of 2. 
the tested fabric (butt joints) and loaded in the tension test. 
(Fig.7).
The steel cylindrical pieces had ceramic plates bonded with 3. 
epoxy adhesive Epidian 57/z1 (Fig. 8). Next the pieces were 
bonded to the front through a layer of the fabric. In this way 
butt joints specimens for the testing were prepared and they 
were next loaded in the tension test.

In the front sockets of the cylindrical steel specimens had ce-4. 
ramics adhesive bonded (Fig. 9) with Epidian 57/z1 adhesive. 
The threaded hole made in the specimen enabled to fix it in the 
grip of the strength testing machine through a screwed in rod 
with a tapped thread. The ceramics had fabric straps adhesive 
bonded, measuring 30 x 150 mm.

Fig. 6. Manner of fixing specimens no 1

Fig. 8. Steel pieces with bonded ceramic plates

Fig. 9. Specimens with bonded of ceramics and adhesive bonded fabric strap

Fig. 10. Specimen fitted in the grips of the strength testing machineFig.7. Cylindrical (brass) pieces of the specimen (butt joint) for loading in 
the tension test.
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The specimens were fixed in the grips of the strength testing 
machine (Fig. 10) and loaded at the speed of 10 mm/min. This way 
of loading caused peeling the fabric off the ceramics.

In the process of adhesive bonding, the ceramic plates were 
rinsed with isopropyl alcohol and wiped with a cotton cloth until 
there were no marks on the clean material. The Al2O3 ceramics, 
which was covered with a pink film, needed more thorough rins-
ing. Due to the hardness of the used ceramics, it was not possible to 
make the bonded surface rough. The surfaces of the fabrics before 
bonding were also wiped with a cotton cloth soaked in alcohol. The 
strength of the specimens of Type 1 (1) was tested on the Louis 
Shopper strength testing machine, designed for testing fabrics. The 
strength of the remaining specimens was examined in the Hung Ta 
HT-2402 strength testing machine.

In the event of a sufficient repetition of the experiment results, 
they were calculated statistically by determining the confidence inter-
val for the significance level of 1– α = 0.95.

2.4. Results and discussion

2.4.1. Specimens no 1

In all the cases, the joints were 
destroyed through separating the 
thin layer of the fabric (delamination 
and peeling off the thin layer which 
is adjacent to the ceramics) – Fig. 6. 
It means that these fabrics are not 
fit for adhesive bonding since their 
tensile strength, perpendicularly to 
the alignment of the fibres, is low. 
Moreover, these fabrics cannot be 
oversaturated even with adhesives of 
increased fluidity, such as Bondicx 
01 CX80. Higher strength of speci-
mens prepared from the HB26 ROLL 
401400B fabric resulted exclusively 
from increased interlayer strength of 
the fabric itself, and not its better ad-
hesive properties.

2.4.2. Specimens no 2

Polyethylene square-shaped fabrics, with length sides equalling 
20 mm, were placed in between the front surfaces of the specimens, 
which were 16 mm in diameter. It was impossible to measure the 
strength of the specimens bonded with Bondicx 01 CX80, since they 
were destroyed through the fabric layer while trying to fix them in the 
strength testing machine, with forces of 3.5 N – Fig. 11. 

Therefore, it was decided to resign from bonded polyethylene fab-
rics and in the tested butt joints polyethylene foil spacers was used, 
0.2 mm thick. Before bonding, the foil was washed with alcohol. The 
test results are presented in Table 6.

On the basis of the investigation, it was discovered that polyethyl-
ene as a thermoplastic component is characterised with low adhesive 
properties (for instance using a cotton cloth instead of polyethylene, 
in the test, caused that the strength of the Bondicx 01 adhesive based 
specimens was increased by over 2.5 times). Thus, the adhesive joints 
of the polyethylene demonstrate low strength, and the destruction of 
such joints is typically adhesive in its character. This type of damage 
occurred in all the cases of the butt joint specimens with polyethylene 
spacers. Among the tested adhesives, Scotch-Weld 8010 proved to be 
the most suitable for bonding polyethylene.

Table 7. The test results of average breaking load of butt joints for various adhesives and Microflex fabric

Adhesives

Bondix 01 Poxipol Loctite3038 Scotch-Weld 
8010

Black 
silocon

Terostat 
M9399

Epidian 57/
Z1

Average breaking load [N]

1684±188 2987±187 0* 232 72.5±12 295±28 2018±185

Stresses [MPa]

8.38±0.94 14.86±0.93 0* 1.15 0.36±0.06 1.48±0.14 10.04±0.92
 * - adhesive not cured within 24 hours

Table 4. The test results of average breaking load of adhesive bonding of 
polyethylene fabrics to ceramics by means of Bondicx 01 CX80

Bondicx 01 CX80 adhesive

Fabric HB50 ROLL 401184C Fabric HB26 ROLL 
401400B

SiC Al2O3. Al2O3.

Average breaking load [N]

19.2±1.8 29±4.4 61.4±5.9

Table 5. The test results of average breaking load of adhesive bonding of 
polyethylene fabrics to ceramics by means of Poxipol adhesive

Poxipol adhesive

Fabric HB50 ROLL 401184C Fabric HB26 ROLL 401400B

Al2O3.

Average breaking load [N]

22.6±4.3 47.1±3.5

Table 6. The test results of average breaking load of butt joints for various adhesives

Adhesives

Bondicx 01 Poxipol Loctite3038 Scotch-Weld 
8010 Black silicon Terostat 

M9399
Bondicx 01 

(cotton linen)

Average breaking load [N]

657 945±49 830±153 1190±184 124±21 208±17 1795±91

Stresses [MPa]

3.285 4.725
±0.245

4.15
±0.765

5.95
±0.92

0.62
±0.105

1.04
±0.085

8.975
±0.455

Fig. 11. An example of fabric delamination during an attempt to fix the speci-
men in the grips of the strength testing machine
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The attempts to bond aramid fibres – XP S102, T750, Microflex 
and CT709 – were preceded with a preliminary experiment, where 
small pieces of the fabrics were covered with Epidian 57/z adhesive 
in order to check whether these fabrics become oversaturated and 
whether the saturant demonstrated good adhesion to the fabrics. Out 
of the tested fabrics, it appeared that only Microflex fabric became 
thoroughly oversaturated. The T 750 fabric was characterised with 
the worst adhesive properties, as the curing adhesive practically was 
not bonded to the fabric. Therefore, the aramid fabric, Microflex type, 
was selected for the initial strength testing. The results of this phase of 
the investigation have been specified in Table 7.

The conducted research proved that Loctite 3038 and Scotch Weld 
8010 adhesives, designed to bond polyethylene are specialist adhe-
sives and cannot be used for bonding aramid fabrics. The Loctite 3038 
adhesive in contact with an aramid fabric and brass did not become 
cured within 24 hours, however when placed in a polyethylene sy-
ringe (remaining only in contact with polyethylene) it became cured 
at the same time. The investigation proved low pull off strength of 
silicone sealants – Black Silicone and Terostat M9399 , which results 
both from poor adhesion to polyethylene and aramids and also their 
low cohesive strength. A characteristic feature of these adhesive com-
ponents is their elasticity after curing.

In the further experimental test, the Bondicx 01 CX80 and Poxi-
pol adhesives are used, since they were characterised with sufficiently 
high pull off strength in the bonding of Microflex fabric. The inves-

tigation results of this phase of the 
investigation have been specified in 
Tables 8 and 9.

2.4.3. Specimens no 3

The aim of the conducted inves-
tigation was to check whether Al2O3 
and SiC ceramics are characterised 
with comparable adhesive properties. 

Specimens no 3 were face-bonded through one layer of Microflex fab-
ric with Bondicx and Poxipol adhesives. The investigation results are 
specified in Table 10.

The Bondicx 01 CX80 adhesive demonstrated better adhesion to 
SiC ceramics, whereas  Poxipol adhesive to Al2O3 ceramics. It was 

also proved that Epidian 57/z1 epoxy adhesive was character-
ised by better adhesion to Al2O3 ceramics.

2.4.4.  Specimens no 4

The investigation conducted with specimens no 4 concerned 
ceramics SiC and Al2O3 as well as Microflex fabric and two 
adhesives: Bondicx 01 and Poxipol. As the adhesive layers of 
joints were loaded to peel off, the changing forces in the func-
tion of displacement the cross beam of strength testing machine 
was registered (Fig. 12) and the values of maximum forces ob-
tained in the attempts are compared. The investigation results 
have been listed in Table 11. 

The joints where Bondicx 01 adhesive was used, regard-
less of the type of ceramics, were characterised with heightened 
strength, as compared to joints formed on the basis of Poxipol 
adhesive. 

3. Conclusions

1. The batches of loose aramid fabrics are characterised with  
  higher ballistic resistance compared to polymer composites  
  made with such fabrics and multilayered composites, built up  
   of thin metal layers and aramid fabrics.

Table 8. Pull off strength of Bondicx 01 CX80 adhesives in joints with aramid fabrics

BONDICX 01 adhesive

Fabric Microflex T 750 CT 709 XP S102

Average breaking load [N] 1684±188 1145±142 1452±90 101.2±6.9

Pull off strength [MPa] 8.38±0.94 5.70±0.71 7.22±0.45 0.503±0.034

Table 9. Pull off strength of Poxipol adhesive in joints with aramid fabrics

Poxipol adhesive

Fabric Microflex T 750 CT 709

Average breaking load 
[N] 2987±187 1466±140 473.3±49.9

Pull off strength [MPa] 14.86±0.93 7.29±0.70 2.35±0.25

Table 10. Comparison of specimens no 3 pull off strength, prepared on the 
basis of SiC and Al2O3 ceramics (Microflex fabric)

Bondicx 01 CX80 adhesive Poxipol adhesive

SiC Al2O3 SiC Al2O3

Breaking load [N]

2522.5* 1994±540 1860±91 2585±548

Stresses [MPa] (A = 346.4 mm2)

7.28 5.76±1.56 5.37±0.27 7.46±1.58
 *– Destruction of four out of five tested samples occurred on the surface 

between a steel sample and SiC ceramics, bonded with Epidian 57/Z1. Thus, 
the strength was measured on the basis of two highest values of the break-
ing load.

Fig. 12. Examples of three measurements of breaking load to separating Microflex from 
Al2O3 ceramics, bonded with Bondicx 01 adhesive (the value of maximum forces 
equals 32, 43 and 34 N)

Table 11. Peel off strength of adhesive joints which bond Microflex fabric to 
ceramics

Bondicx 01 adhesive Poxipol adhesive

SiC Al.2O3 SiC Al.2O3

Maximum breaking load [N]

34.75±10.31 34.22±5.38 18.8±1.62 24.2±4.6

Peel off strength [N/mm]

1,96±0,56 1,95±0,31 1,07±0.09 1,38±0,26
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Ceramic layers considerably raise ballistic resistance of 5. 
shields. It seems that their exploitation in such shields is nec-
essary. 
The tested polyethylene fabrics and the aramid fabric XPS102 6. 
cannot be used in adhesive bonding with ceramic plates due 
to their structure (they consist of thin layers of the material, 
which is poorly connected), resulting in delamination of the 
fabrics with low extending loads, perpendicularly to their sur-
face, and inability to oversaturate.
The highest pull off strength (14 MPa) was achieved by join-7. 
ing the Microflex fabric with a metal specimen by Poxipol 
adhesive.

It appears that among all the tested specimens, specimens no 8. 
4 best reflect loading of ceramic plates, bonded to the fab-
rics, which are used to manufacture of bulletproof jacket. The 
research into such specimens indicated that, out of the two 
examined adhesives, Bondicx 01 adhesive is better suited for 
such applications than the Poxipol epoxy adhesive.
Adhesive bonding of ceramic plates between two thin sheets 9. 
of aluminium alloy, and not joining them directly with aramid 
fabrics, in the event of a bullet impact, ensures the destruction 
of a small area of the ceramic layer, thus decreasing the pro-
tective properties of the shield to a small extent.
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zbigniew StęPIeń

a study of faCtors influenCing the formation of harmful deposits 
in the diesel engine injeCtors 

badanie Czynników wpływająCyCh na tworzenie szkodliwyCh 
osadów wtryskiwaCzy paliwa silników z zapłonem samoCzynnym*

The paper describes various types of deposits of injectors used in CI engines with direct and indirect fuel injection. Various factors 
have been determined which affect the formation and size of deposits. These factors have also been classified and evaluated in 
terms of their impact on the formation of deposits precursors and further changes of deposits during the engine life. The results of 
deposits formation tests have been presented. The external and internal deposits in the High Pressure Common Rail fuel injection 
systems have been photographed and described. The impact of formed deposits on the diagnostic parameters of injectors has been 
discussed broadly as it determines the range of injectors’ dysfunction and their fit for further use.

Keywords: compression ignition engines, fuel injectors, external injector deposits, internal injector deposits, 
hazards caused by deposits.

W artykule opisano różne typy osadów wtryskiwaczy silników ZS z pośrednim i bezpośrednim wtryskiem paliwa. Określono róż-
norodne czynniki mające wpływ na tworzenie i zmiany wielkości osadów. Dokonano też klasyfikacji i oceny znaczenia przedmio-
towych czynników na powstawanie prekursorów osadów oraz dalsze zmiany osadów w czasie eksploatacji silnika. W zakresie 
opisu przeprowadzonych badań przedstawiono wyniki procesów tworzenia osadów w warunkach testów silnikowych. Utworzone 
w ten sposób osady zewnętrzne i wewnętrzne wtryskiwaczy układu wysokociśnieniowego wtrysku paliwa typu common rail były 
następnie udokumentowane fotograficznie, oraz opisane. Szeroko omówiono też wyniki oceny wpływu wytworzonych osadów 
wtryskiwaczy na zmiany ich parametrów diagnostycznych, określających zakres dysfunkcji wtryskiwaczy i decydujących o możli-
wości ich dalszego stosowania.

Słowa kluczowe: silniki z zapłonem samoczynnym, wtryskiwacze paliwa, osady zewnętrzne wtryskiwaczy, osady 
wewnętrzne wtryskiwaczy, zagrożenia powodowane osadami.

1. Preface

The worldwide studies on the formation mechanisms and preven-
tion of deposits in fuel injectors in CI (compression ignition) and SI 
(spark ignition) engines have been conducted for almost twenty years. 
The hazards caused by the formation of external (coke) deposits on 
pintle injectors in CI engines with indirect injection were recognized 
already in 1990s. The fouling with coke deposits was found on the 
fuel outflow channel and also on the area around the edge of fuel out-
let hole and the cylindrical part of pintle nozzle mating with the fuel 
injection hole. In case of this type of injectors and indirect injection 
CI engines, the size and speed of coke deposit formation on injec-
tor atomizers is more influenced by the type (design) of the injector 
itself than by the fuel. The formation process of organic coke depos-
its is a result of  thermal decomposition of fuel during combustion, 
and the size of deposits can be controlled to some degree by adding 
detergent-dispersant additives to the fuel. These issues were broadly 
described by, inter alia, barker, Snape and Scurr [2], Quigeley, bar-
bour, arters and bush [11], lacey, Gail, kientz, milanovic and Gris 
[9], and Żak, ziemiański, Stępień and Wojtasik [19].  on the other 
hand, in the HPCR (High Pressure Common Rail) injectors, the coke 
deposits form around and on the edges of fuel outlet holes, but also on 
the walls inside the fuel channels of injector atomizers. These are usu-
ally a mixture of organic and inorganic deposits. Taking into account 
the fact that the inside diameter of a fuel channel is less than 0.1 mm, 
the deposits distort the stream of atomized fuel and change its range 

with an adverse effect on atomization and mixing of fuel with air in 
combustion chambers as reported by: birgel et al. [3, 4], caprotti et 
al. [5, 6], Quigeley et al. [10] and Stępień [14]. uncontrolled changes 
of excess air number in the fuel-air mixture combined with an insuf-
ficient  atomization of the fuel streams and mixing with exhaust gases 
at incorrect proportions by the EgR system leads to incomplete com-
bustion. The result is lower engine performance, uneven running, in-
creased emissions of exhaust gases and fuel consumption. The longer 
range of streams can cause washing the combustion chamber walls 
with liquid fuel, and this as a result of incomplete fuel evaporation 
in the air charge leads to incomplete combustion and increased emis-
sions of pollutants, particularly HC. The results of studies conducted 
by Stępień [15] showed that in the extreme case the deposits formed 
inside the fuel channels can totally obstruct the hole, particularly when 
the engine is often stopped and cooled during the operation which al-
lows the deposits to stabilize – Fig. 1.

A very high pressure in the HPCR injection systems, reaching 
even 300 MPa, allows a very good fuel atomization in the stream in-
jected to the combustion chamber but also causes a significant fuel 
temperature increase during a rapid depressurization after the fuel 
squeezes (seeps) through leaks between the injector’s mating parts. 
This, in combination with contaminants which make their way into 
to the fuel during its production, distribution and storage (particularly 
metallic elements with catalytic properties), chemical reactions taking 
place between some fuel additives and biocomponents (FAME) which 
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contribute to a reduction of the fuel oxidation stability, leads to the 
formation of the Internal Diesel Injector Deposits (IDID).

These deposits are divided into a few types and are classified 
according to various criteria, most frequently by composition deter-
mined by means of the FT-IR (Fourier Transform Infrared Spectros-
copy) – Table 1. Sometimes the IDID are analysed using other tech-
niques,  e.g. SEM (Scanning Electron Microscopy) and EDS (Energy 

Dispersive X-Ray Spectroscopy), and based on the results they are 
divided into types (see yamada et al. [18], tanaka et al. [16], and Fang 
and mccormick [7]). that is why various publications use different 
names for the same deposit types and the number of IDID types dif-
fers between authors. Nonetheless, these are always the same deposits 
from the point of view of composition and formation mechanisms [2, 
14, 16]. this has been a motivation for an attempt to systemize the 
deposit types and factors which influence their formation.

Table 1 presents various types of deposits linked with the factors 
which influence their formation and size. The table also includes an 
evaluation of the factors in terms of their impact on the formation of de-
posit precursors and further changes of deposits during the engine life.
Table 1 indicates a large number of varying factors that may affect to a 
greater or lesser degree the formation of deposits and the size change 
over time. Some of these factors have an opposing impact on various 
deposits in different fuel injection systems. For instance, the PIBSI 
(Polyisobutylene Succinimide) detergent additives widely used in the 
1990s prevent the formation of internal coke deposits in pintle injec-
tors in the indirect injection engines. At the same time, such additives 
are not always effective in preventing the formation of external de-
posits in modern HPCR systems, and in combination with lubrication 
additives can cause the formation of polymer amide deposits of the 
IDID type, particularly in case of PIBSI with small molecular mass, 
as indicated by reid and barker [12].

One of the most important factors causing the formation of depos-
its in fuel injectors is the fuel oxidation. The content of FAME in fuel 
has a significant impact on reduction of the fuel oxidation stability. 
As a result, the oxidation stability of pure FAME is different than of 
its mixture with diesel fuel at different proportions. In case of engines 
with indirect fuel injection, where the injector operating temperature 
is much lower than in the HPCR systems in the HSDI (High Speed 
Direct Injection) engines, FAME, being a polar solvent, can wash out 
coke deposits from injectors, particularly at low engine loads [11]. 
FAME, however, behaves quite differently in modern engines with 
the HPCR injection systems, with high operating temperatures and 

Fig. 1. External coke deposits on an HPCR injectors a) coke deposits formed 
around the fuel outlet hole b, c, d) coke deposits formed at the hole 
edge and inside the channel e, f) coke deposits obstructing the hole

Table 1. Classification of factors influencing the formation of deposits in CI engine injectors 
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signing a simulation engine test which, in combination with suitably 
prepared fuels, allowed forming various types of injector deposits on 
the engine test stand in a short time. The fuel preparation was guided 
both by our own earlier experiments [14, 16, 18], and by the com-
position of deposits determined by other research institutes during 
the actual operation of vehicles [12, 17, 19]. after the formation of 
deposits in the HPCR injectors, we evaluated, among other things, 
the diagnostic parameters of the injectors on a professional test stand 
in order to determine the impact of these deposits on the operational 
parameters of fuel injectors.

2. Materials used in the tests

In order to accelerate the formation of injector deposits (espe-
cially the IDID), the engine was running on the naturally aged, com-
mercially available diesel fuel containing 4.78 % (v/v) of FAME – 
Table 2. Moreover, added to the fuel as 1-litre premixes were mixtures 
of chemical compounds which according to the available results of 
tests performed at various laboratories have the greatest impact on 
the formation of various idid [1, 2, 6, 9, 10, 11, 12, 14, 16]. the said 

pressures, where fuel heated up to 60 ºC returns many times from the 
injection systems overflows to the fuel tank, heating up the whole fuel 
system. Such conditions significantly accelerate the FAME degrada-
tion process by oxidation of unsaturated FAME bonds to the peroxide 
structures which transform into acids and aldehydes. The peroxide 
structures can also react with other FAME molecules, forming dimers. 
This can lead to the formation of oligomers which are precursors of 
the deposits formation if their molecular mass and polarity are suf-
ficiently high. In addition, Fang and McCormick in their studies dis-
covered that the largest deposits are formed in case of mixtures con-
taining from 20% (v/v) to 30% (v/v) of Fame in the diesel fuel [7]. 
The reason is that the deposits formed from oligomers are highly polar 
and better soluble in polar FAME, and poorly soluble in hydrocar-
bons. When the FAME content exceeds 50% (v/v) the fuel becomes 
sufficiently polar to dissolve deposits formed in the injection system. 
When the FAME concertation in the fuel is too low (< 5% (v/v)), there 
are not enough oligomers to form the deposits. The fuel containing 
from 20% (v/v) to 30% (v/v) of FAME is not sufficiently polar and the 
oligomers precipitate, forming deposits [7, 11]. 

The studies conducted to date clearly indicate that trace content 
of some elements, mostly metallic, accelerate 
the formation of external and internal deposits 
(IDID) in injectors, and zn and Cu to a greater 
degree intensify the formation of external depos-
its, and Na, Cl, K, Ca and Mg the formation of 
IDID, as indicated by the results of studies by Iida 
[8], lacey et al. [9] and Shiotani and Goto [13].  

Forces between the surface material and 
the deposit (adhesion) play an important part in 
keeping the deposits on the surface where they 
have formed. This applies particularly to the 
IDID which form on the injector parts that make 
sliding movements relative to each other. The 
deposits in these places slow down the injector 
operation, and consequently can change not only 
the amount of fuel dosed in a single injection, 
but also in an uncontrolled way they can alter the 
time of start and end and duration of individual 
phases in multiple injection. The result is that the 
amount of fuel injected to individual cylinders is 
not equal, and the quality of fuel-air mixture in 
combustion chambers is not uniform. In case of 
carboxylate, amide and CFI (Cold Flow Improv-
er) polymer deposits, the adhesion of deposits to 
the surface is a result of intramolecular forces, 
and in case of the deposits related to the FAME 
degradation the chemical bonds come into play 
as described by yamada [19].  

The formation of deposits is also affected 
by the engine operating conditions which trans-
late into the engine operation parameters in the 
test cycle on the test stand. Such conditions are 
closely related to the fuel composition and the 
type of deposit, and thus vary depending on the 
type of deposits we wish to form in the lab and 
study. 

The operational problems relating to the for-
mation of external and internal deposits in the 
fuel injectors of CI engines were a motivation 
to perform the study which results are presented 
below. The aim was to form the external (coke) 
deposits and internal organic (amide-type) de-
posits typical for European fuels, and then to 
evaluate their impact on the injector operation. 
The innovative character of our study lies in de-

Table 2. Selected physical and chemical properties of fuels used during engine tests

Tested parameter Test method Unit Diesel fuel B100

Oxidation stability PN-EN 15751:2014 h 19.8 4.9

Resistance to oxidation PN-EN ISO 
12205:2011+Ap1:2011 g/m3 5 32

Oxidation stability ASTM D 7545-14 minute 39 23

Corrosion properties to steel:
- temp. 38 °C, test time 5 h
- temp. 50 °C, test time 3 h

ASTM D 665-14
Procedure A (distilled 
water)

- brak
-

-
brak

Contaminants 
PN-EN 12662:2014
PN-EN 12662:2009

mg/kg 6.0
-

-
182.5

Kinematic viscosity at 40 °C PN-EN ISO 3104:2004 mm2/s 3.113 4.540

Distribution of contaminants:
- 4, 6 and 14 µm
- 2 and 5 µm

ISO 11500:2008 and  
PN-ISO 4406:2005 - 18/16/14

18/16
23/23/23

23/23

Fractional composition:
- up to temp. 250 °C distils
- up to temp. 350 °C distils
- 95 %(V/V) distils up to temp.

PN-EN ISO 3405:2012 %(V/V)
°C
°C

29.6
92.6

358.8

-

Density at 15 °C PN-EN ISO 12185:2002 kg/m3 838.8 -

Sulfur content PN-EN ISO 20846:2012 mg/kg 7.7 -

Water content PN-EN ISO 12937:2005 mg/kg 65 -

Flash point PN-EN ISO 2719:2007 °C 69 -

Cetane number PN-EN 5165:2014 - 52.8 -

Cetane index PN-EN ISO 
4264:2010+A1:2013-07 - 54.1 -

Cold filter plugging point 
(CFPP) PN-EN 116:2015 °C -6 -

Carbon residue from 10% 
distillation residue PN-EN ISO 10370:2014 %(m/m) 0.048 -

Ash residue PN-EN ISO 6245:2008 %(m/m) <0.001 -
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chemical compounds comprised the ingredients present in detergent 
and lubrication additives, corrosion inhibitors, additives increasing 
the cetane number and the contaminants which make their way into to 
the fuel. As a result, two fuels described below were prepared for the 
simulation engine tests. 

In test No. 1, the propensity for the formation of external and in-
ternal deposits was tested on the aged, commercially available diesel 
fuel (physical and chemical properties are given in Table 2) with addi-
tion of 120ppm of PIBSI (Polyisobutylene Succinimide) + 100ppm of 
hydrogenated dimer of oleic acid + 1ppm of formic acid. This aimed 
at accelerating the formation of amide deposits by adding PIBSI on 
which the detergent additives to diesel fuel are based and by adding 
acidic substances which are ingredients of lubrication additives.
In test No. 2, similarly to test No. 1, the propensity for the formation 
of external and internal deposits was tested on the aged, commercially 
available diesel fuel (Table 2) in which the content of biocomponents 
(4.78% (v/v) FAME) was increased to 10% (v/v) by adding aged B100 
(properties given in Table 2). Moreover, 500 ppm of 2 ethyl-hexyl 
nitrate (2-EHN) + 120 ppm of PIBSI (small molecular mass) were 
added to the fuel. This aimed at accelerating the formation of amide 
(polymer-type) deposits by adding PIBSI on which the detergent addi-
tives to diesel fuel are based and the formation of ester deposits from 
aged FAME in tandem with 2 ethyl-hexyl nitrate (2-EHN) added to 
increase the cetane number.

3. Test methodology 

The engine simulation tests were performed on a multi-purpose 
test stand equipped with a modern, widely used HSDI (High Speed 
Direct Injection) FORD 2.0i 16V Duratorq TDCi diesel engine cou-
pled with an Alpha 160 AF eddy current brake from AVL, with a con-
trol module allowing the programming of the engine operation param- eters (rpm and load). The basic technical parameters of the  FORD 

2.0i 16V Duratorq TDCi are given in Table 3.
The engine tests were performed in a 4-phase, repeatable 

cycle which reflected the average engine operating conditions in 
a low-intensity city traffic. The parameters of the 4-phase cycle 
are given in Table 4.

The test duration was 100 hours of actual engine operation 
in 8-hour periods which comprised repetitions of the 4-phase 
cycle (Table 4) and were separated by 16-hour interruptions dur-
ing which the formed deposits stabilized.

When the test was complete, the injectors were removed 
from the engine and two of them were sent for full, professional 
diagnostics and the other two were left to take photographs of 
the internal deposits. The necessity for such procedure resulted 
from the fact that the deposits may be subject to mechanical and 
chemical damage/changes during the diagnostics and in the final 
stage they are removed in order to evaluate the parameters and the 
adjustment possibilities of the “cleaned” injectors. On the other 
hand, before the diagnostics the injectors must not be dismantled 
(e.g. for photographing and evaluation of deposits) as this would 
affect (distort) the diagnostic parameters after the test. 

The injector evaluation after the test comprised both the 
external coke deposits and the IDID. In case of the IDID, the 
obligatory evaluation was performed on the injector needle, so-
lenoid valve control piston, and control chamber body as com-
ponents with critical impact on the correct injector operation, 
and in addition most often subject to damage. The evaluation 
could have been extended to other components if necessary. 

Figure 2 presents components of the HPCR injectors which 
were evaluated in terms of fouling with the IDID. 

The measurements and evaluations of selected diagnostic 
parameters were performed on the zapp CRU.2i testing device. 
The evaluations of each diagnostic parameters are an average 
value from three measurements. 

Table 3. Selected technical parameters of the FORD 2.0i 16V Duratorq TDCi engine

Engine type four-stroke, compression ignition 

Fuel injection type
Direct fuel injection, common rail (Delphi) 

electronically controlled, cooperating with the 
Levanta engine control system

Cylinders arrangement In-line, vertical

No. of cylinders 4

Injection sequence 1-3-4-2

Type of timing gear DOHC/4 VPC

Cylinder diameter  86.0 mm

Piston stroke 86.0 mm

Displacement 1998 cm3

Maximum power 130 KM (96 kW) at 3800 rpm

Max. torque 330 Nm at 1800 rpm

Max. instantaneous speed 4800 rpm

Idle speed 750±20 rpm

Compression ratio 18.2

Filling turbocharged with intercooler and “overboost” 
function

Valve clearance Hydraulic adjustment

Capacity of lubrication 
system with filter 6.0 dm3

Complies with emission 
standard Euro IV

Table 4. Parameters of the 4-phase engine cycle 

Phase Time
[s]

Engine speed 
[rpm]

Engine load
[Nm]

1 30 1000 ~0

2 150 1800 100

3 60 3000 70

4 60 1500 50

Fig. 2. Longitudinal section of the bottom part of an injector with evaluated 
components marked 
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The test of each injector involved 
a measurement of a number of differ-
ent parameters, and then their evalu-
ation in relation to permissible and 
limit deviations typical for an injec-
tor in full good working order, and 
permissible deviations for an injector 
in use specified by its manufacturer. 
Figure 5 presents a list of evaluations 
of six selected parameters of  tested 
injectors. In addition, each evalua-
tion is presented on a small graph of 
a parameter of the tested injector in 
relation to permissible deviations of 
an injector in full good working order 
(broken lines) and limit, permissible 
deviations of an injector in use (full 
lines). The graphs of parameters of 
injectors in full good working order 
were marked in blue, and the param-
eters outside the permissible limits 
for injectors in full good working or-
der (but not excluding further use and 
not requiring repair) were marked in 
green, and the red colour indicates the 
injector parameters outside the permissible tolerances for injectors in 
use. Such injectors with parameters marked in red must be cleaned 
and/or repaired and then readjusted. 

4. Test results 

Figure 3 presents the tips of injectors after test No.1.

The injector tips have quite thick layers of uniform, mat, dry, dark 
brown deposits. The deposits are thicker around the fuel outlet holes. 
The peeling of deposits is present in some areas – Figure 3. The size 
and distribution of deposits on the evaluated surfaces is similar. Fig-
ure 4 shows selected internal parts of injectors after test No. 1. 

Particularly intensive deposits, covering the surfaces in an irregu-
lar manner, were found on the conical ends of injector needles and 
on the cylindrical part of needles directly above the conical part – 
Fig. 4 a, b. More uniform amide deposits, although of varying thick-
ness, covered the internal surfaces of grooves in the cylindrical guid-
ing part of the needle, and plungers and heads of pistons of the fuel 
flow control valves  – Fig. 4. c, d, e, f.

The next part of the evaluation comprised a measurement of se-
lected diagnostic parameters of two injectors after test No. 1. 

The injectors evaluations from both tests presented in Fig. 5 in-
dicate that after test No. 1 the upper limit values of dosed fuel were 

significantly exceeded at the injection pressure of 160 MPa and 
the injector opening time of 400 μs. as a result, from the point 
of view of operational parameters, the injectors were not fit for 
further use without maintenance-repair operations comprising 
washing, adjustment and possibly replacement of some internal 
parts. In addition,  there were lesser, permissible deviations in 
fuel doses at other pressures and injector opening times. This 
concerned one measuring range in case of injector No. 1 and all 
measuring ranges in case of injector No. 2 – Fig. 5. The most 
probable reason of such deterioration of the injectors’ diagnostic 
parameters were internal deposits formed on the working part of 
the needle which slides on the injector body, and on the plunger 
of the fuel flow control piston inside the injector. This changed 
the injector operation time as a result of a delayed or slowed 
down response of the needle to the electric control pulse, and 
even caused a possibility of the needle’s hanging in the injector 
body.

Fig. 6 presents the tips of injectors after test No.2. 
Mat, dark grey, peeling deposits or varying thickness were 

formed on the injector tips. The deposits were slightly thicker 
around the fuel outlet holes – Fig. 6. Figure 7 shows selected 
internal parts of injectors after test No.  2.

Intensive amide (polymer) deposits accompanied by ester 
deposits were formed on the injectors inside surfaces. A par-
ticularly large amount of deposits was found on conical ends 

Fig. 3. Photographs of injector tips from  FORD Duratorq 2.0 TDCi after test 
No. 1

Fig. 4. Images of selected internal parts of the HPCR injectors a) injector needle, b) 
conical end of injector needle, c) guiding part of injector needle, d, e, f) piston of 
fuel flow control valve

Fig. 5. Diagnostic evaluation results of FORD Duratorq 2.0 TDCi injectors after test No. 1 and 2
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of injector needles and on the cylindrical part of needles above the 
conical part. These deposits had an irregular shape and colour chang-
ing from yellow through orange, brown to dark brown. – Fig. 7 b. 
Intensive polymer deposits were found on the cylindrical parts of the 
needle washed with fuel, and in grooves in the cylindrical guiding part 
of the needles, and also in grooves of plungers of the fuel flow control 
pistons – Fig. 7 c, d, e. The sliding, cylindrical surfaces of needles and 
plungers feature areas where the deposits were mechanically rubbed 
during the injector operation – Fig. 7 d, e.

graphical results of evaluation of injectors from the FORD Dura-
torq 2.0 TDCi engine after test No. 2 are presented in Fig. 5.
Similarly to test No. 1, in both injectors the upper limit values of dosed 
fuel were significantly exceeded at the injection pressure of 160 mPa 
and the injector opening time of 400 μs – Fig. 8. 

In case of injector No. 2, the lower limit values of dosed fuel 
were also exceeded beyond the permitted tolerances at the injection 
pressure of 120 mPa and the injector opening time of 412 μs, and 
at the injection pressure of 80 MPa and the injector opening time of 
450 μs  – Fig. 5. For the same parameters, the deviations in injector 
No. 1 were lesser, within the tolerance limits. The summary evalua-
tion showed however that both injectors were not fit for further use 

without maintenance-repair operations comprising washing, adjust-
ment and possibly replacement of some internal parts.

Similarly to test No. 1, the most probable reason of such deterio-
ration of the injectors’ diagnostic parameters were internal deposits 
formed on the working part of the needle which slides on the injec-
tor body, and on the plunger of the fuel flow control piston inside 
the injector. This changed the injector operation time as a result of a 
delayed or slowed down response of the needle to the electric control 
pulse, and even caused a possibility of the needle’s hanging in the 
injector body. 

5. Conclusions

The formation of deposits in fuel injectors of the CI engines is • 
influenced by many simultaneously interacting factors. In many 
cases, specific factors have opposite effects on various groups 
(types) of deposits, initiating and intensifying the formation of 

Fig. 7. Images of selected internal parts of the HPCR injectors a) injector needle, b) 
conical end of injector needle, c) cylindrical part of injector needle washed with 
fuel, d) guiding part of injector needle, e, f) piston of fuel flow control valve

Fig. 6. Photographs of injector tips from  FORD Duratorq 2.0 TDCi after test 
No. 2

some and at the same time reducing the formation of oth-
ers.
The number and complexity of the factors influencing the • 
formation and growth of the IDID in the HPCR injectors 
of the CI engines still requires more investigation into the 
their significance and mechanisms of cooperation.
The IDID formed during the tests caused typical dysfunc-• 
tions of the HPCR injectors observed during actual op-
eration of vehicles, sometimes making further use impos-
sible.
The progress in the area of design and technology of the • 
piston combustion engines and the fuel injection systems 
used in them, as well as the changing fuel production tech-
nologies will require the development and use of increas-
ingly more effective detergent additives of multidirectional 
action. In addition to the design modifications of injectors, 
such additives are the most effective means to prevent the 
formation of external and internal injector deposits. 
The evaluation of diagnostic parameters of the HPCR in-• 
jectors allowed a widened, precise determination of injec-
tor dysfunctions caused by the formed deposits. 

Abbreviations

CFI     Cold Flow Improver 
EDS   Energy Dispersive X-Ray Spectroscopy 
2-EHN 2 Ethyl-Hexyl Nitrate 
FAME  Fatty Acid Methyl Esters 
FT-IR  Fourier Transform Infrared Spectroscopy 
GDI    gasoline Direct Injection 
HPCR  High Pressure Common Rail 
HSDI   High Speed Direct Injection 
IDID    Internal Diesel Injector Deposit 
MPFI   Multi Port Fuel Injection 
PAH   Polynuclear Aromatic Hydrocarbons 
EGR   Exhaust gas Recirculation 
PIBSI   Polyisobutylene Succinimide 
SEM    Scanning Electron Microscopy 
SPI     Single Point Injection 
PCV    Positive Crankcase Ventilation 
EDM    Electrical Discharge Machining 
SI       Spark Ignition
CI      Compression Ignition 
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1. Introduction

Forging tools used in semi-hot and hot die forging processes char-
acterize in a relatively low durability, which, in turn, significantly 
affects the quality and cost of the fabrication of forgings. The low 
durability of forging tools is mostly caused by the extreme conditions 
of the industrial hot forging processes, resulting from a simultaneous 

occurrence of many complex phenomena and degradation mecha-
nisms. It is a difficult and unresolved issue, both scientifically and 
economically. The degradation and wear of forging instrumentation 
during its performance constitutes a significant part of the production 
costs [8, 9]. at present, it is estimated that the costs of tools can con-
stitute up to 8-15 % of the total production costs, and in extreme cases, 
with small production series, even 30%. In practice, considering the 
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barbara mrzyGłód

a durability analysis of forging tools for different operating 
Conditions with appliCation of a deCision support system 

based on artifiCial neural networks (ann)

analiza trwałośCi narzędzi kuźniCzyCh dla różnyCh warunków 
eksploataCji z wykorzystaniem systemu wspomagania deCyzji 

opartego o sztuCzne sieCi neuronowe*
The paper presents the results of research concerning the percentage participation of destructive mechanisms for two typical vari-
ants of exploitation of forging tools: lubricated and cooled, and without lubrication. Discussed results come from the developed 
by the authors the decision support system (SEPEK-2) based on artificial neural network. The knowledge about the durability 
of forging tools needed for learning artificial neural network was included in the training data set, from comprehensive studies, 
carried out in industrial conditions. Set of training data set included 450 records of knowledge. The paper presents the process 
of acquiring knowledge, adopted neural network architecture and parameters developed network. Carried out a global analysis 
of the results generated by the developed system for the durability of forging tools treated as the maximum number of produced 
forgings to their destruction (from 0 to 25,000 items), showed that for the lubricated and cooling tools the dominant mechanism is 
thermo-mechanical fatigue, and do not abrasive wear, which actually dominates in the process of forging tools for uncooled and 
unlubricated tools. It should be emphasized that the overwhelming majority of studies in this area is attributed that to abrasive 
wear is dominant, and as shown by the results of research and analysis for the selected representative forging processes, with the 
use of decision support system based on ANN, the fatigue a thermo-mechanical is dominant in these processes. However, due to the 
easy measurability and commonly used models wear, based on the model of Archard, it is abrasive wear assigned the largest par-
ticipation. In fact, for the tool lubricated and cooled tools a thermo-mechanical fatigue intensifies this effect attributed to abrasive 
wear. While the generally accepted view is correct, in the case of tools unlubricated, as confirmed by the analysis using ANN.

Keywords: artificial neural network; decision support system; die forging; durability of forging tools; wear and 
destructive mechanisms.

W pracy przedstawiono wyniki badań, dotyczące, procentowego udziału mechanizmów niszczących dla dwóch typowych wa-
riantów eksploatacji narzędzi kuźniczych: smarowanych i chłodzonych oraz bez smarowania. Prezentowane wyniki pochodzą 
z opracowanego przez autorów systemu wspomagania decyzji (SEPEK-2) działającego w oparciu  o sztuczną sieć neuronową.  
Wiedza o analizowanym zagadnieniu trwałości narzędzi kuźniczych, potrzebna do procesu uczenia sztucznej sieci neuronowej 
zawarta była w zestawie danych uczących, pochodzących z kompleksowych badań, zrealizowanych w warunkach przemysłowych. 
Zestaw danych uczących obejmował zbiór 450 rekordów wiedzy. W pracy przestawiono  proces pozyskiwania wiedzy, przyjętą 
architekturę sieci neuronowej oraz  parametry opracowanej sieci. Przeprowadzona globalna analiza wyników generowanych 
przez opracowany system, dla trwałości traktowanej jako zwiększająca się liczba odkuwek (od 0 do 25000 sztuk), wykazała że dla 
narzędzi smarowanych i chłodzonych dominującym mechanizmem jest zmęczenie cieplno-mechaniczne, a nie zużycie ścierne, któ-
re rzeczywiście dominuje w procesach kucia dla narzędzi niechłodzonych i niesmarowanych. Należy podkreślić, że zdecydowana 
większość opracowań z tego obszaru przypisuje, że to zużycie ścierne jest dominujące, a jak wykazały wyniki badań i analiz dla 
wybranych reprezentatywnych procesów kucia,  przy wykorzystaniu systemu wspomagania decyzji opartego o SNN, to zmęczenie 
cieplno-mechaniczne jest dominujące w tych procesach. Jednakże ze względu na łatwą mierzalność oraz popularnie stosowane 
modele zużycia ściernego, bazujące na modelu Archarda, to właśnie zużyciu ściernemu przypisuję się największy udział, choć w 
rzeczywistości dla narzędzi smarowanych i chłodzonych zmęczenie cieplno-mechaniczne wzmaga ów efekt przypisywany zużyciu 
ściernemu. Natomiast ogólnie przyjęty pogląd jest słuszny, w przypadku narzędzi niesmarowanych. co potwierdziły także analizy 
przy wykorzystaniu SNN.

Słowa kluczowe: sztuczna sieć neuronowa; system wspomagania decyzji; kucie matrycowe; trwałość narzędzi 
kuźniczych; zużycie i mechanizmy niszczące.

hawryluK m, mrzyGłód b. a durability analysis of forging tools for different operating conditions with application of a decision support 
system based on artificial neural networks (ann). eksploatacja i niezawodnosc – maintenance and reliability 2017; 19 (3): 338–348, http://
dx.doi.org/10.17531/ein.2017.3.4.
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time needed to replace the used instrumentation or in the case of its 
unexpected degradation, these costs can rise even up to 40%. Also, 
tool wear significantly lowers the quality of the fabricated forgings. 
The most common forging defects caused by tool wear are errors in 
the filling of the die, that is: incomplete forgings, laps, burrs, curva-
tures, scratches, delaminations, micro- and macro-cracks, etc., which, 
in turn, affects the functionality of the final product obtained from the 
forging [11]. 

In the literature you can find information, that statistically 70% 
of the forging dies is withdrawn from production due to the loss di-
mensions – due to abrasive wear and plastic deformation [16], 25% 
– as a consequence of fatigue cracks and only 5% for other reasons 
(non-compliance with the technology, construction and material de-
fects, thermal and thermo-chemical treatment defects, etc.) [13]. What 
is more, the continuous market competition forces the producers of 
forged goods to constantly lower the costs and produce high qual-
ity forgings, and this generates high interest in the problem of tool 
life improvement [7,12]. more and more often both manufacturers 
of forging instruments, as well as research centers and research and 
development use a variety of IT tools and advanced research and de-
velop modern methods allowing both to analyze and to increase the 
durability of forging tools. Studying the destructive mechanisms and 
other phenomena accompanying ago and life prediction tools in the 
forging process  is a very difficult and complex issue, and additionally 
commonly used modes of failure are not described satisfactorily in an 
analytical way [1, 4, 15, 19,  23].

Predicting the life of a forging tool used in a die forging process 
and pointing to the dominant wear mechanisms and their effect on 
the ‘life time’ of the tool are very important, and they still constitute 
a not fully resolved problem, in respect of both science and economy 
[7, 11]. developing methods which allow for determining the wear 
(failure) of tools and predicting their life is justified by many factors, 
such as: continuous perfection of the forging technology, lowering 
the costs of manufacturing the tools themselves or the cost per unit 
of the production of one forging, as well as ecological aspects [7, 11, 
12]. modern it technologies are constantly offering new methods and 
approaches making it possible to partially replace the costly and time-
consuming material experiments with a virtual experiment. Also, new 
formalisms of representing knowledge in computer systems are be-
ing developed, such as: the graph theory, fuzzy logic, artificial neural 
networks, or genetic algorithms, thus providing the opportunity to 
construct expert systems supporting various areas of human activity. 
Expert systems are widely applied mainly as advisory systems for the 
tasks of identification, classification, control, simulation and diagnos-
tics. [2, 3, 5, 14, 18, 19, 21, 24, 29].

The authors made an attempt at elaborating an original decision 
support system, whose basic task is to predict the life of the forging 
tools used in hot die forging processes, as well as to identify the basic 
failure mechanisms. During the many years of research concerning 
the analysis of the effect of the particular failure mechanisms on the 
life of forging tools, certain experimental data have been collected. 
The data are an excellent source of training data for artificial neural 
networks. The effects of these studies are presented in this article. 
Thanks to the developed decision support system based on artificial 
neural networks (ANN) was achieved interesting research results re-
garding the real participation of major destructive mechanisms for 
lubricated and cooled tools as well for unlubricated tools.

2. Expert systems in industrial applications

Modern IT technologies are constantly offering new methods and 
approaches making it possible to partially replace the costly and time-
consuming material experiments with a virtual experiment.  

An expert systems are widely used mainly as an advisory systems 
for the tasks of identification, classification, control, simulation, di-

agnostics. The broadest range of expert systems applications are in 
technology, inter alia, to diagnose the state of equipment and failure 
analysis of experimental data, the design of the control devices, de-
sign and technology. The literature often attempts at elaborating ex-
pert systems, including ones for the optimization of forging processes. 
These systems have different aims and take advantage of various for-
mal methods of the system knowledge representation. Katayama et al. 
developed an expert system to design a  cold forging process. Fuzzy 
logic was used to formulate the principles of the database of this sys-
tem [14]. Fuzzy logic was also used to develop an expert system for 
predicting the analysis results with the finite element method when 
solving the problem of rubber cylinder compression [24]. Gangopad-
hyay et al. elaborated an expert system for predicting loads and axial 
stresses during forging [3]. artificial neural networks have been ap-
plied to solve many problems.  The application of the finite element 
method and intelligent system techniques to predict the applied force 
during the radial forging process was studied in [2]. an artificial neu-
ral network was also applied to acquire the relationships between the 
mechanical properties and the deformation technological parameters 
of the TC11 titanium alloy, with the use of the data from the isother-
mal compression test and the conventional tensile test of the forged 
tc11 titanium alloy at room temperature [18]. in another work [25], 
the forging and heat treatment experiments of the Ti-6Al-4V alloy 
were conducted with various experimental parameters, including the 
forging temperature, deformation degree and heat treatment. On the 
basis of the obtained experimental data, the optimal model of the hot 
processing parameters of the Ti-6Al-4V alloy was established with 
the help of a combination of artificial n neural networks and genetic 
algorithms.

2.1. Artifical neural networks

Artificial neural networks (ANN) are seen as a separate field of 
knowledge, offering control and decision-making tools, which per-
form not only the tasks of approximation, classification and pattern rec-
ognition, but also prediction, control and association [20].  ann are used 
as advanced analytical tools, useful mainly when it is necessary to model 
phenomena which are highly non-linear in character, multidimensional 
functional dependences etc. [29]. their advantage is the ability to deter-
mine the dependences between variables, by way of multiple representa-
tions of the training case network or on the basis of the similarities among 
the cases.

A neural network consists of connections of many neurons ar-
ranged in layers. The first layer is the input layer, which does not 
perform any calculations, and its task is to provide the input signal for 
the consecutive layers. There are intermediate (so called, hidden) lay-
ers. The number of hidden layers depends on the degree of complexity 
of the modelled function. Most of the existing solutions apply one 
hidden layer. Within one layer, the neurons are not interconnected. 
The output layer is the layer which provides the result of the network 
operation for the analyzed output parameters. The signal transmission 
in the network usually takes place in the direction from the input to 
the output, without feedback. There are many types and sorts of neural 
networks, which differ in the structure and principles of operation [27, 
28]. the most popular one is the network architecture connected with 
the concept of multi-layer Perceptron (mlP) [20]. 

The neural network training methods, broadly discussed in the lit-
erature [20, 27, 26], consist in a cyclic update of the network weights 
based on the information on the objective function gradient and the 
minimization direction determined in each step. There are many al-
gorithms of MLP network training, such as: the error back propaga-
tion algorithm, the steepest descent algorithm, the variable metric 
algorithm, the Levenberg-Marquardt algorithm, the gauss-Newton 
algorithm (the non-linear least square method) and the coupled gradi-
ent algorithm. The most effective methods are thought to be the ones 
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based on the Newton algorithm, which are known as the variable 
metric methods or quasi-Newton methods. They include: the BFgS 
(Broyden-Fletcher-goldfarb-Shanno) method, used in the network 
elaborated by the authors, and the DFP (Davidon-Fletcher-Powell) 
method.

Appropriately designed neural networks can formulate depend-
ences occurring between the phenomenon parameters during the 
learning process. The learning process is an iterative one, repeated 
multiple times, step by step, whose basic objective is optimization 
of the network parameters, i.e. the weight coefficients. The objec-
tive of neural network training is such selection of its topology and 
parameters which will assure minimization of error when the output 
value is set. 

3. Methodology section

The article focuses on the analysis of the results, which achieved 
from the system, developed by the authors, to analyze the durability 
of forging tools. To build a system used the comprehensive results of 
long-term experimental research conducted in industrial conditions, 
relating to three selected representative hot die forging processes. 
Analysis of the source data allowed, for knowledge representation in 
the system (as a formal tool) accept artificial neural networks. The 
ANN is used as an advanced analysis tools useful mainly in cases 
when it is necessary of phenomena modeling with highly nonlinear 
nature multidimensional depending function, as is the case in proc-
esses analyzed. Another advantage of neural networks is their ability 
to independently explore the relationships between variables either 
by presenting multiple network cases learners. Scheme of work and 
methodology shown in Figure 1.

The first version of the system (SEPEK-1), applies fuzzy logic 
as the form of knowledge representation [5]. this choice was mainly 
determined by the character of the obtained source data, which are 
the results of measurements and observations as well as results of 
computer simulations. They are mainly incomplete data (represent-
ing only particular cases for a given number of forgings under given 
conditions). They are also uncertain as burdened by measurement 
and observation errors. Fuzzy logic is a formalism which finds its 
application in the processing of this type of knowledge. The conclu-
sions drawn by the system were verified by experts and recognized 
as correct and true. The elaborated system, with the use of a fuzzy 
knowledge base, works with an error at the level of 10%, but the col-
lected data did not fully cover all the analyzed areas. In some cases, 
the reply generated by the system was that there was no knowledge 
(rules) based on which a decision could be made. 

In the search for forms of knowledge representation which, based 
on the elaborated experimental data, will make it possible to construct 
a model characterizing in a lower error and cover all the analyzed 
areas, Therefore the authors decided to look for other forms of knowl-
edge representation, which on the basis of collected and developed 
experimental data allow to build a model characterized by even lower 
error and covering all analyzed areas. Hence it was decided to use ar-
tificial neural networks and to develop a new decision support system 
SEPEK-2.

3.1. Description of experimental data used in model con-
struction 

To build a knowledge module, three types of industrial forging 
processes were selected, so that these processes would occur under a 
variety of conditions that determine the durability of forging tools. The 
authors’ experience suggests that such differentiation of forging con-
ditions (due to temperature, pressure, path friction, thermo-chemical, 
tribological conditions, etc.) can be obtained by way of selecting:

Hot forging of a front wheel in open dies.I 

Precision forging of a CVJB (constant velocity joint) housing in II 
closed die.

Forging of a fastener in a closed die without lubrication and co-III 
oling tools.

Hot forging of a front wheel in open dies – die inserts, heated I 
to 250°C, and cooled and nitrided only in operation 2 and 3, ini-
tial billet heated inductively to 1150°C. A wheel forging (Fig 2c), 

after toothing, is used in the gear box as the front 
wheel of the reverse gear in motorcars. The ana-
lyzed process is realized on a crank press of the 
nominal force of 25 MN, in three forging opera-
tions (Fig. 2): operation I – upsetting, operation 
II – preliminary die forging and operation III – 
finishing forging (Fig 2b). The forged material 
is the C45 steel, in the shape of a cylinder. The 
data obtained from a detailed analysis of the lo-
wer die inserts from the first, second and third 
forging operation were entered into the system 

database (Fig 2d).

Precision forging of a CVJB (constant velocity joint body) housing II 
in closed dies – tools not preheated, lubricated and cooled, initial 
billet inductively heated to 920°C. The industrial forging of a CV 
universal joint housing in the gKN Driveline Forge consists of 
four hot forging operations and one cold forging operation (Fig. 
3).  The forging`s material is the XC45 steel. The dies and punches 
are made of the Unimax steel for hot working tools (1.2367). After 
the heat treatment tool have a hardness of 48-52 HRC. The tools 
are not nitrided and not heated before the process, are pre-charged 

Fig. 3. The precision forging process: a) crank press, b) scheme of individual op-
erations (V operation – marking), c) forgings after successive operations

Fig. 2. The view of forging process: a) tools mounted on a press, b) forg-
ings after consecutive operations, c) a ready front wheel forging (after 
punching and trimming, before toothing), d) lower die inserts for I, II, 
III operation

Fig. 1. The flowchart of research methodology
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to a special welding agent (Aerodag CERAMISHIELD) in order 
to reduce the risk of rupture in a thermal shock caused by con-
tact with the hot preform at the beginning of process. In addition, 
the punch of the fourth operation is heated in a special device and 
2-times immersed in a mixture of graphite with water (on the press 
is mounted, unheated). Tools after forging a few pieces forgings 
reach operating temperature (250-300° C). 

Forging of a fastener (type of Putanker 1,3T) used to move con-III 
crete slabs, in a closed die without lubrication and cooling tools, 
billet is heated inductively (locally, Fig 4b) to 1000 °C, in three 
operations on a PMS 160B eccentric press (Fig. 4a) with the use 
of a TR device (Fig. 4c). Figure 4d shows the forgings after each 
operation. Figure 4e shows the tools used in the first, second 
(Fig. 4f) and third (Fig. 4g) forging operation. 

The punches and the die inserts are made of steel WCL and OR-
VAR SUPREME (WCLV), which the hardness after heat treatment 
was 58 HRC. In addition, the second and third operations are used 
punches (in the first operation-upsetting is done by two dies, without 
the punch). The tools are not nitrided and pre-heated. Average life of 
the die inserts are: 12,000 for the first operation, for the second op-
eration about 8000 forgings, and for the third operation about 10,000 
forgings. The data obtained from a detailed analysis of only second 
die was entered into the system database.

After the selection of representative processes, their most impor-
tant parameters were determined, such as: charge and tool tempera-
ture, forming force, velocities, tribological conditions, preform and 
final product geometry as well as tool shape. These parameters were 
determined based on the operation sheets. The remaining significant 
parameters, hard or impossible to determine (pressures, path of friction, 
temperatures in contact etc.) were determined by means of numerical 
modelling verified by a measuring and monitoring system [10]. the 
geometrical defect (wear) of the die impressions was determined based 
on a comparison of the superimposed laser scan images of the new and 
the worn tools (after a specific number of forgings) [6].

After the analysis of the selected die forging process, three groups 
of parameters were specified, which had a significant effect on the 
tool wear, that is: 

parameters of the forging process (number of forgings, number • 
of operations, and for each operation, also: charge temperature; 
pressures; lubrication; cooling intensity etc.),
parameters characterizing the tool (die) – Fig. 5a shows an • 
exemplary schematic of the division of the die insert’s cross 
section for the second operation of hot forging a front wheel 
in a closed die, while Fig. 5b presents the precision forging of 
a constant-velocity universal joint housing and Fig. 5c shows 
scheme of cross section of part die to forging fasteners. All 
forging tools are divided into elementary areas (1-9), described 
with symbols representing elementary shapes (A-F), distin-
guishable in any die.
parameters characterizing the charge material.• 

The assumptions and system tasks (prediction of the life of the forg-
ing tools used in the hot die forging process, as well as identification of 
the critical points and wear mechanisms) made it possible to define the 
parameters providing the information on the tool wear, which are: 

failure mechanism (4 wear mechanisms were considered: ther- –
mo-mechanical fatigue, mechanical fatigue, abrasive wear and 
plastic strain) as well as the mechanism’s participation in the 
failure of the given area; 
geometrical defect – loss of material (wear [mm]).  –

The detailed information on the process of obtaining primary data 
for the specified parameters describing the selected process was thor-
oughly discussed in [5]. table 1 shows a fragment of the elaborated 
set of data. 

The global table contains 450 knowledge vectors. The number of 
forgings was analyzed in the range of 0-25000.

4. The neural network model 

The process of constructing a neural network model consists of 
the following stages: determination of independent and dependent 
variables; selection of neural network type and determination of its 
structure; neural network training and evaluation of network model.

4.1. Determination of independent and dependent vari-
ables

A neural network’s task is to show the effect of the particular fac-
tors on the wear of the die during the die forging process. It calculates 
the participation of the particular mechanisms, i.e. thermo-mechan-

ical fatigue, abrasive fatigue, plastic strain and 
mechanical wear, in the failure process. It also 
calculates the wear of the tool itself in the speci-
fied area. 

Table 2 shows the dependent variables – the 
process parameters which are determined as the 
network output. As the independent variables, 
having an effect on the presented output vari-
ables, the following were selected from the glo-
bal set of data: number of forgings, temperature, 
hardness, deformation time, total time, pressure, 

Table 2. Dependent variables

L.P. OUTPUT variables Scope 

1 thermo-mechanical fatigue 0-1

2 abrasive wear 0-1

3 plastic strain 0-1

4 mechanical fatigue 0-1

5 wear -3 ÷ 0,05

Fig. 4. The view of: a) PMS 160B eccentric press, b) heater with a locally 
heated preform for the second operation,  c) TR device, d) forgings 
after successive operations,  e) dies for the first operation, f) tools for 
the second operation (punch with AE sensor), g) tools for the third 
operation (punch with AE sensor)

Fig. 5. Cross section with schematic division into areas and elementary shapes for: a) die insert used in 
forging front wheel, b) die used in precision forging of CVJB housing, c) a formed part of die for 
the first operation
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path of friction, lubrication and shape. Table 3 shows the selected in-
dependent variables (neural network inputs). 

4.2. Neural network structure and parameters 

The set of data describing the modelled phenomenon (450 knowl-
edge vectors), was divided into the training set (70%), the validation 
set (15%) and the test set (15%).  At the network training stage, the 
training set is applied. The validation set is used to control the course 
of training by way of verifying how well the neurons are trained. In 
practice, the training included two phases: selection of weights for 

the training set and weight testing on samples from the validation set. 
The modification of the weight values continued until approximation 
error minimization was achieved or the error in the validation set 
began to grow. 

For the determination of the detailed, as well as optimal, network 
architecture, the STATISTICA program and its module Automatic 
Neural Networks were used. Tests were performed on a few tens of 
architectures with different numbers of hidden neurons and different 
activation functions in the hidden and the output layer (linear, sig-
moidal (logistic), tangensoidal and exponential). From among all the 
networks generated by the program, the one characterizing in the low-

Table 1. Fragment of table with data
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neuron layer, and the logistic (sigmoidal) activation function was as-
sumed for the layer of output neurons. Table 4 shows the basic param-
eters of the elaborated network.

In the case of the selected MLP 19-25-5 network, the assumed 
minimal approximation error was not achieved; the training process 
was terminated in 56 epoch, when the validation error started to grow. 
In this network, the BFgS (Broyden-Fletcher-goldfarb-Shanno) 
method was used for training. Fig.6 shows the process of change in 
the error rate (training and validation) during training. 

A simplified structure diagram of the selected network is present-
ed in Fig. 7. The network is of the MLP type, consisting of one input 
layer (9 input variables/19 neurons), one hidden layer (25 neurons) 
and one output layer (5 neurons).

4.3. Error analysis 

Table  shows the basic quality parameters for the elaborated net-
work. The given errors (training, validation, test) concern the total 
network error calculated as the mean value of the remainder squares 
for all five output variables.

A detailed analysis of the errors for the MLP19-25-5 network, for 
the particular output variables, i.e. wear (wear) thermo-mechanical 
fatigue (z-cm), abrasive wear (z-s), plastic strain (o-p),  mechani-
cal fatigue (z-m), separated according to the particular sets: training, 
validation, test, are compiled in Tables 5-9. The tables contain the fol-
lowing characteristics: remainder squares mean value, mean absolute 
error, correlation coefficient. 

In the analysis of Tables 5-9, we can notice that the elaborated 
network provides the best results for the mechanical fatigue output 
variable (z-m). The correlation coefficient for the test set is at the level 
of 0,99, which gives a very high linear approximation, and the mean 
absolute error equals 0,01. These results are presented in Table 6. The 
mean absolute error at the level of 0,04, for the test set, is exhibited 
by the plastic strain output variable (o-p), presented in Table 7, where 
the correlation coefficient for the test set equals 0,8. The lowest ap-
proximation and the highest error can be expected for the thermo-

est validation error (at the level of 12%)  was ultimately selected. 
An additional measure of the model quality was the Pearson linear 
correlation coefficient (R), calculated in the particular set types (train-
ing, validation and test), for the network and the set data reply. The 
correlation coefficient for the training set reached the value of 0,937, 
for the validation set - 0,828 and for the test set - 0,842. The assumed 
error function is the sum of squared deviations (SOS) between the 
set value and network output calculated for each set. The error value 
for the training set is at the level of 3%, for the validation set - 12%, 
and for the test set - 9%. Considering the problem’s degree of com-
plication, the number of input data and the assumed outputs, it can be 
stated that the network parameters are at a sufficient level. Hyperbolic 
tangent (Tanah) was assumed as the activation function in the hidden 

Table 3. Idependent variables

L.P. INPUT variables Scope 

1 number of forgings 0-25000

2 temperature [°C] 900-1200

3 nitrification yes/no

4 deformation time [s] 0-0,185

5 total time [s] 0-2,5

6 pressure [MPa] 0-1300

7 path of friction low, medium, high, very high

8 lubrication yes/no

9 shape A, B, C, D, E, F

Table 4. Parameters of MLP 19-25-5 neural network

Name of network MLP 19-25-5

Error (training) 0,039309

Error (validation) 0,127667

Error (testing) 0,090174

Quality (training) 0,937455

Quality (validation) 0,828000

Quality (testing) 0,842213

Training algorithm BFGS 56

Error function SOS

Activation (hidden) Tanh

Activation (output) Logistic

Fig. 6. Changes in errors (training and validation) depending on epoch 
number for MLP 19-25-5 network

Fig. 7. Diagram of the elaborated MLP 19-25-5 network

Table 5. Summary of the network fit level for the observed variable wear

wear
Remainder 

squares mean 
value

Mean absolute 
error

Correlation 
coefficient

Training 0,0306 0,1175 0,9577

Validation 0,1161 0,1833 0,8147

Testing 0,0573 0,1579 0,9200
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mechanical fatigue output variable (z-cm), for which the correlation 
coefficient for the test set is at the level of 0,72, and the mean absolute 
error equals 0,17 (table 9). 

Conducted by the authors of the study in the scope of tool life 
(material and others [11, 12]), concerning the input variables and 
their sequence, are correct and the obtained hierarchy of importance 
is mostly determined by the amount of data and its type. Only the 
case of the pressure variable, for the elaborated network, is some-
what thought-provoking, as in the case of abrasive wear, described 
by means of the Archard model, the volume of wear is proportional to 
i.a. pressure. On the other hand, the Archard model proves effective 
mainly for non-lubricable contacts. What is more, as it was pointed 
out earlier, the input variables are generally not independent, and so, 
even experienced researchers are faced with doubts when separately 
analyzing some of the results.

4.4. Modeling results analysis

The analysis of the results obtained in the inference process, with 
the use of a virtual experiment, as compared with the results obtained 
empirically, shows an error at the level of 0-10%. Considering the fact 
that, in the actual industrial processes, such differences can assume 
even higher values for the particular tools, and the determination of 
the dominant mechanism is not always possible, even when it is per-
formed by an experienced operator, the proposed inference model 
should be treated as sufficient for the analysis of the described proc-
ess. Exemplary inference results obtained with the use of the elabo-

Table 9. Summary of the network fit level for the observed variable z-cm

z-cm
Remainder 

squares mean 
value

Mean absolute 
error

Correlation 
coefficient

Training 0,0303 0,1064 0,8943

Validation 0,0949 0,1772 0,6790

Testing 0,0802 0,1722 0,7222

Table 10. Inference results for selected input scenario

1 2 3 4 5 6 7

IN
PU

T

number of forgings 550 1850 1850 4000 4300

temperature 950 950 1200 1100 950

deformation time 0,183 0,048 0,048 0,083 0,027

total time 1,684 1,068 1,068 0,603 1,444

pressure 168 640 640 210 400

lubrication 0 1 1 1 1

shape A D D A E

nitrification no yes yes no yes

path of friction low low low high medium

O
U

TP
U

T
M

LP
19

-2
5-

5

wear 0,0493 0,0497 0,0342 -0,0182 -0,105

z-cm 0,000 0,877 0,912 0,403 0,149

z-s 0,000 0,113 0,028 0,295 0,836

o-p 0,000 0,000 0,059 0,300 0,013

z-m 0,000 0,010 0,001 0,000 0,000

O
U

TP
U

T
EX

PE
RI

M
EN

TA
L 

DA
TA

wear 0,000 0,000 -0,040 -0, 020 -0,250

z-cm 0,000 1,000 1,000 0,333 0,000

z-s 0,000 0,000 0,000 0,333 1,000

o-p 0,000 0,000 0,000 0,333 0,000

z-m 0,000 0,000 0,000 0,000 0,000

Table 8. Summary of the network fit level for the observed variable z-s

z-s
Remainder 

squares mean 
value

Mean absolute 
error

Correlation 
coefficient

Training 0,0114 0,0659 0,9263

Validation 0,0359 0,1051 0,7711

Testing 0,0356 0,1122 0,7656

Table 6. Summary of the network fit level for the observed variable z-m

z-m
Remainder 

squares mean 
value

Mean absolute 
error

Correlation 
coefficient

Training 0,0044 0,0196 0,9664

Validation 0,0039 0,0179 0,9759

Testing 0,0009 0,0114 0,9954

Table 7. Summary of the network fit level for the observed variable o-p

o-p
Remainder 

squares mean 
value

Mean absolute 
error

Correlation 
coefficient

Training 0,0018 0,0221 0,9425

Validation 0,0043 0,0366 0,8992

Testing 0,0061 0,0490 0,8077
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esses, that do not use cooling and lubricant. Table 11 shows the most 
important parameters for the two variants of working tools: a) with 
lubrication and cooling, and b) without lubrication and cooling.

The results indicate that in the hot forging process for the heated 
tool (nitriding) and cooled, the dominant, destructive mechanism (for 
average number of forgings of about 15,000) is a thermo-mechanical 
fatigue, rather than abrasive wear. These results indicate a slightly dif-
ferent interpretation accepted in literature for the common view of the 
fact, that statistically 70% of the forging dies is withdrawn from pro-
duction due to the loss dimensions - due to abrasive wear and plastic 
deformation, 25% – as a consequence of fatigue cracks and only 5% 
for other reasons (non-compliance with the technology, construction 
and material defects, thermal and thermo-chemical treatment defects, 
etc.). For a case when the tools are not lubricated and cooled per-
centage of the abrasive wear is dominant, increases also the share of 
plastic deformation. Conducted research and analyzes for other values 
characterizing parameters of the tools (pressure, contact times and the 
deformation temperature of the initial billet, etc.) confirm the relation-
ship shown the dominance of thermal-mechanical fatigue in relation 
to “easily measurable” abrasive wear. In contrast, it was also observed 
that in case the tools are lubricated, but do not have the protective 
layer in the form of “nitriding” thermo-mechanical fatigue is also a 
parent, wherein, with the number of forging (the average number of 
about 7000-8000 forgings), much faster, the predominant destructive 
mechanism is abrasive wear.

The results presented in the diagrams were obtained based on the 
experimental data (450 records of knowledge were elaborated), which 
were used to construct a decision support system based on ASN for 
the analysis and prediction of forging tool durability. On this basis, 
the system generated the results for two different sets tool operation 
conditions (for exemplary work conditions data, shown in Table 11).

In the case of diagram b), Fig. 9, the collection of experimen-
tal data (vectors of knowledge) also included the values of material 
growth for a small number of forgings, which, as confirmed by the 
studies, was the result of adhesion of the forging and tool material, 
hence the positive values.

rated neural network for selected input data scenarios, are presented 
in Table 10. 

The data presented in Table 10 confirms a good agreement and 
a correct tendency of the calculations obtained from the elaborated 
network, in reference to the experimental test results for the set values 
of input parameters. The differences are at the level of 10%, which is 
confirmed by the error set to evaluate the network. For example, for 
the input values presented in column 6 (number of forgings = 4000, 
temperature = 1100, deformation time = 0,083, total time = 0,63, pres-
sure = 210, lubrication = 1, shape = A, nitrification = no, path of fric-
tion = high), the network demonstrated wear at the level of -0,0182 
mm, that is very close to  0, which is confirmed by the experimental 
tests. According to the network, the wear mechanisms for this input 
scenario are: thermo-mechanical fatigue (z-cm) at the level of 0,403, 
abrasive wear (z-s) = 0,295 and plastic strain (o-p) = 0,300. The par-
ticipation of the mechanical fatigue mechanism (z-m) was determined 
by the network to be at the level of 0. The experimental data in this 
case confirms the correctness of the results provided by the network. 
Precisely, these three mechanisms, with the participation of 0,33 each, 
were pointed to in the experimental tests. Fig. 8 illustrates an interface 
system developed which allowed for testing of the model.

The developed interface is very user-friendly, as it allows for an 
intuitive and efficient determination of the values of the input vari-
ables (by way of shifting the slide or directly entering the data).  The 
determination of any interesting values of input variables (number of 
forgings, charge temperature, hardness, deformation time and total 
time, pressures, path of friction, lubrication and the representative el-
ementary tool shape), automatically generates a report on the output 
parameters. Preliminary tests of its use by employees working in se-
lected die forges (i. a.: kuźnia Jawor, kuźnia Polska) showed a high 
ease into use and high functionality and practical usability.

4.5. Global interesting results

After successfully verifying the actions a decision support system 
authors conducted a a global analysis using ANN. Fig. 9a shows an 
example of the results of the percentage share the main mechanisms 
of destruction and loss of geometric material for “common condi-
tions” prevailing in the industrial processes of forging, in the case of 
tools with lubrication. In contrast, in Fig. 9b results for forging proc-

Table 11. The most important parameters of the forging tools: a) the typical conditions prevailing in the forging process for tools with lubrication, b) tools 
without lubrication and cooling

Work conditions

Tem-
perature of 

billet
[°C]

Normal stress of Sur-
face tool detemined by 

FEM [MPa]

Forming time 
(forging)

[s]

Total contact time 
deformated material 

with tool [s]
Nitriding Lubrication 

and cooling

With lubrication 1100 650 0,097 0,717 yes yes

Without lubrication 1100 650 0,097 0,717 no no

Fig. 8. Presentation of calculations by means of SEPEK interface

Fig. 9. Comparison of the percentage share results of the main mechanisms 
of destruction and loss of material with growing number of forgings: 
a) typical conditions - tools heated, lubricated and cooled, b) “non-
standard conditions” prevailing in the industrial processes of forging 
- without lubrication
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The local extremes in both diagrams with the number of over 15 
thousand forgings, are caused by the fact that, in the experimental 
studies, different tools from the same processes were selected (after 
different numbers of produced forgings), and so, the obtained results 
e.g. of the measurement of material loss for the tool after 12 thousand 
forgings and another after 15 thousand, can vary slightly.

It should be noted that these results, obtained with the use of the 
elaborated system, provide error at the level of up to 10%. Also, the 
experimental data did not include (cover) all the areas, i.e. from 0 to 
25 thousand forgings.

What is more, it was observed that, due to the working condi-
tions of the tools with similar numbers of forgings (about 17000, for 
both sets of tool working conditions), a rapid increase of material loss 
occurred. The macro- and micro-studies  showed that larger parts of 
material were detached, e.g. of the nitrided layer from different areas 
or the oxidized and cracking network of thermo-mechanical fatigue, 
which intensified the mechanism of abrasive wear, as they worked 
as hard particles, abrading and taking away other parts of the tool 
material. It is interesting to notice that, in the case of lubricated and 
cooled tools, from as few as 20 thousand forgings up, we observe an 
increase of the participation of thermal fatigue in respect of abrasive 
wear. This case is slightly different than the one of non-cooled and 
non-lubricated tools, for which, with the same number of forgings, a 
drop of abrasive wear was observed, with a simultaneous increase of 
thermo-mechanical fatigue. 

The studies of the methods of evaluation and analysis of forging 
tool durability, presented in works [8, 9, 11], have shown that: most of 
the degradation mechanisms in the die forging processes performed at 
elevated temperatures cause and reveal themselves in the form mate-
rial loss or shape change. The wear intensity changes with the change 
of the process parameters, which is determined mainly by the contact 
time, pressure values, temperature changes and tribological conditions. 
That is why it has been commonly assumed that it is abrasive wear 
which is the dominating degradation mechanism, whereas the second 
dominating mechanism is plastic deformation. And so, very often, in 
many elaborations, most of the degradation mechanisms are modelled 
by means of the Archard abrasive wear model. As it has been demon-
strated by the results [6, 8] of the presented microstructural tests, the 
results of surface scanning (Fig 10-11) and implemented to database 
in the decision support system and the results obtained from the expert 
system, the most frequently occurring as well as dominating mecha-
nism is thermo-mechanical fatigue, which additionally accelerates the 
other degradation mechanisms. On this basis, it can draw, that in hot 
die forging processes, in the case when the tools, in a particular opera-
tion or in the whole process, are not lubricated and cooled, it can be 
assumed that abrasive wear is the actual dominant degradation mech-

anism, and thermo-mechanical fatigue plays a secondary role. In 
such cases, the percentage of plastic deformations increases as 
well, as a result of the effect of temperature, which causes local 
tempering of the tool material and lowering of durability. Fig. 10 
shows images of exemplary tools, in the analyzed processes, for 
which the descried situation takes place.

In contrast, for forging tools working under typical condi-
tions, such as hot and semi-hot die forging processes, which 
are lubricated and cooled, thermo-mechanical fatigue is mostly 
the dominant mechanism. As a result of periodical temperature 
changes, during the forging process, we observe an alternating 
expansion and ‘shrinkage’ of the surface layer of the die, which, 
in consequence, leads to the formation of a thermal crack net-
work. The latter, as a result of periodical mechanical loads, 
causes an increase in the stress concentration and expands by 
forming a primary and, in time also, secondary crack network. 
The spalling of the thermo-mechanical fatigue network causes 
a further expansion of cracks and intensifies the abrasive wear. 
The crack expansion is also favoured by the presence of scale, 
which, by filling the crack, can work as a ‘wedge’. Under 

such process conidtions, plastic deformations basically do not occur. 
Fig. 11 presents a comparison of the state of the tools (die inserts) 
after performance, used in the industrial process of forging a front 
wheel, for the first operation (no lubrication or cooling) as well as for 
the second operation (the tools are lubricated and cooled).

Fig. 11 shows the results of the state of tools (die inserts) after 
their exploitation, used in the manufacturing process of wheel forging 
process for different working conditions confirmed the complexity 
of the occurrence of many destructive mechanisms, both in different 
regions of the tool, as well as the change and the progression of wear 
with increasing the number of forgings.

The presented comparison illustrates very well the complexity 
and variety of the mechanisms occurring in the case of forging tools, 
which confirms my conviction even more that the analysis of durabil-
ity is still an existing challenge.

5. Summary 

The work involves the use of artificial neural networks in a deci-
sion support system in durability prediction of forging tools used in 
the hot die industrial forging processes.

Fig. 10. Analysis of non-lubricated and non-cooled tools: a) results of scanning for the 
collar area, b) temperature distribution in the most worn area, obtained from 
MES, c) view of the dies used to forge a construction catch in the first operation, 
d) microhardness measurement results, e) plastic deformations in the analyzed 
area – metallographic microscope, e) traces of abrasive wear – scanning micro-
scope

Fig. 11. Comparative analysis of unlubricated tools with lubri-
cated and cooled tools, used in the same forging process:  
a) lower die insert after 9000 forgings, b) tool scanning results, c) 
SEM image from the selected die area – traces of plastic deformation, 
abrasive wear and oxidation, d) lower die insert after 1850 forgings, 
e) image of the insert front from the selected area after 550 forgings, f) 
after 4300 forgings, g) SEM image of the insert front from the marked 
area in Fig. 11d – visible primary network of thermal fatigue, traces 
of grooves formed as a result of abrasive wear by hard particles
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Forging tools (dies and punches) designed by engineers  and tech-
nologists used in the die industrial forging process wear usually much 
earlier than it was planned. The durability of forging tools depends 
primarily on: the conditions under which extends the forging proc-
ess, the design and construction of tools, their proper heat treatment, 
appropriate for the tool material, the shape initial billet and preform 
and also a lubrication and cooling systems, etc. Therefore, it is advis-
able to systems development systems which provide the best choice 
of tools working conditions in order to increase its life. Developed a 
decision support system is an excellent IT, which could support and 
supplement work of process engineer in the selection of the optimal 
working conditions of forging tools. In the manuscript presented a 
prototype version of such a system.

Presented in the article the system has been developed based on 
the experimental data obtained for selected representative industrial 
die forging processes, which include most of the processes imple-
mented in die forges. As the formal tool representing the knowledge in 
the system, an artificial neural network was used. The set of data ap-
plied for network training contained 450 training cases coming from 
the performed experimental research as well as computer simulations. 
The results show that, by parameterizing the crucial factors of the 
forging process, it is possible to develop an evaluation  system of 
the percentage of the typical failure mechanisms (thermo-mechanical 
fatigue, mechanical wear, abrasive wear and plastic strain) and to cal-
culate the value of the geometrical defect of the tools. 

Predicting the degree of wear/failure of the die and the type of 
mechanisms responsible for this, with the assumed parameters of its 
work, is a very complex process, difficult to design. The collected 
source data and the neural network elaborated on its basis make the 
assessment error at the level of 10%, which, considering the compli-
cation of the problem, is a satisfactory result. The level of the global 
error with which the network model performs the calculations is at the 
level of 10% (testing error = 0,09) and it is comparable with the value 
of the error determined for the first version of the SEPEK system, 
formalized by means of fuzzy logic (0-10%  for the percentages of 
wear mechanisms; 0-15% for the parameter of the wear degree). Con-
sidering the large differences in the wear of the particular tools and 
the fact that pointing to the mechanism determining the wear cannot 
always be clear, even in the case when it is performed by an experi-
enced expert, it can be assumed that the elaborated system provides 

results with an acceptable error. One should also emphasize the fact 
that the results obtained by the system have been verified and posi-
tively evaluated by experts.

Carried out thanks to decision support system-based on ANN glo-
bal analysis and other durability testing showed that fatigue thermo-
mechanical destruction due to oxidation, very often occur together 
with the mechanism of wear, creating a synergy effect, causing the 
acceleration, the most visible and “easily measurable” process abra-
sive wear. So, as clearly mentioned in the available literature rightly 
given that as many as 70% of all withdrawn of forging tools from 
further exploitation is the result of wear. But not informed by the fact 
that a significant part of this share is caused by the strengthening of 
the destructive mechanism mainly due to thermo-mechanical fatigue. 
The synergy between these mechanisms results in detachment of 
non-cyclic large particles for tool with a primary or secondary grid 
of cracks and detachment of the cyclic much smaller particles - scale 
in the form of hard oxides. All of these particles as a result of thermal 
fatigue and oxidation work as a kind of abrasive greatly intensifying 
the destruction process as a result of wear (abrasive wear). This in 
turn leads to a sometimes very large changes in geometry tools which 
translate directly to the forging, which from the point of view quality 
and functionality of such a product is not permitted.

The further work aiming at perfecting the model will be con-
nected with the process of optimizing the network and introducing 
a larger amount of training data obtained from the consecutive ex-
perimental data. 

The results obtained and presented in the manuscript are distinctly 
application character, because based on the these analysis concerning 
of destructive mechanisms can be used appropriate methods or pre-
ventive measures that will allow to increase the durability of forging 
tools. The recipients of this type of decision support systems are, as 
revealed preliminary research especially technologists and engineers 
working in the die forges.
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1. Introduction

In recent years, a new era has seen the development of high-speed 
railway in China. By the end of 2012, China has boasted the cover-
age of about 9,356-km-high-speed railway[11]. the beijing-Shanghai 
High-speed Railway which began to operate in July, 2011 has further 
pushed China towards super-high-speed trains with an operating speed 
of 380 km/h [20]. during the 13th five-year plan, the high-speed rail-
way is supposed to increase to 30,000km, covering more than 80% 
of big cities. This widespread coverage has definitely rendered the 
reliability of EMUs a top priority. Nowadays, EMUs are generally 
ascribed to the extreme complexity and interdependencies as a result 
of the systematic use of new technologies (such as artificial intelli-
gence, information/communication technologies, or communication 

networks). Failures of EMUs could cause a catastrophic accident, for 
example, the Wenzhou High-speed train crash on July 23, 2011. To 
sum up, the extreme reliability, the most critical of EMUs regarding 
the traction system, can never be underestimated.

Over the past decade, the need to conduct an analysis of system-
atic reliability and safety assessment with respect to EMUs has long 
been recognized. In an effort to avoid economic losses and heavy cas-
ualties arising from safety violations, a large number of studies have 
been conducted to combine risk-based reliability analysis into safety 
control of emus. For example, hanmin lee, euijinJoung, et al [18] 
built the management system in PDM (Product Data management) for 
failure history data to analyze the reliability of advanced EMU. Joung, 
e.[14], on the basis of the referenced ramS standards, presented a 
system of reliability prediction and relevant demonstration procedure 

yanhui wanG
lifeng bI
Shujun wanG
Shuai lIn
wanxiao XIanG

the appliCation of dynamiC bayesian network 
to reliability assessment of emu traCtion system

zastosowanie dynamiCznyCh sieCi bayesowskiCh 
do oCeny niezawodnośCi elektryCznego systemu trakCyjnego

The article introduces a novel application of a Dynamic Bayesian Network (DBN) in the reliability assessment with regard to the 
traction system of Electric Multiple Units (EMU), which focus on modeling approach to DBN construction. As a result of high 
complexity and growing interdependencies, it is increasingly vulnerable to the failure of components. Although many studies on 
the use of BN for estimating the system reliability have been conducted, there is a lack of effective modeling power regarding cur-
rent tools in depicting both functional and temporal dependencies between components. In this paper, a new modeling approach 
to DBN generation is submitted, which can be applied to the system made up of certain components and different types of flows 
propagating through them. The Component-based CPT (Conditional Probability Table) and Time-dependent CPT are used to 
describe functional dependencies and temporal dependencies respectively. As the complexity of the system cannot be modeled in a 
tractable way as a DBN, a Breadth-First-Search (BFS) algorithm is introduced for the construction of the DBN model in an auto-
mated manner. With the application of the proposed DBN-based approach, the reliability of the traction system can be evaluated 
at any given time, which is of great significance to determine the plan of maintenance in an effort to ensure the system safety.

Keywords: DBN; traction system; reliability assessment; breadth-first-search algorithm.

W artykule omówiono nowatorskie zastosowanie dynamicznej sieci bayesowskiej (DBN) do oceny niezawodności elektrycznego 
systemu trakcyjnego ze szczególnym uwzględnieniem metod modelowania DBN. W związku z rosnącą złożonością elektrycznych 
systemów trakcyjnych oraz wynikającą z niej coraz większą ilością współzależności między komponentami, systemy te narażone 
są coraz częściej na awarie części składowych. Chociaż istnieje wiele badań dotyczących oceny niezawodności systemów trak-
cyjnych, stosowane obecnie narzędzia nie mają odpowiedniej mocy modelowania koniecznej do opisu zależności funkcjonalnych 
i czasowych pomiędzy częściami składowymi. W niniejszej pracy zaproponowano nową metodę modelowania generowania DBN, 
którą można stosować w odniesieniu do systemów składających się z pewnych określonych komponentów oraz różnych typów roz-
chodzących się przez nie przepływów. Zależności funkcjonalne i czasowe opisano, odpowiednio, za pomocą tablicy komponento-
wych prawdopodobieństw warunkowych (Component-based Conditional Probability Table, CPT) oraz tablicy czasowo-zależnych 
prawdopodobieństw warunkowych. Ponieważ złożoność systemu nie pozwala na zamodelowanie go w prosty sposób jako DBN, 
do automatycznej budowy modelu DBN wykorzystano algorytm przeszukiwania wszerz (Breadth-First-Search). Oceny niezawod-
ności systemu trakcyjnego z wykorzystaniem proponowanej metody opartej na DBN można dokonywać w dowolnym czasie, co ma 
ogromne znaczenie przy planowaniu konserwacji w celu zapewnienia bezpieczeństwa systemu. 

Słowa kluczowe: dynamiczna sieć bayesowska, system trakcyjny, ocena niezawodności, algorytm przeszukiwa-
nia wszerz.
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to apply it to the advanced EMU. As for the traction system, SeoS 
i, Park c S, choi S h, et al. [25, 26] offered a procedure that can 
be utilized to assess and manage in a practical manner the reliability 
regarding the prototype system of train traction. With the application 
of reliability block diagram and failure mode effect, an analysis of re-
liability was carried out after the electric traction system is classified 
into subsystems. chateauneuf aet al. [8] put forward a methodology 
with the characteristic of consistency reliability to conduct an analysis 
of traction equipments subjected to fatigue, corrosion, and imperfect 
maintenance operations with a view to improving their inspection 
based on a balanced cost and reliability. For the purpose of meeting 
the challenge that different functions of sub-systems are likely to be 
activated in different contexts, Wang S, Ji y, dong W.[30] devised 
a new model of reliability analysis which is based on stochastic au-
tomata for the traction system of high-speed train. With the theory 
of stress–intensity distribution interference in mind, and the use of 
the mode of advanced first order and second moment, li cet al. [19] 
formulated a reliability model to estimate the reliability of an EMU 
traction system.

An increasing number of recent studies have emphasized on the 
estimate of reliability with regard to EMUs with the use of Bayesian 
networks (BN), a widely applied system to conduct uncertain knowl-
edge representation and reasoning. A comparison has been made be-
tween the modeling and analysis of fault-trees[23,4], reliability block 
diagrams[29] and bns, which has established that they possess a sig-
nificant advantage over the traditional frameworks. Bayesian network 
models designed for reliability evaluation can be obtained through 
the conversion of the traditional ones [6]. bobbio et al. [4] presented 
an algorithm of mapping a fault tree with general gates model into an 
equivalent bayesian network representationvand kim [21] presented 
a general method to convert a reliability block diagram to a Bayesian 
network. based on the theory of bn, reference [35] makes the relia-
bility assessment for high-speed train bearing under the extreme sam-
ple size which solves the reliability life of the bearing; reference [34] 
assesses the reliability of key structure of C70 gondola car which fol-
lows Gaussian distributions for extreme sample size. dorociak, r.[9] 
presented a method to analyze in a probabilistic manner the reliability 
regarding an innovative autonomous railway vehicle. It renders a sup-
port to the modeling of the failure propagation within the specification 
of complex systems. When the failure propagation is translated into 
a Bayesian network, a sophisticated probability analysis is made pos-
sible. Guo J, Wilson a G. [12] proposed a bayesian approach to make 
an assessment of the reliability of multi-component systems, which 
facilitates us, with the use of the multilevel information available, to 
evaluate the system, the subsystem, and the component reliability. We 
can safely confirm that the research into railway vehicle reliability is 
still in BN stage.

However, in conventional BN-based analysis, it is a static model 
which stands for a joint probability distribution at a time interval or 
a fixed point. Meanwhile, the dependency among variables is not 
submitted[20,21] in the construction of a bn model. [32, 33]. yet dy-
namic Bayesian Networks (DBNs) are enduring extension of BNs, 
which make it convenient for us to acquire explicit modeling of tem-
poral dependencies. DBNs render us an unique technique to model 
time-dependent changes in an intuitive way by means of a robust 
probabilistic framework [16]. and, the learning and reasoning engine 
of DBN makes it a possibility for complex interactions among the 
components of EMUs to be taken into consideration with regard to 
reliability assessment. Many studies, with the use of DBN to esti-
mate system reliability, have been put forward, while Boudali H. et 
al. [5] presented that, through the transformation of dynamic Fault 
Trees (DFT) into DBN, the integration of the dynamic aspect shall 
be acquired. as for Portinale et al. [24], a software called reliability 
Analysis with Dynamic Bayesian Networks (RADYBAN) has been 
employed, it supports an automatic translation from DFT into a DBN 

and presents a method of reliability modeling. Weber and Jouffe [31] 
had a methodology employed to facilitate a developing dynamic ob-
ject oriented Bayesian networks to formalize complex and dynamic 
models, with the model structure deduced from the malfunctioning 
(knowledge represented through FMECA method) and functional 
analysis (knowledge formalized by SADT method).

One of the major limitations of the DBN framework, however, is 
the complexity of the system that can be tractably modeled as a DBN 
[22]. current tools, which are based on the assumption of a pre-built 
DBN, have some disadvantages, including a lack of effective mod-
eling power in depicting both functional and temporal dependencies 
between components. In this paper, a new modeling approach to DBN 
generation is submitted, which can be applied to the system made 
up of certain components and different types of flows propagating 
through them, with each component possessing Conditional Probabil-
ity Table (CPT) for a description of the relations between input–output 
flows. The Component-based CPT (Conditional Probability Table) 
and Time-dependent CPT are used to describe functional dependen-
cies and temporal dependencies respectively. As the complexity and 
size of the system cannot be modeled in a tractable way as a DBN, a 
Breadth-First-Search (BFS) algorithm is introduced for the construc-
tion of the DBN model in an automated manner.

The paper has the structure of organization as follows. Section 2 
offers a general overview of DBN and its inference scheme. In Sec-
tion 3, Basic concepts of a dynamic system model and the component-
based CPTs(Conditional Probability Tables) are introduced. Based on 
these concepts and a trace- back algorithm, an automated DBN gen-
eration procedure is proposed in Section 4. In Section 5, an applica-
tion of the proposed approach to reliability analysis is conducted in a 
traction drive system of the case study of EMUs, with the conclusions 
reached in Section 6.

2. An overview of DBN

Bayesian Networks (BNs) are in the form of directed acyclic 
graphs for uncertainty reasoning, with the nodes representing vari-
ables and links defining probabilistic dependences between variables. 
The CPTs connected to the nodes determine the extent to which the 
linked nodes depend on each other. On the basis of the conditional in-
dependency theorem, BN carries out a factorization of the joint prob-
ability distribution of a set of random variables { }1 2, , nX X X with 
local dependencies in mind. In this aspect, the distribution mentioned 
above can be allowed to be decomposed as what is derived from the 
probabilities of the nodes given their immediate parents:

 [ ] ( )1 2
1

, , |
n

n i i
i

P X X X P X Pa X
=

 =  ∏

 (1)

Where ( )iPa X  is the parent node of variable iX . The computation 
is based on the probabilities of the parent’s states and the CPT. For in-
stance, let us consider two nodes 1X  and 2X  with two states ( 1S  and 

2S ) each structuring the BN. This CPT is defined as a matrix:
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( ) ( )

2 1 1 1 2 1 1 2
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By means of relevant temporal dependencies that capture the dy-
namic behavior of the domain variables between representations of 
the static network at different times, the static BN can be extended to 
get a DBN model. Early work in regard to the application of BNs to 
dynamic domains [1, 2, 10, 14] has rendered us formalisms of dbn, 
with two types of approaches distinguished in the representations of a 
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dynamic Bayesian network, i.e., instant-based (time-sliced) type and 
interval-based (event-based) type [5]. the former involves discretiz-
ing the time line and associating a node to every time instant. Basi-
cally, the models have been acquired with the generation of a BN for 
a specific time instant, with the same structure repeated for every time 
instant over the time range of interest. Example includes Temporal 
bayesian networks (tbn) [15], modifiable temporal belief net-
works (mtbn) [1]and dynamic object oriented bn (doobn)[31]. 
in ref. [31], P. Webber et al. applied a 2-time-slice dbn to model 
temporal dependencies , with the model structure deduced from the 
functional analysis. Another representation of DBN is event-based 
approach. As for the latter, the time line is sliced into a finite number 
of time intervals, with just one BN generated, and each node possess-
ing a finite number of states equalizing to that of time intervals. The 
involved examples are Temporal Nodes Bayesian Networks (TNBN)
[2], net of irreversible events in discrete time (niedt)[10] and 
discrete-time bayesian network (dtbn)[23], where a node stands 
for an event, with a certain outcome to take place at a certain time 
interval. According to the fact that our DBN model features the fixed 
structure that can be repeated for every time instant, this paper adopts 
the time-sliced type.

The DBNs allow us to taking time into consideration, with the 
definition of different nodes to stand for the variables at different time 
slices. The joint distribution of probability regarding a set of random-
ly variables at time t t+ ∆  can be decomposed as what is derived from 
the probabilities of the nodes given their immediate parents:

1 2
1

, , | , ( ), ( )
n

t t t t t t t t t t t t
n i i i i

i
P X X X P X X Pa X Pa X+∆ +∆ +∆ +∆ +∆

=

   =   ∏

 (3)

where t t
iX +∆  and t

iX  are the copies of iX  in two consecutive time 
slices with a time interval of t∆ , ( )t

iPa X  and ( )t t
iPa X +∆  are the 

parent sets of at the time slices t  and t t+ ∆  respectively. Depending 
on the dynamic transition and physical features of the stochastic proc-
ess of interest and thus the conditional inter- dependencies that need 
to be modeled, either aforementioned parent set could be empty.

Defining these impacts as transition probabilities between the 
states of the variable at time step t t+ ∆  and those at time slice t leads 
to the definition of CPTs that are relative to inter-time slices. With this 
model, the future slice t t+ ∆  is conditionally independent of the past 
given the present t , which means that the CPT respects the Markov 
properties. This CPT is defined as:

 P X X P X Pa Xt t t
i
t

i
t

i

N
+∆

=
( ) = ( )∏| | ( )

1
 (4)

where t
iX  is the i  th node at time t  and ( )t

iPa X  are the parents of
t
iX  in the graph. The nodes in the first slice of a DBN do not have any 

parameters associated with them, but each node in the second slice of 
the DBN has a conditional probability table (CPT) for discrete vari-

ables, which defines P X Pa Xi
t

i
t| ( )( )  for all 1t ≥ . Several inference 

methods for a DBN can be used, i.e., forwards-backwards algorithm, 
unrolled junction tree, and the frontier algorithm. For the evaluation 
of the dbn presented in this article, a netica procedure[7] based on 
the junction tree is used.

3. Component-based CPT

This modeling method involves a component-based approach, 
i.e., any system is modeled as a group of interconnected components. 
Different classifications of energy, information or materials are trans-
ferred in the form of flows by means of the connections between the 
components, with each one possessing some input or output relation-
ships that quantified through the association of a conditional prob-
ability table. generally speaking, components in the system serve 
as the building blocks and flows make their movements among the 
components.

3.1. Basic concepts

In order to define Component-based CPT for DBN formally, we, 
first, capture the breakdown structure of the system into physical or 
functional components; second, identify the input and output flows in-
cluding types and finally model the system as networked components 
with input and output flows.

3.1.1. Components

A component is defined as any of the elementary unit of a sys-
tem, including all the electrical and mechanical devices. They are in 
the form of either active components such as coolers and pumps, or 
passive components such as wires and pipes. Symbolized as a sim-
ple circle, each component has a label, with some arrows pointing 
outward or inward, acting as its output or input paths in a respective 
manner. CPT, the vital part of component models, defines how output 
values are formed on the basis of input values. Here three kinds of 
components are defined: flow-intervened components, flow-collab-
orated components and flow-dependent components. Each one can 
take on several states or failed modes, and as far as each state, there 
is a definition of time-dependent CPT. Take the pressure control as 
an example. It involves several failed modes identified from previ-
ous experience and expert judgment. An expert can predict at least 
the following software malfunctions, i.e., the low-stuck, high-stuck or 
oscillating control signal. 

3.1.1. Flows

A system can be considered as a networked topology structure 
of components along flow paths. A flow is generally defined as any 
energy, information or materials propagating from one component to 
another. Various discrete scales have been put in place in the previous 
work in engineering design to identify design dependencies between 
components in respect to the flows of material, energy or informa-
tion among functional components of systems during their concept 
development[28]. energy, matter and information are considered ba-
sic concepts in any design problem. It is the flow of these three con-
cepts that concerns designers. Flows are equipped with some physical 
properties vital to system analysis. As regards components, they can 
have an effect on these properties with flows passing through them. 
For example, an oil flow has a possession of physical properties like 
pressure, temperature, concentration and the flow rate. Likewise, their 
range of variation is expected to get specified.

3.2. Component-based CPT

Component-based CPTs are defined in accordance with the types 
of basic components tying together the input and output flows. The 
use of a component-based CPT allows us to obtain the output values 
for combination of varying input. And thanks to the component-based 
CPTs, we can acquire a model of the propagation involving several 
failure modes in the system through the input-output flows. Then, the 
hypothesis of independence between components made for traditional 
reliability assessment is not necessary. As a matter of fact, compo-
nent-based CPTs make it possible for us to compute repercussions of 
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interdependence components to the system reliability and introduce 
uncertainty by putting probabilities in place at the interval of value 
[0, 1].

3.1.1. Flow-collaborated components and its BN formalization

A sample Component-based CPT for a flow-collaborated com-
ponent is shown in Fig.1(a) The flow-intervened component has the 
same type of flow input and output. The output serves as a function 
or functionality condition in respect to the inputs. With the input from 
another component of the system, the CPT is an internal parameter 
embedded in the component. For the purpose of reaching the con-
version algorithm from flow-intervened component to BN, we have 
adopted the following convention: given a generic binary input flow 
or component CMP, we denote with CMP=1 the component failure 
and with CMP =0 the component normal. With the usual hypothesis 
that input flow or component failures are distributed in an exponential 
way, the probability of the occurrence of the primary event CMP=1 
at time t is exp( )tλ− × , where λ acts as the failure rate of input flow 
or component. 

Fig.1(b) demonstrated the conversion of a flow-collaborated com-
ponent. Input flow(INP)and flow-collaborated component (CMP) are 
assigned to probabilities in advance(in agreement with the probability 
of the occurrence of the primary event INP =1 or CMP=1), and output 
flow is assigned to its CPT. The output fails when flow-collaborated 
component or input flow falls into a failed state. 

3.2.1. Flow-intervened components and its BN formalization

A sample Component-based CPT for a flow-intervened compo-
nent is shown in Fig.2(a). The flow-intervened component has one 
type of flow input and another type of flow output. The output is a 
function or functionality condition of the inputs. With the input com-
ing from another component of the system, the CPT acts as an in-
ternal parameter of the component. In order to reach the conversion 
algorithm from flow-intervened component to BN, we adopt the same 
convention mentioned above.

Fig.2(b) shows the conversion of a flow-intervened component. 
Input flow(INP) is assigned prior probabilities (coincident with the 
probability of occurrence of the primary event INP=1), and flow-in-
tervened component are output flow are assigned cPt. cScSit[13] 
is potentially to help improve the Flow-intervened components’ CPT 
modeling for that it can provide a reliability parametrized component-
based modeling structure. In CSCSIT, a component failure occurs 
when the conceptual stress of the input flow exceeds its conceptual 
strength. Therefore, the conditional probability intP  for the compo-
nent CMP failure is given by:

 int Pr(   )INP CMPP CSte CStn= ≥  (5)

Here INPCSte is the conceptual stress of the input flow and CMPCStn

is the conceptual strength for the component CMP. One nice feature 
of the CSCSIT is that it can represent the uncertainty by conditional 

probability intP .

3.3. Time-dependent CPT

In the simplest form, as for the component in Section3.2, the com-
ponent is either in failed or work state. However, there is over one 
failure mode for a component in the general case. For example, a trac-
tion motor may be either overheating (O) or in operation (I). In our 
work, the failure modes of a component are defined by states, with a 
description of its ability or inability to output the desired flows. The 
multi-state of components can be modeled as a DBN formalization. 

Consider a traction motor with three states, which can be envis-
aged as: normal (N), overheating (O), and in operation (I). An Markov 
model of traction motor reliability is easy to build, which is shown in 
Fig.3(a). Then, independent components of the process are modeled 
by using DBN that is equivalent to an independent MC: Firstly, the 
traction motor is modeled by a discrete random variable X with states 
{N, O, I}.  Next two nodes are defined to model the random variable 
at time slices t  and t t+ ∆ : ( )CMP t  and ( )CMP t t+ ∆ . Kinked by an 
arc representing the dependency between the component states at time 
slice t  and its states at time slice t t+ ∆ , these nodes are both ren-
dered a description by the states {N, O, I}.  With the assumption of the 
constant failure rates of normal (N), overheating (O) and in operation 
(I) denoted as 1λ , 2λ  and 3λ , usually estimated by using historical 
data, the aforementioned transition gets modeled in the corresponding 
DBN through the conditional probability. In order to get clarified, the 
Markov model and the equivalent DBN in regard to state transition 
modeling of the traction motor are demonstrated in Fig.3(b), with T1 
at t t+ ∆ , the time-dependent conditional probabilities, presented in 
Table1.

Fig. 1. Component-based CPT for a Flow-collaborated Component

Fig.3 Markov model for state transition modeling of traction motor

Fig. 2. Component-based CPT for a flow-intervened component
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4. Modeling approach

Previous sections described the necessary details and settings of 
modeling a system. Her we move on to the second phase involving 
the procedure of the automated DBN construction, where a Breadth-
First-Search (BFS) algorithm works on the provided model to gener-
ate the Structure of DBN in the system. The depth-first search is used 
to identify reencountered events, and practise some simplification in 
the end. The main interest in such an approach to render a reliability 
modeling from DBN consists in the propagation of the components’ 
failure through the input/output flow of the system. However, the op-
eration to model complex systems makes a methodology a necessity 
in an effort to get the DBN’s structure specified, with four main steps 
involved in the proposed modeling approach as follows:

Create the model of component and input/output flows for the 1. 
analysis of system.
Identify the target event and system boundaries that have an 2. 
active influence on the propagation of components’ failures.
Structure a learning of DBN based on BFS.3. 
We will endeavor to formalize the DBN from this System rep-4. 
resentation.

4.1. Step 1: System modeling 

With the previous concepts introduced, we are allowed to model 
a variety of complex technical systems, including both configuration 
network and CPT description. The former’s configuration is simply 
modeled with appropriate components to get connected to each other 
in a desired manner. The components regarding CPT will simulate 
how the system operates in a comprehensive way. As far as the system 
modeling in DBN construction is concerned, we will have two proce-
dures illustrated in an explicit way in this step.

Malfunction knowledge acquisi-1) 
tion: Previous resources in regard 
to malfunctioning knowledge are 
supposed to be acquired in the first 
place in an effort to offer a basis for 
System modeling. The resources 
can be obtained in two aspects: 
empirical knowledge from domain 
experts and the accepted knowledge 
from existing design and construc-
tion standards. The collected knowl-
edge can be expressed in table.2 

the components of emu traction system are listed in the first 
row and the column in table.2, with their meanings queried 
to what is listed in Section 5.1 and the connection between 
components is represented by the flow of energy, matter and 
information.
Configuration model creation: Developed from a direct map-2) 
ping of the functional model to generic components by using 
the input and output flows, the configuration model represents 
the actual design under consideration. Called the component 
basis and the flow taxonomy, a dictionary of flows and com-
ponents as introduced in [27,17], is presented in the methodol-
ogy involved in this paper, where the configuration layout of 
the system is captured by means of configuration flow graphs 
(CFgs), with blocks representing system components and 
lines connecting the blocks the material, energy, or informa-
tion among the components( to be clarified, with solid lines 
representing material, dashed lines energy and dash dotted 
lines signals). An example of CFg is shown in Fig.4.

4.2.   Step 2: Target event identification

A target event is defined by assigning specific 
values to some of the system parameters. The tar-
get identification process involves two steps:

System boundaries identification: we firstly de-1) 
termine the border of configuration model. The hy-
pothetical lines, which are covered by BFS algorithm 
to determine the lines, are called system boundaries. 
A component located at system boundary is a start-
ing point for the BFS algorithm. 

Target event: We can specify any state of the start-2) 
ing point as a target event, including some parameters 
of a flow, like temperature pressure, flow rate, or 
pressure. The values can be selected within the range 
of these parameters. Under the definition of a sample 
target event, the output of pump p2 is zero or the tem-
perature of flow f1 is high. Then, a DBN synthesis 
algorithm starts from the point of occurrence of the 
target event, and relevant components, after which 

Fig. 4. Configuration flow graphs of EMU traction system

Table 1. Time-dependent CPT of the Traction Motor at t t+ ∆

( )CMP t N O I

( )CMP t t+ ∆

N ( ) ( )1 3exp +exp 1t tλ λ− ×∆ − ×∆ − 11 exp( )tλ− − ×∆ 31 exp( )tλ− − ×∆

O 0 2exp( )tλ− ×∆ 21 exp( )tλ− − ×∆

I 0 0 1

Table 2. Component connection table of EMU traction system

Compo-
nents TT 4QC AUX TCU INV CF TS TM

TT Energy

4QC Energy Energy

AUX Energy

TCU Informa-
tion

Informa-
tion

INV Energy

CF Matter

TS Informa-
tion

TM Informa-
tion
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the system reliability condition can be determined by tracing 
back all possible paths ending into the target event.

4.3. Step 3: DBN synthesis

A DBN construction is developed in this stage to integrate the 
configuration of the system in a simultaneous way, with the target 
event defined by what is completed in the previous step. What is 
mainly involved in procedure of the DBN construction is a BFS algo-
rithm to acquire all the paths leading into the target event. Depth-first 
search is one of the basic algorithms regarding graph theory, which is 
commonly employed to a test in connectivity or compute the shortest 
paths of underweighted graphs of single source [3]. With the target 
event is defined and all of the required CPT settings completed, the 
BFS algorithm is supposed to start from the point of occurrence of 
the target event, and examine the CPT of the components to acquire 
all of their potential causes. The algorithm switches from one compo-
nent to another in a reve rse direction of the flows. The synthesis of a 
DBN construction involves a determination of the system boundaries, 
network structure, as well as the Markov chain process, during which 
process three procedures are illustrated explicitly as follows:

Component added (BFS tree): Starting from the target event, 1) 
the frontier of BFS makes an outward expansion with each 
step, visiting all of the same-depth components before visit-
ing another at the next depth. Within a step of such top-down 
approach, each component checks all of its neighbors to see if 
there are overlooked ones, with its CPT searching to locate the 
rows with the output value of interest. In case of a CPT with 
one component leading to that output value, the previously un-
visited component will be added to the frontier and marked as 
visited by setting its parent variable. The procedure is contin-
ued until each component at the system boundary is touched. 
This algorithm yields a BFS tree and The pseudo code is de-
tailed as Table.3.

DBN Structure learning: 2) 
Structure learning aims at figuring out a proper directed acy-

clic graph (DAg), and confirming the failure mechanism among 
nodes. In accordance with the establishment of BFS tree, ex-
plicit DAg and failure mechanism among the components can 
then be revealed by the input and output flows. The definition of 
the failure mechanism is formalized at the level of the system, 
while the description of the failure mode is made at the level of 
component. In line with this functioning, the malfunctioning of 
the system is induced with a consideration of the normal and 
abnormal states of the components, with every component in 

the real-world situation represented by a Bayesian node. When a com-
ponent is considered in the BFS algorithm, the BN formalization of its 
CPT is created, with the rows involving the output value of interest set 
as its inputs. Each of these inputs will be checked for need to further 
expand. However, with this multi-state components considered, the 
DBN formalization of its CPT is created and two nodes are defined 
to model the variable in a random way at time slices t  and t t+ ∆ . An 
example of traction motor(TM) is shown in Fig. 5.

In Fig. 5, there are CF (cooling fan), TM Flow-collaborated, INV 
(traction inverter) and TMF low-intervened components. TM itself is a 
Time-dependent component. Based on the generation principle of CPT, 
Fig. 5(a) can be transformed into Fig. 5(b) by structure learning.

5. Example

5.1. DBN model of EMU traction system 

The CRH5 high-speed EMU is designed for a speed of 250 km/h, 
which consists of two symmetrical traction units (Mc(1), M2(2), 
TP(3)and M2(4) comprise tractions of unit 1; T2(5), TPB(6), MH(7) 
and Mc(8) comprise traction unit 2).Modern mechatronics technol-
ogy and its new features have led to a continuously improvement 
of the construction of the traction unit structures. A traction unit 
mainly includes traction transformer(TT), auxiliary inverter(AUX), 
traction inverter(INV), traction control unit(TCU), four-quardant 
rectifier(4QC), cooling fan(CF), traction motor(TM) and its tempera-
ture sensor(TS). The traction unit can be highly complex due to the 
systematic use of new technologies and be functional dependency due 
to the interactions between system functions with the characteristics 
of a variety of structures. 

In traction unit 1, four-quardant rectifier obtains power through 
the traction transformer at the bottom of the vehicle, with the power 
transferred to the traction inverter and the auxiliary inverter. Traction 
control unit gets power through the auxiliary inverter and control the 
air volume of fan following the signals collected by temperature sen-
sor, Traction inverter is connected to the traction motors through the 
terminal blocks of traction inverter. The traction motors have a cool-
ing fan and a temperature sensor in order to monitor and reduce the 
motor temperature. Mechanical energy from the output of the traction 
motor is delivered to the wheels through the OUT1. Fig. 6(a) shows 
the configuration model of the traction system of CRH5. According to 
the DBN modeling approach proposed in Section 4, we have chosen 

Table 3. Pseudo code of BFS

breadth-first-search (components, target event)

frontier ⟵ { target event }
next⟵ {}
parents⟵ [−1,−1, . . . ,−1]
while frontier= {} do
for c ∊ frontier do
for n ∊ neighbors[c] do
if parents[n] = −1 then
parents[n]⟵ c
next⟵ next ∪ {n}
end if
end for
end for
frontier⟵ next
next⟵ {}
end while
return tree

Fig. 5. Structure Learning of Traction Motor(TM)

Fig. 6. DBN Model of EMU Traction System
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energy output of traction motors OUT1 as a target event and a certain 
BFS tree is shown in Fig. 6(b).Then, the structure learning of DBN 
is based on the DBN formalization of components’ CPTs, and finally, 
we obtained the DBN shown as Fig. 6(c).

5.2. Reliability evaluation

Within the failure statistic data of the traction system of CRH5 
which is running in Beijing- Harbin high-speed railway, we have con-
ducted a calculation of the reliability indexes of the crh5 [4,6,21], 
with the time range set from September 15, 2011 to June 20, 2015 
respectively. With such an immense amount of data, we have just pre-
sented the results with respect to the reliability indexes of the compo-
nents mounted on the traction of unit 1 which is running in Beijing- 
Harbin railway. The results are presented in Table.4. In Table.4, where 
MDBF is the abbreviation of Mean Distance Between Failures.

Table.4 Reliability Indexes of the Components 

Component Number of 
failure

Average failure 
Rate(Time/1E5km) MDBF(1E5km)

TM 89 0.003415 292.8258

TCU 113 0.005621 177.9043

TT 77 0.002906 344.1156

INV 85 0.003205 312.0125

4QC 75 0.002655 376.6478

TS 121 0.006528 153.1863

AUX 80 0.003137 318.7759

CF 31 0.001312 762.1951

The reliability evaluation phase of 
the traction system is established with 
the application of Netica software shown 
in Fig.7. Take the traction system as 
an example, parent nodes TM_0, TS, 
AUX,TCU_0, TT_0, INV and 4QC at the 
component state layer stand for the states of components, excluding 
the faults of components. OUT, the unique child node represents the 
state of the traction system. Child node OUT has two states, i.e., nor-
mal one and failed one, and the probability that the normal one of 
OUT represents the value of the system reliability. For the purpose of 
modeling the temporal evolution of a system, we have selected two 
time slices for multi-states components, e.g., TM represents the cur-
rent time step of traction motor, and TM_0 the previous time step. The 
time interval Δt could be 1e5 km or 1e5 h. a wealth of time slices is 
in agreement with a smaller the value of Δt, hence rendering netica 

a longer running time. Here the DBNs are extended 1E5 km, and the 
DBNs structure of what is extended within the 40E5 km is presented 
in Fig.8.

When no component failure occurs, time interval, Δt, the system 
reliability is rarely affected for the reason that the extension of DBNs 
and the conditional probability of time slices involving each compo-
nent are rooted on the exponential distribution of components. As we 
have expected, with the increase in time, the reliability of the trac-
tion system decreases in a corresponding way. According to the DBN 
model of the traction system and what is obtained from the reliability 
indexes of the components of traction system, we can calculate that: 
In the 40E5km, the system still possess a reliability of 73.326%, with 
an indication of t sufficient secure on the part of the traction system.

When a certain component is abnormal, a calculation and plot of 
the reliability values shall be carried out. As is shown in Fig.8 (a), 
there comes a rapid decrease of reliability before the overheating of 

traction motor is detected, and once the traction 
motor goes in operation, the reliability of trac-
tion system decreases to 0 with the immediate 
overheating of traction motor after the system 
is started, rendering the motor a fatal weakness 
of the traction system and making it a necessity 
the improvement of the reliability of the traction 
motor value to the fullest degree.

As is illustrated in Fig.8 (b), there comes the 
fault of auxiliary inverter immediately after the 
system is started, with the reliability decreasing 
to a lower level lower when the no fault occurs. 
In the 40E5km, the system still possesses a reli-
ability of 68.28%. With the occurrence of the 
fault at a certain intermediate time, the reliabil-
ity decreases to the value when the fault occurs 
at 0t = . This arises from the fact that the aux-
iliary inverter is a flow-intervened component, Fig. 7. The Reliability Evaluation Phase of the Traction System

Fig. 8. Reliability of the Traction System without Components’ Failure

Fig. 9. Reliability of the traction system when a certain component is abnor-
mal 

Table. 5 Two Case of Reliability Evaluation 

Component TM TCU TT INV 4QC TS AUX CF

Case1 Overheating Normal Normal Normal Normal Normal Normal Normal

Case2 Normal Normal Normal Normal Normal Normal Fail Normal



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 3, 2017356

sciENcE aNd tEchNology

and its failure has little effect on the normal operation of the traction 
system, but with a decrease of the reliability regarding the entire sys-
tem.

6. Conclusion

DBN serves as a powerful tool for knowledge representation and 
reasoning in a complex mechatronic system. A new system of mod-
eling approach for DBN generation is presented in this paper, with the 
introduction of a component-based configuration model made up of 
some components and different types of flows propagating through 
them and a Breadth-First-Search (BFS) algorithm for the automated 
construction of the DBN model. The Configuration model comprises 
some components and different types of flows propagating through 
them, with each component possessing a CPT description of its input–
output flows relations. As the size and complexity of the system can-
not be tractably modeled as a BN, a Breadth-First-Search (BFS) al-
gorithm is introduced for automated construction of the DBN model. 
given that traditional DBN framework can not be tractably modeled, 
our method offers a good description of functional and temporal de-
pendencies between components, which turns out to be a satisfying 
solution with regard to the modeling of complex systems.

We have demonstrated in this paper the application of the pro-
posed approach to reliability assessment of traction drive system re-
garding high-speed EMUs, with the reliabilities evaluated by means 

of netica, taking into account two important features of dependency 
between components and multi-state components. An application 
of the proposed Bayesian network models facilitates the evaluation 
of the reliability of traction drive system at any given time. Results 
have established that the DBN-based approach can perform in a 
more accurate way than the traditional static one in regard to mode-
ling the evolution of the probabilistic dependencies within a complex 
system over time.

It may be concluded that, with the use of DBN in the reliability 
assessment of complex mechatronic systems, we can not only avoid 
problems such as the failures’ dependencies and the multi-state ele-
ments, a common thing in traditional static approach, but also help an-
alysts to conduct probability updating, which is of great significance 
in the real-time monitoring, and evaluation of mechatronic systems. 
Future work will place an emphasis on the investigation of a real-time 
intelligent reliability evaluation software with the application of auto-
matic data acquisition and the proposed DBN modeling approach for 
an entire system, such as a EMU system equipped with thousands of 
flow-intervened or flow-collaborated components.
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1. Introduction

A reserve fleet is defined as the number of vehicles ready to deliv-
er the function for which they were designed, that is, not immobilized 
by breakdown or planned maintenance, with maximum availability. 
In transport sector companies, the efficient use of physical assets is 
linked to a well-structured policy of evaluation and fleet replacement. 
National and international road transport companies have a wide 
range of suggested ratios of reserve fleet to total fleet from which to 
choose. The recommended size of a fleet reserve specified by the US 
FTA (Federal Transit Administration), in Circular C 1A 9030 1987 
appendix a, is 20% of the total number of vehicles [47].

In the passenger transport sector, the determination of the opti-
mum time for bus replacement is related to the efficient use of assets 
and the company’s global or total costs. The company needs to know 
the right time to replace a bus to reduce its total costs, while still guar-
anteeing the availability and quality of service and ensuring customer 
satisfaction. The main objective of this paper is to define a methodol-
ogy to determine the best cost at the best time to replace a bus.

The value of money is directly linked to time, because the later 
an asset is withdrawn from service, the greater the action of external 
agents on it and the greater the influence of macroeconomic factors 

(i.e., the inflation rate) on its value. This obviously has an effect on 
transportation costs.

The paper discusses the relations between some technical main-
tenance key Performance indicators (kPi’s) [42], specifically mean 
Time to Repair (MTTR), Mean Time Between Failure (MTBF), Avail-
ability (A), and the dimension of the reserve fleet. The Return On In-
vestment (ROI), a financial indicator to assess the equipment’s finan-
cial performance, is used as a “bridge” between the maintenance and 
the economic fields, showing us when the equipment starts creating 
profit or loss to the company. It looks at models to determine the influ-
ence of these variables on the withdrawal time and size of the reserve 
fleet and uses oil analysis as an example of how condition monitoring 
may influence the availability of the whole bus fleet and the size of the 
reserve fleet. The paper gives a comprehensive summary of the dis-
cussed methodologies, emphasizing the immobilization time caused 
by maintenance; using a global model, it demonstrates its relevance to 
the dimensioning of the reserve fleet and the withdrawal time.

2. State of the art

Condition Monitoring (CM) represents an approach to preventive 
maintenance based on knowledge of the equipment’s condition de-
termined by monitoring one or several parameters that permit us to 

raPoSo h, FarInha Jt, FerreIra l, Galar d. an integrated econometric model for bus replacement and determination of reserve fleet 
size based on predictive maintenance. eksploatacja i niezawodnosc – maintenance and reliability 2017; 19 (3): 358–368, http://dx.doi.
org/10.17531/ein.2017.3.6.
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an integrated eConometriC model for bus replaCement and 
determination of reserve fleet size based on prediCtive maintenanCe

zintegrowany ekonometryCzny model do modelowania wymiany 
taboru autobusowego oraz określania wielkośCi floty rezerwowej 

w oparCiu o konserwaCję predykCyjną
Maintenance policies influence equipment availability and, thus, they affect a company’s capacity for productivity and competi-
tiveness. It is important to optimize the Life Cycle Cost (LCC) of assets, in this case, passenger bus fleets. The paper presents a 
predictive condition monitoring maintenance approach based on engine oil analysis, to assess the potential impact of this variable 
on the availability of buses. The approach has implications on maintenance costs during the life of a bus and, consequently, on the 
determination of the best time for bus replacement. The paper provides an overview of economic replacement models through a 
global model, with an emphasis on availability and its dependence on maintenance and maintenance costs. These factors help to 
determine the size of the reserve fleet and guarantee availability.

Keywords: condition monitoring, LCC, replacement, reserve fleet.

Polityka konserwacji wpływa na gotowość sprzętu, a tym samym na wydajność i konkurencyjność przedsiębiorstwa. Ważne jest 
optymalizowanie kosztów cyklu życia (LCC) aktywów, w tym przypadku taboru autobusowego. W artykule przedstawiono metodę 
utrzymania ruchu polegającą na predykcyjnym monitorowaniu stanu w oparciu o analizę oleju silnikowego w celu oceny poten-
cjalnego wpływu tej zmiennej na gotowość autobusów. Podejście to ma praktyczne konsekwencje jeśli chodzi o koszty utrzymania 
w trakcie eksploatacji autobusu, a także pozwala na ustalenie najlepszego czasu na wymianę pojazdów taboru. W pracy przed-
stawiono przegląd ekonomicznych modeli wymiany oraz opracowano model globalny integrujący te modele, ze szczególnym 
uwzględnieniem gotowości oraz jej zależności od konserwacji oraz kosztów utrzymania ruchu. Czynniki te pomagają określić 
wielkość floty rezerwowej i zapewnić gotowość taboru.

Słowa kluczowe: monitorowanie stanu, koszty cyklu życia, wymiana, flota rezerwowa.
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evaluate the equipment’s health [12]. the maintenance of a passenger 
bus is a strategic activity to maximize its life cycle, involving a com-
bination of management, technical and economic actions to achieve 
high availability at reasonable costs [3, 6, 7, 11, 31, 32].

The Life Cycle Cost (LCC) of an asset represents the sum of all 
capital spent to support it from design and manufacturing, through 
its operation until the end of its life, (CAPEx+OPEx - Capital 
expenditure+operational expenditure), [6]. the lcc of an asset can 
be significantly higher than the value of the initial investment, and is 
usually defined at the design phase [7]. bescherer [11] says as much 
as 70-90% of the total LCC costs are defined at this stage. To this, 
Aoudia et al. [3] add that poor maintenance management contributes 
to a significant increase in LCC.

The initial investment cost is often the only criterion in purchase 
decisions, notwithstanding the benefits of a LCC approach. Possible 
reasons include a lack of knowledge of the existing standards or for-
mal guidelines and the absence of reliable past data. There are few 
cross-case studies in the field of life cycle costing, and most are lim-
ited to a single industry, [32]. korpi and ala-risku [31] give an over-
view of the use of LCC and the feasibility of implementation, through 
a summary of work on its application.

Simply stated, LCC analysis predicts the future. Several methods 
can be used to estimate future costs, as, for example, Activity-Based 
costing (abc) [20, 21]. certain standards, such as those specified in 
[8, 9], support the use of lcc analysis. the rules on asset manage-
ment given in PaS 55 [28], and in iSo 5500X [8] are good guidelines 
for physical asset management and can be applied in any sector.

The above points are well known, but there is a lack of system-
atic study in this area. We need new management models to improve 
equipment productivity and quality of service, with aspects like en-
vironmental sustainability, quality management standards, security, 
maintenance and energy included in the models [22]. many compa-
nies keep equipment in operation, even when this is no longer eco-
nomically viable, simply because they do not consider their entire 
economic cycle [22]. this has implications for many areas, including 
the size of the reserve fleet.

According to William et al. [52], traditional production systems 
are built on the principle of the economy of scale. The authors il-
lustrate an equipment replacement problem in the context of Lean 
Thinking, showing the relevance of econometric models. Jennifer and 
Joseph [29] refer to technological change as a motivator for equip-
ment replacement; they say technology develops continuously accord-
ing to a well-defined function. natalia and yuri [38] combine discrete 
and continuous models in time to show that the replacement time for 
equipment decreases when the technology is more advanced.

according to assaf [5], “the evaluation of an asset is established 
by the cash flows expected future benefits referred to the present 
value by a discount rate that reflects the risk of the decision”. Con-
sequently, methods considering the value of money over time are the 
most suitable to use in replacement decisions. In the view of Casarotto 
[16], the annual cost uniform equivalent approach is suitable for the 
analysis of operational activities of a company with investments that 
can be repeated. The standardization of investment based on annual 
equivalent values facilitates the analysis required for decision-mak-
ing. With this method, it is possible to determine which year has the 
lowest equivalent annual cost; this, in turn, indicates the best techni-
cal replacement period [16]. the calculation of the equivalent annual 
cost is based on the Capital Recovery Factor. It is possible to compare 
two or more investment opportunities to determine the best time for 
equipment replacement, taking into account information such as: ac-
quisition value; maintenance cost; resale value or residual value at the 
end of each year; operating costs; the cost of capital or the attractive 
minimum rate [49].

To determine equipment economic life with the objective of 
finding the most rational replacement time, four situations are ap-
plicable [36]:

When the asset is already unsuitable for work;i 

When the asset has reached its lifespan;ii 

When the asset is already obsolete due to technological advan-iii 
ces;

When there are more efficient and economical solutions.iv 
Some studies also consider the following aspects [22]:

Availability of new technologies;• 
Compliance with safety standards or other mandatory require-• 
ments;
Availability of spare parts;• 
Obsolescence that may limit the asset’s use.• 

When the equipment enters the final phase of its LCC, it is im-
portant to determine the most rational time to withdrawal it. Several 
variables are important in such evaluation, including:

Purchase price of new equipment;• 
Withdrawal value;• 
Operating costs;• 
Maintenance costs;• 
Inflation and capitalization rates.• 

The values of most variables are available in the asset’s history, 
except for the withdrawal value. In this case, it is necessary to know 
the market value for each specific asset. Unfortunately, the knowledge 
of this value is difficult for many assets. In such cases, several types of 
depreciation can be simulated [39]:

Linear method - devaluation is constant over the years;• 
Exponential method - devaluation decreases exponentially over • 
the years;
Sum of digits method - devaluation is not linear over the years, • 
but is less than exponential.

The evaluation of the equipment economic lifespan is another 
common method to estimate the withdrawal time: i.e., when the 
equipment maintenance costs exceed the cost of maintenance plus 
the capital amortization of new similar equipment. Farinha [22] lists 
three common ways to determine the economic cycle for equipment 
replacement:

Income Annual Uniform Method;i 

Minimizing Total Average Cost Method;ii 

Minimizing Total Average Cost Reduced to Present Value Me-iii 
thod.

Feldens et al. [23] say the efficient use of physical assets is a main 
objective of urban passenger transport companies. In the road trans-
port sector, the efficient use of assets is linked to a well-structured 
policy of fleet evaluation and replacement. Some cases of fleet re-
placement applied to urban buses are reported in [10, 19, 25, 30, 40, 
43, 45, 51, 55]. beichelt [10] proposes a policy for optimal scheduling 
replacement intervals of technical systems on the basis of a mainte-
nance cost parameter: a system is replaced by a new one as soon as 
the maintenance cost within a replacement cycle reaches or exceeds a 
given level. Franck et al. [25] describe an industrial application of a 
Power Law Process (PLP) and a theoretical replacement model.

Pinar and hartman [40] adopt a model for a transit fleet replace-
ment problem with multiple types of buses. However, many cost func-
tions are highly simplified or not based on real data, and the authors 
do not study the variability in vehicular characteristics, usages, and 
market fluctuations. The cost of replacing, refabricating, and rehabili-
tating buses is the focus of research by Khasnabis et al. [30]; they also 
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consider the optimal allocation proposed by the Federal Transit Ad-
ministration (FTA). Other lines of research have focused on statistical 
analyses of fleet data and the relationships among age, utilization, and 
costs, [19].

Raposo et al. [43] present a new approach to economic models 
to determine the best time for bus replacement in an urban fleet. The 
study employs life cycle assessment and a decision support tool. Us-
ing the annual uniform income method of analysis, the authors dem-
onstrate there is a variation in the ideal time for bus replacement.

Campos et al. [15] propose a generic model based on a neural 
stochastic process that can be applied to problems involving data 
with a stochastic behavior with periodic characteristics. Using neural 
network models, they model the behavior of an historic data series 
without requiring a priori information about the series, by generating 
a synthetic time series adaptable to time series. Some cases of use of 
neural networks and stochastic models are reported in [1, 4, 15, 24, 
26, 27, 33, 35, 37, 50, 54]. araújo and bezerra [4] demonstrate the 
feasibility of a component that implements a stochastic decision sup-
port model to integrate with corporate information systems, thus con-
tributing to the efficiency and effectiveness of the decision-making 
process.

Stochastic models and neural networks are often used in decision 
support, such as replacement [24] or interventions [35]. other authors 
suggest the coordination of maintenance scheduling for the transpor-
tation fleets of many branches of a logistic service provider [27], the 
identification techniques of linear and nonlinear time series [33], the 
evaluation of vehicle fleet maintenance management indicators [50], 
and a chaotic time series prediction based on neural networks [54]. 
For work on neural networks, [15] and [26] are good references.

Other tools may contribute to the development of a new model for 
the optimization of bus replacement, such as Fuzzy Logic and Support 
Vector machine (SVm) [14, 17, 18, 41, 44, 48, 53]. For predictive 
maintenance, specifically using oil analysis, several mathematical 
models are appropriate [2, 12, 13, 22, 46]. lubricant degradation is 
not an instantaneous process; the loss of physicochemical properties 
and contamination are progressive over time and use of equipment, 
so the lubricant life is limited in service [46]. algorithms based on 
exponential smoothing give interesting results [22].

3. An integrative approach to evaluate reserve fleet

The next sections present the theoretical models that support our 
study of the bus fleet reserve and explain their relations to mainte-
nance policies, namely condition monitoring and predictive mainte-
nance. A global view of the approach is the following:

Econometric models to determine the most rational value of • 
LCC

Uniform Annual Income, taking into account the following  ◦
variables:

Operating costs –
Maintenance costs –
Fuel costs –

Replacement value ◦
Inflation rate ◦
Capitalization rate ◦
Useful life, taking into account the above variables ◦

Conditioning monitoring / predictive maintenance mod- –
els to maximize availability

Reliability KPI’s ◦

These approaches are integrated into a single analytical model 
that allow us to determine the best time for bus withdrawal, that is the 
time when Uniform Annual Income reaches its lowest value or when 
the equipment reaches its useful life. The size of the reserve fleet is 
indexed to the size of the overall fleet.

The integrated approach is valid for both new and used buses 
through the monetary correction effect. The analysis herein does not 
include technological and environmental aspects. Figure 3.1 shows the 
proposed integrative model to determine the size of a reserve fleet.

4. Some theoretical models for asset replacement deci-
sion process

To analyze equipment replacement, two variables should be taken 
into account:

Capitalization rate, • i;
Inflation rate, • θ.

These rates are related in the following manner:

 iA = i + θ + iθ (1)

where
iA = Apparent rate.

Farinha [22] suggest several methods to determine the economic 
life cycle. One of these, the Annual Uniform Method (AUM), makes 
use of the following data:

Cost of acquisition;• 
Withdrawal value;• 
Maintenance and operating costs over time;• 
Apparent rate.• 

This paper uses the exponential method to calculate the withdraw-
al value of a bus; when there are no real data from the market, as is the 
case here, it is necessary to simulate the equipment depreciation. The 
exponential method seems adequate because of the high devaluation 
of this type of equipment over time. The formula that permit us to 
evaluate the annual cost depreciation can be expressed as:

 d VC VC
CAl l

NN= −−1 1( )  (2)

 V VC dn l l= −−1  (3)

where
d• l  Annual depreciation quota;
CA•  Cost of Acquisition;
N•  Time of life corresponding to VCN;
VC• N Residual value of the equipment at the end of N periods of 
time;
l•  l=1,2,3…N;
V• n Equipment value in period n=1,2,3…N.

The Present Net Value per year n (PNVn) is expressed as follows:

Fig. 3.1 – Integrative Model for Dimensioning a Reserve Fleet
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where
CM• j  Cost of maintenance per year j= 1,2,3…n;
CO• j  Cost of operation per year j= 1,2,3…n.
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The UAI indicates the time (in years) when a bus ought to be 
replaced. This value is equivalent to the minimum annual cost of 
the bus.

Another method to determine the economic cycle of equipment 
replacement is the Minimization of Total Average Cost Method 
(MTACM). This method permits the determination of the lowest av-
erage cost of bus ownership that corresponds to the most rational op-
timal replacement time. The capital cost and the inflation rate are not 
considered. The calculation procedure is as follows:

  ′ = +
=
∑C

n
CM COn

j

n
j j

1

1
( ) (7)

 ′′ = −C
n

CA Vn n
1 ( )  (8)

C C C
n

CA V CM COn MMTAC n n n N n
j

n
j j( ) ∈ … }{

=
= + = − + +





 ∑' "

, , ,min ( )1 2
1

1 




 (9)

where
n  Number of years n • ∈ {1,2,3…N};
Cʹ• n  Auxiliary variable;
Cʺ• n  Auxiliary variable; 
C• n(MTACM) Total average cost.

A final option is the MTACM Reduced to Present Value (MMTAC-
RPV). The calculation procedure is the same as the one above but it 
also considers the capital cost and inflation rate. The various main-
tenance and withdrawal values over time are reduced to the present 
value, using the following procedure:
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where

C• n(MTACM-RPV) Total Average Cost Reduced to Present Value.

An increase in business competitiveness always implies a cross 
dialogue between maintenance activity and economic management; 
therefore, it is important to consider economic variables like Return 
on Investment (ROI). ROI is related to greatest asset availability at the 
lowest cost; it determines the present value of the capital investment 
and cash flow corrected through the apparent rate expressed as:
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where
CF• j  Cash Flow;
j•  j =1,2,3…n.

The Uniform Annual Income (UAIn) and ROI can be written con-
junctly as:
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The Minimization of Total Average Cost Method (MMTAC) and 
Return on Investment (ROI) can be written conjunctly as:
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The MMTAC Reduced to Present Value (MMTAC-RPV) and Re-
turn on Investment (ROI) can be written conjunctly as:
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To apply the models, direct operating costs and maintenance costs 
are taken into consideration, as are the relevant economic indicators, 
such as inflation and interest rates.

The study described in this paper began with a survey of the oper-
ating data for a bus fleet belonging to a medium-sized urban transport 
company. Based on these data, a pilot project to validate the replace-
ment model created a simulation using a reduced number of buses. 
The project used historical data from 1993 to 2014. The buses were 
put into homogeneous groups: the buses were 21, 18, 16, 12, and 11 
years old.

5. Oil analysis as a covariate for RUl prediction

There are several techniques for asset condition monitoring, like 
the followings: vibration analysis, thermography, visual inspection, 
ultrasonic measurement, and oil analysis. Among these techniques, 
oil analysis plays an important key role in the condition monitoring of 
combustion engines including the estimating of its Remaining Useful 
Life (RUL).
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It is possible to evaluate the oil’s ability to continue performing 
its function, and, therefore, to determine the equipment condition. The 
life prediction can be calculated on a statistical basis, using measure-
ment records that permit condition forecasting so that interventions 
can be made before the degradation becomes severe.

Developing an effective oil analysis program requires careful 

planning based on a stated series of reliability goals, as is shown in 
Figure 5.1.

The study described in what follows performed oil analysis on 
ten buses in several homogeneous groups to evaluate the importance 
of maintenance interventions and reserve fleet size, in three phases 
of analysis:

Periodic collection of lubricant samples;i 

Study of the results, using predictive algorithms;ii 

Analysis of the results using econometric replacement models.iii 

Oil degradation was monitored in a homogeneous group of buses, 
with three types of oils analyzed:

Lubricant I - 10 W 40 EHPDO (Extra High Performance Diesel i 
Oil);

Lubricant II - 10 W 40 UHPDO (Ultra High Performance Diesel ii 
Oil);

Lubricant III - 15 W 40.iii 

The parameters used to monitor oil degradation were the follow-
ings:

Soot (carbonaceous material);• 
Viscosity;• 
Total Base Number (TBN);• 
Metal wear and contamination;• 
Particles.• 

The reference limits proposed by the laboratory data sheets 
were used to set the values. Important parameters turned out to 
be soot (%) and Iron content (ppm), as is shown below.

The model applied to monitor the degradation of soot by 
estimating the average value of soot was the t-student distri-
bution. A t-student distribution was used instead of a normal 
distribution because of the low number of samples. The study 
determined whether the sample mean was different from the 
population mean. The estimation of the population mean, con-
sidering a tail distribution t and n-1 degrees of freedom, uses the 
following formula:

 µ α= +X t S
n

 (17)

where
μ•   Population mean;

t• α Critical t;
X•  Sample mean;

S•  Sample standard deviation;
n•  Sample size.

The average value of the population was estimated by the signifi-
cance levels of 0.001, 0.01, 0.05, 0.1 and 0.2.

The objective was to estimate the mean 
value of soot (threshold value = 1.5%) and iron 
content (threshold value = 90ppm), with the fol-
lowing values: 1.90% for soot and 99.80ppm for 
iron content. These values were evaluated above 
the normal limits to support conclusions of deg-
radation in the equipment.

The analysis was complemented by an anal-
ysis of the evolution of the variables’ degrada-
tion, with the Exponential Smoothing formula 
used to forecast their next values:

 S X St t t+ = + −( )1 1α α  (18)

where
S• t+1  is the forecast for the next time;
X• t  is the real value recorded in the present time;
S• t  is the forecasted value for the present time;
α•   is the smoothing parameter, .

The values of the variables were higher than normal limits, thus 
pointing to evident degradation. When these variables have high val-
ues, the equipment is at high risk and the oil must be changed.

Table 5.1 – Predicted Values for Soot (Bus X1)

Soot 

Period Ob. Val. Pred. with 
α=0.1

Pred. with 
α=0.9

Pred. with 
α=0.5

[km] [%] [%] [%] [%]

320 134 1.30    

330 734 1.50 1.30 1.30 1.30

355 642 1.75 1.32 1.48 1.40

376 769 1.90 1.36 1.72 1.58

472 423 2.50 1.42 1.88 1.74

500 000  1.53 2.44 2.12

Fig. 5.1 – Reliability goals in an oil analysis program

Figure 5.2 – Predicted Values for Soot (Bus X1)
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In Figure 5.3, the iron content increases, then suddenly decreas-
es, dropping under the reference value. This happens when the oil is 
changed. The situation repeats in each utilization cycle.

Oil analysis is most effective when it is used to track metrics 
or benchmarks set in the planning stage. The goal is to improve the 
lifespan and increase MTBF by creating a performance metric 
that can be used to measure compliance with the stated reliabil-
ity goals. Metrics provide accountability, not just for those di-
rectly involved with the oil analysis program, but for the whole 
plant, sending a clear message that lubrication and oil analy-
sis are an important part of the fleet´s strategy to achieve both 
maintenance and performance objectives. The final stage of oil 
analysis is to evaluate the effectiveness of the program. This 
should include a cost benefit evaluation of maintenance “saves” 
because of oil analysis. Ongoing evaluation permits continuous 
improvement of the program by realigning it with either preex-
isting or new reliability objectives.

6. Condition based maintenance versus reserve 
fleet

The development and implementation of a policy to support 
strategies based on condition monitoring as described in the 
previous section, especially predictive maintenance, imply the 
consolidation of several monitoring systems. Monitoring bus 
“health” through condition variables will dramatically improve 
the optimization of the maintenance intervals, usually increas-
ing them (the original planned preventive maintenance intervals 
are usually conservative), with the following implications:

Eliminating unnecessary disassembly of parts of equip-• 
ment for inspection, thereby increasing the availability of 
the vehicle and decreasing the maintenance costs;
Reducing unplanned maintenance, thus increasing the • 
availability of the vehicle and decreasing the maintenance 
costs;
Reducing severe  service shutdowns, increasing bus reli-• 
ability and decreasing bus unavailability and immobiliza-
tion costs;
Detecting problems before they become critical, reducing • 
intervention costs;
Increasing the useful life of the components and the bus, • 
thus increasing profitability.

Monitoring the condition maintenance variables may influ-
ence the reliability indicators, i.e., the MTTR and the Availabil-
ity (A). The following well-known equations express the Avail-
ability, the MTTR and MTBF as a function of A:

  A MTBF
MTBF MTTR

=
+

 (19)

  MTTR MTBF A
A

=
−( )1  (20)

  
MTBF MTTR

A
A

=
−( )1  (21)

Although these equations are simple, they express the rele-
vance of the MTBF and MTTR on operational availability. In this 
type of vehicle (bus fleets), increasing availability by diminishing 
MTTR should have the direct consequence of diminishing the 
reserve fleet and, by consequence, the respective costs.

Figures 6.1, 6.2 and 6.3 show that when the MTTR decreas-
es, the bus availability increases. When the MTBF increases, 

the bus availability also increases. Although this conclusion seems 
obvious, especially when the covariate oil quality is highly correlated 
with asset degradation, it has strategic consequences for the reserve 
fleet - each extra bus in the fleet represents many thousands of euros.

Fig. 5.3 – Predicted Values for Iron Content (Bus X1)

Fig. 6.1 – MTTR and MTBF versus Reserve Fleet

Fig. 6.2 – Availability versus Reserve Fleet
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The variations in the size of the reserve fleet based on several 
values simulated for the MTTR are shown in Table 6.1. This table and 
Figure 6.3 clearly demonstrate that a policy of condition monitoring 
leads to a higher MTBF, a lower MTTR and, consequently, increased 
Availability.

Table 6.1 – MTTR versus Reserve Fleet

MTTR [days] Bus Fleet [m]
Reserve Fleet 

[RF] Interval [RF]

5 100 1,4 [1,2]

10 100 2,7 [2,3]

15 100 4,1 [4,5]

20 100 5,5 [5,6]

25 100 6,8 [6,7]

30 100 8,2 [8,9]

It is also important to demonstrate the effect of the relations of 
these indicators on the size of the reserve fleet. From Table 6.1, for-
mula (22) can be inferred to determine the size of the reserve fleet:

 RF mMTTR
k

=  (22)

where
RF•   Reserve fleet;
m•    Number of fleet buses;
MTTR•   Mean Time to Repair (days);
k•   Number of days (in our case 365).

According to Table 6.1, the size of the reserve fleet increases with 
the MTTR. The lower this indicator, the lower the compa-
ny’s investment in a reserve fleet. The emphasis is placed 
on the MTTR because of its high impact on management 
costs, especially the indirect ones. Even a small increase in 
the MTTR value corresponds to an increase in the reserve 
fleet cost, because of the high cost of each bus, as mentioned 
previously.

It can be concluded that the reliability KPI’s under 
discussion and the maintenance policies practiced by road 
transport companies have an enormous impact on mainte-
nance costs and on the size of the reserve fleet. This subject 
is discussed in more detail in the next section.

7. Influence of MTTR on replacement time and ROI

This section discusses the influence of the MTTR on the econom-
ic cycle of bus replacement, along the bus life cycle. It also integrates 
the Return on Investment (ROI) of a bus with the economic cycle of 
bus replacement. 

The Uniform Annual Income (UAIn) Method as a function of the 
Mean Time to Repair (MTTR), taking into account the Return On 
Investment (ROI), can be written as:
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where
t •  Number of intervals considered for MTTR;
d Number of days per year.• 

The Minimization Method of Total Average Cost (MMTAC) as a 
function of MTTR and ROI can be written as follows:
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The MMTAC Reduced to Present Value (MMTAC-RPV) in func-
tion of MTTR and ROI can be written as:
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The paper has emphasized the importance of condition monitor-
ing, its relations with the MTTR and the importance of this KPI to the 
time of bus replacement. An example of the influence of this ratio, 
using the Uniform Annual Income method, is given in Table 7.1 and 
Figure 7.1. The table and the figure clearly show the effect of the 

Fig. 6.3 – Maintenance Condition versus TTR/TBF (MTTR/MTBF)

Figure 7.1 – Influence of MTTR on UAI - ROI
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MTTR on the bus replacement time. Note: the MTTR values of 5, 10, 
20, 25, 30 and 35 days were used for the simulation.

Table 7.1 and Figure 7.1 verify the influence of the MTTR in the 
econometric models. An increase or decrease in the MTTR over time 

causes a variation on the withdrawal point. The replacement 
point can vary by more than nine years: i.e. the time for replace-
ment is five years, but if the MTTR decreases, the replacement 
time becomes 14 years. This shows the importance of this KPI 
in the management of a bus fleet; it affects the size of the re-
serve fleet and also the cost.

In addition, it is useful to analyse the relevance of economic 
ratios to the evaluation of investments, such as the ROI. Table 
7.2 and Figure 7.2 show the influence of the MTTR on the cal-
culation of Uniform Annual Income (UAIn) and on the ROI of a 
bus. If the UAI curves are compared with the ROI, it becomes 
obvious that the smaller the UAI, the greater the company’s 
profit.

Table 7.3 and Figure 7.3 focus on a MTTR of five days. 
It can be noted that for MTTR = 5 days, the replacement time 
is 14 years, and the value of the UAI is 20.56K€. Note that in 
the 10th year, the ROI value is 26.15K€. Therefore, the ROI is 
higher than the value of UAIn, and the equipment has started 
yielding profit to the company. The period between the year the 

equipment starts giving a profit (year=10) and the year it is replaced 
corresponds to the year when the UAI is minimal (year=14), with a 
profit value of 103.19K€.

Table 7.1 – Influence of MTTR on UAI

Figure 7.2 – Influence of MTTR on UAI – ROI

Table 7.2 – MTTR versus UAI – ROI
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Another aspect emphasized in the paper is the importance of im-
plementing condition based maintenance policies; this helps to reduce 
the costs associated with maintenance and increases availability. To 
make the point, the paper uses the example of oil analysis.

The paper proposes integrating several methodologies in an 
econometric global model that supports the decision to replace buses 
and to calculate the size of the reserve fleet. It validates these meth-
odologies using real data from a bus fleet. The results show the value 
of the integrated model.

It describes simulations using real data that verify the relations 
among the maintenance policy, the time of replacement and the di-
mension of the reserve fleet.

An integrated econometric global model to determine the time of 
bus replacement and the size of the reserve fleet based on a condition 
monitoring maintenance model can aid management decision making 
in these areas.

The example shown in Table 7.4 and Figure 7.4 uses data from the 
previous example, but with a higher value of ROI per year. The higher 
ROI is used to show its relevance to company profit when other pa-
rameter values remain the same.

The ROI value is higher each year, and the bus starts to give a 
profit in four years with an ROI value of 55.41K€. Then, for the pe-
riod from the time the equipment starts to give profit (year=4) to the 
time it is replaced - when the Uniform Annual Income is minimal 
(=14 years) - the total profit generated by the bus is 1905.76K€.

8. Conclusions

The paper gives an overview of ongoing research in the use of 
econometric models to determine the optimal time to replace a bus. 
Indicators associated with acquisition, maintenance and operation 
costs, among others, guide the economic aspects. The paper demon-
strates that the variations in the most rational time to replace a bus are 
influenced by the MTTR and the ROI.

Figure 7.4 – Influence of MTTR=5 on UAI with ROIFigure 7.3 – Influence of MTTR=5 on UAI with ROI

Table 7.3 – Influence of MTTR=5 on UAI with ROI Table 7.4 – Influence of MTTR=5 on UAI with ROI
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1. Introduction

The road surface profile is one of the main parameters which in-
fluences the vehicle’s road holding and comfort characteristics. When 
the car moves on a rough road surface, the recorded parameters of the 
road surface profile can be applied in improving the dynamic char-
acteristics. One of the methods of improving the road holding is the 
changing of the suspension damping force by active or semi-active 
type shock absorbers. That would ensure better driving comfort, ve-
hicle steerability and the overall road safety [11, 25]. then using ac-
tive or semi-active suspension road irregularities are recorded then 
front wheel comes on bump or pothole. Therefore, road irregularities 
measurement with laser sensors lets preview roughness before wheel 
comes on it. It lets innovatively control suspension and gets better 
road holding and comfort characteristics. 

Many methods are designed in order to determine the road distur-
bances. Some methods are based by the profilograph measuring de-
vice, others by profilometer [9]. both methods are very expensive and 
are used only in road building and maintenance companies [5]. also, 
a profilometer which consists of 30 aluminium arms is designed. The 
device measures a 3 m wide road surface and the measurements are 
done every 10.18 mm with the help of the arms [3]. it is widely used 
dynamometer trailer with measuring single wheel named SRT-4. 
Equipment is manufactured at Road and Bridge Research Institute, 
Poland [16]. With this trailer is able to investigate road surface adhe-
sion and automotive tyre anti-slip properties [17].

A number of studies carried out to estimate road profile with 
factory-mounted sensors and using same filters and mathematical 
algorithms. Widely used youla–kučera parameterization technique 
also known as Q-parameterization [6]; kalman filter [18]; Extended 
kalman filter [4] and etc. Mathematical algorithms require very fast 
processing, because it requires additional calculations and precision 
still unmatched by direct measurement (laser, stereo camera, etc.).  

Furthermore, there are methods to determine the road disturbances 
in standard cars by using additional devices, e.g., stereo camera which 
can scan the road surface and also forecast the disturbances by using 
the available sensors that are mounted in the car [5, 7]. 

Another method used to evaluate the road roughness is the Inter-
national roughness index (iri) [13, 14, 20]. iri is an index defined 
by the number of disturbances, their size and layout per unit length of 
the road surface [22]. Scientist P. mučka [14] is summarised iri limit 
values for new, reconstructed, or rehabilitated roads and road classifi-
cation schemes used around the world. 

IRI index is calculated by simulating the quarter-car model, also 
known as Golden car, moving on the measured road profile at a speed 
of 80 km/h. The model allows to measure the displacements of the 
suspension and wheel, compensate them and evaluate the road profile. 
Also index could be measured using an instrumented vehicle equipped 
with non-contact sensors (infrared, laser or acoustic etc.) and acceler-
ometers [1]. different iri values are supposed for different surfaces 
(Fig. 1). The measurement units for IRI are m/km, in/mi. 

SurblyS V, ŽuraulIS V, SoKoloVSKIJ e. estimation of road roughness from data of on-vehicle mounted sensors. eksploatacja i niezawod-
nosc – maintenance and reliability 2017; 19 (3): 369–374, http://dx.doi.org/10.17531/ein.2017.3.7.

Vytenis SurblyS
Vidas ŽuraulIS
edgar SoKoloVSKIJ

estimation of road roughness from data of 
on-vehiCle mounted sensors

oCena nierównośCi drogowyCh zgodnie z danymi Czujników 
zainstalowanyCh na pojeździe

In this work, methods of estimation of road roughness by processing data of laser sensors of distance measurement are investigat-
ed. Depending on the layout of the sensors and the processing of the data, the Japanese, symmetrical and asymmetrical roughness 
estimation methods are elaborated in this work. The experimental research that was carried out by “Japanese method” on two 
known profile road surfaces allowed evaluating the influence of the vehicle’s suspension and the body pitch rate oscillation on the 
calculation of the roughness.  The validation of the results showed that the compensation of the suspension travel does not warrant 
the sufficient accuracy of the estimation of the road roughness because the pivoting of the bodywork has a greater influence on the 
processing of the signals recorded by the sensors attached to it.

Keywords: road roughness, laser sensor, pitch angle, suspension deflection.

Artykuł przedstawia i ocenia metody określania nierówności nawierzchni drogi na podstawie danych z laserowych czujników 
pomiaru odległości. W artykule omówiono opracowane w Japonii symetryczne i asymetryczne metody określania nierówności 
nawierzchni, które różnią się sposobem rozmieszczenia czujników i przetwarzania danych. Badania eksperymentalne przepro-
wadzone na podstawie „metody japońskiej” na dwóch zadanych profilach nawierzchni pozwoliły na ocenę wpływu zawieszenia 
samochodu i zmian przechyłu nadwozia względem osi podłużnej na obliczanie nierówności nawierzchni. Walidacja wyników po-
kazała, że kompensacja odchylenia zawieszenia nie zapewnia wystarczającej dokładności pomiaru nierówności drogi, ponieważ 
przechyły nadwozia mają większy wpływ na przetwarzanie sygnałów rejestrowanych przez zamontowane na nim czujniki.

Słowa kluczowe: nierówności drogi, czujnik laserowy, przechył (kąt) względem osi podłużnej, odchylenie za-
wieszenia.
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Another index describing the road disturbances is half-car rough-
ness index (HRI). When determining this index, two wheel tracks and 
a dynamic model of the “half-car” are used. The IRI index correlates 
with the HRI index at an approximate ratio HRI ≈ 0.8 IRI [19].  

The aim of this work – after reviewing the road roughness es-
timation methods, to experimentally determine the road profile us-
ing the Japanese method and by applying the suspensions deflection 
and the body longitudinal roll compensation to improve the Japanese 
method.

2. Review of existing methods

yuan et. al. [24] describes a method how to determine the road 
surface disturbances using laser line detection devices. The influence 
of the car and relief shadow on the accuracy of the measurement is de-
scribed. It is stated that for the use of this method the road surface has 
to be clear. in the article [2], this method is applied to platooning of 
trucks. The first truck measures the road surface by lasers and trans-
fers the obtained parameters to the following trucks. For the process-
ing of the results, the Naïve Bayes method is used [12].  

Another method to determine the road disturbances is to use the 
data of the car’s acceleration [8, 15]. during the moving of the car, the 
data from accelerometer are recorded, they are optimised and, based 
on The Cross Entropy theory, the road disturbances are forecasted. 
Many cars have factory mounted accelerometers because the active 
safety systems of the car use deceleration and acceleration meanings. 
The research which was carried out with 5 road surfaces showed that 
the forecasting of the road surface from the acceleration parameters is 
sufficiently accurate (error up to ±2%).

2.1. Japanese method

In Japan, in order to determine the road disturbances, a method 
measuring the height differences from the road surface is used (Fig. 
2). The measurements are done every 1.5 m at three points. While 
doing the measurement, all the results are recorded, and to get better 
accuracy, lasers are used instead of rolls [21].

The recorded measurement results are processed using equation:

 d h h hi i i i= − +− +
1
2 1 1( )  (1)

Here di – the roughness of the road profile; 1 1,,i i ih h h− +  – the distan-
ces measured at characteristic points.

From the Fig. 2 It can be seen that after determining the rough-
ness of the road profile di at the point B, the measurement point is 
shifted to position D, where the heights 1 1,,i i ih h h− +  are respectively 
at the points B, C ir D. The baseline becomes a line, going through 
the points B, C and D. Using the equation (1) di can be calculated at 
the point C. After completing a group of measurements, positive and 
negative bump values are obtained. These bumps are height differ-
ences based on the baseline every 1.5 m. 

The standard deflection of the longitudinal roughness  is calcu-
lated by summing the road profile heights  by using the equation:  

 σ =
−
−

∑ ∑n d d
n n

r i i

r r

2 2

1
( )

( )
 (2)

Here σ – the standard deflection of the longitudinal roughness (mm);  
di– the roughness of the road profile; nr – the number of the recorded 
date.

Japan Highway Public Corporation recommends to calculate the 
coefficient σ from the recorded values of a road section of length of 
150 m. 

2.2. Symmetrical estimation method

Two more methods for estimation of the road disturbances using 
laser sensors are described in the source [10]. the first one is the sym-
metrical estimation method (Fig. 3).

This estimation method is more reliable when measuring the road 
roughness waves of 3 m and longer. The symmetrical method is simi-
lar to the previously mentioned Japanese method, however the laser 
sensors are arranged at the distance of σs = 0.6 m m. In Fig. 3, the laser 
distance sensors are marked by numbers 1, 3, 4. After recording the 
data of the sensors, the roughness is calculated by using equations:

 y y Un n
i

n
i= +−

=
∑1

1
 (3)

Fig. 1. IRI meanings depending on the road surface [20]

Fig. 2. The road roughness measurement method used in Japan [21]

Fig. 3. The symmetrical road roughness estimation method [10]
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 U h h h= − − +( )1 3 42  (4)
Here y and U indicate the average height at the distance of σs.

2.3. Asymmetrical estimation method

The asymmetrical estimation method is used as a supporting 
method for the symmetrical one. This method is designed for deter-
mining the smaller waves of the road roughness. The system also uses 

3 laser sensors, only they 
are arranged asymmetrically 
(Fig. 4).

The distance between 
the sensors 1 and 2 is  m, the 
distance between the sensors 
2 and 4 is  m. The recorded 
values of each sensor are 
used when calculating the 
road roughness average by 
using the equations:

 

W h h h= − − +( )1 2 4
12
11

1
11

     (5)

 y y y Wn n n n= − +− −
12
11

1
111 12  (6)

Here y and W indicate the average height and measurement param-
eters at the distance of σA.

The presented road roughness estimation methods limit them-
selves to the processing of the signals measured by the laser distance 
to the road surface sensors, however when mounting the sensors on 
the car it is equally important to evaluate the inertia of the bodywork. 

3. Experimental Research

Car Mercedes-Benz E350 BlueTec 4MATIC 2014 year is used 
for the research. The weight of the car during the research is 1956 kg, 
the overall dimensions – length 4879 mm, width 1853 mm, height 
1474 mm, wheel base 2873 mm, researched with tires of dimensions 
245/45 R17. Recording the dynamic parameters, the mobile Kistler 
Group measurement equipment was mounted on the car: three dis-
tance measurement sensors Corrsys-Datron HF-500C (Fig. 5), two 
(for separate axes) wheel vector sensors Kistler RV-4, an optical ve-
locity and driver distance measurement device Correvit S-350 Aqua, 

vehicle inertia measurement unit (IMU) Corrsys-Datron TANS-3. The 
technical parameters of the used equipment are presented in table 1.

All of the measured parameters were registered at the frequency 
of 200 Hz to Data Acquisition Systems DAS-3, and later processed on 
the computer by using the TurboLab 6.0 software.

Two dry asphalt road sections of length of 150 m were chosen for 
the experimental research. The profiles of the two selected different 
road surfaces are presented in the Fig. 6. The largest deflection of the 
surface S1 is 4.8 mm, and of the surface S2 – 11.9 mm [26].

When carrying out the research, the car Mercedes-Benz E350 with 
the mounted equipment was driven at a steady speed of 80 km/h. 
When processing the research results, the calculations were done 
using 3 methods:

The described Japanese method;• 
The improved Japanese method – using only the values of • hi−1 
and hi+1, and compensating the suspension displacements (de-
flections) of the moving car;
The improved Japanese method – using only the values of • hi−1 
and hi+1, and compensating the body pitch rate oscillations. 

When improving the Japanese method, only the values of hi−1, 
hi+1 with the compensation of the suspension displacements were se-
lected. In other case, the compensation the body pitch rate oscillations 
was added. The body pitch rate oscillation is described in the “half-
car” model (Fig. 7). 

Fig. 4. The asymmetrical road roughness estimation method [10]

Fig. 5. A car with the mounted mobile Kistler Group measurement equipment

Table 1. The technical parameters of the used equipment

Layout of the 
equipment 

(Fig 5)

Name and mod-
el of the device Measured parameter, units Measurement 

accuracy
Principle of the 
measurement

Limits of the 
measurement

1 Corrsys-Datron 
TANS-3 Body pitch rate, θ, deg ±0.1% IMU ±150°/s

2 Correvit 
S-350 Aqua Vehicle speed, vx, km/h ±0.2% Optical 0,5-250 km/h

3 Kistler 
RV-4

Suspension deflection, Δz, 
mm  ±1 mm Mechanical ±200 mm

4 Corrsys-Datron 
HF-500C Distance, φ, m ±0.2% Laser 125-625 mm

Fig. 6. The profiles of the road surfaces S1 and S2
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The “half-car“ model consists of three bodies: ms – car’s body-
work (sprung mass), mur ir muf – the front and rear wheels with axles 
(unsprung masses). This model has 4 degrees of freedom: the vertical 
displacement of sprung mass z and transverse about the transverse 
axis ϕ, the displacements of the unsprung masses zur and zuf. Inde-
pendent excitations from the road are marked by displacements zrr 
and zrf , the front and rear axles’ suspension forces Fr ir Ff.

The parameters in the “half-car” model are described by the New-
ton-Euler movement equations. 
The vertical movement of the sprung mass:

m z B B z l B l B K z z B z K z zs f r f f r r f rf uf f uf r sr 



= − + + − − − + − −( ) ( ) ( ) (φ uur r ur f rB z F F) + + +

(7)

The pivoting about the transverse axis:

I l B l B z l B l B l K z z l B zf f r r f f r r f f sf uf f f uf






φ φ= − − + + − − −( ) ( ) ( )2 2 ll K z z
l B z l F l F

r r sr ur

r r ur f f r r

( )− +

+ − +  (8)

The movement of the front unsprung mass:

m z K z B z l K l B K K z z B zuf uf tf f f tf f f f tf sf uf f uf 



= − + + − + + − −φ φ ( )( ) −− −K z Ftf rf f

(9)

The movement of the rear unsprung mass:

m z K z B z l K K K z z B z K zur ur tr r r tr r tr sr ur r ur tr rr  = − + − + + − − +φ ( )( ) −− Fr

(10)

In the model, the values of the rigidity of the tire and the suspen-
sion – Ktf , Ktr, Kf ir Kr , as well as the values of the suspensions 
damping Bf – Br ir  are used. 

In this work, the compensation of the body pitch while 
improving the Japanese method is used. For this goal, the 
displacement of the bodywork to the front and rear axles, 
which is formed by the pivoting around the transverse axis, 
is calculated (Fig. 7):

 ∆z l tanr r= ⋅ φ  (11)

 
∆z l tanf f= ⋅ φ

 (12)

Each Δ value is compensated from at the same time measured values 
of hi−1, hi+1.

4. Results and discussion

After processing the measured data using 3 described methods, 
the obtained results are presented in the Fig. 8. and Fig. 9. For better 
comparison of the methods, the results of one road section are shown 
in the same graph.

In order to evaluate the methods even more accurately, the valida-
tion based on the root mean squared error was used. The validation 
was done with the MATLAB software, and the results are presented 
in the Table 2. The method most accurately matches the road profile 
when the body pitch rate oscillation is compensated. Validating by 
using this method, the root mean squared error is the lowest in the 
section S1 – 0.5728, and in the section S2 – 2.4538. The Japanese 
method dies not fully reflect the road profile because, when doing the 
calculations using the 1 equation, the average of the measured heights  

Fig. 7. “Half-car“ model [23]

Fig. 9. The road profile determined by using three methods compared to the real road 
profile of the section S2.

Fig. 8. The road profile determined by using three methods compared to the real road 
profile of the section S1.

Table 2. The results of the validation of the road roughness estimation methods.

Measurement method
Validation based on the Root Mean Squared 

Error

S1 section S2 section

The Japanese method 1.9428 4.7157

The Japanese method after compensating the suspension deflection 1.2804 4.2886

The Japanese method after compensating the body pitch rate oscillations 0.5728 2.4538
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and  by the side sensors is subtracted from value of the height  of the 
middle sensor.

The improved Japanese method – using only the hi−1 and hi−+ val-
ues and by compensating the displacement of the suspensions for the 
moving car is not a sufficiently accurate method to determine the road 
surface. Moving through the road disturbances the car oscillates and 
the suspension damps the oscillations of the bodywork, that is why the 
displacement of the suspension is compensated, which is larger than 
the actual road disturbance.

5. Conclusion

After reviewing the road roughness estimation methods using the 
laser distance sensors and carrying out the experimental research with 
the sensors mounted on a standard car, the following conclusions were 
made:  

the widely applied Japanese method for the practical estimation • 
of the road roughness based on the data of the three laser distance 

sensors arranged at the distance of 1.5 m is not sufficient when the 
sensors are mounted on the bodywork of a standard car;
when determining the road disturbances based on the data of the • 
laser distance sensors mounted on a car, correction based on the 
suspension travel is not sufficient as it does not eliminate the 
oscillations of the bodywork;
after applying the compensation of the body pitch rate oscilla-• 
tions, the best results of the road surface roughness was obtained, 
and, after validating it, based on the real road profile in road sec-
tions of different smoothness, the root mean squared errors that 
are lower from 1.92 to 3.39 times are obtained. After applying 
the less effective compensation of the suspensions travel, the 
root mean squared errors are lower only 1.1-1.52 times.
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1. Introduction

Electronic transport systems function in different, often extreme, 
operational conditions. Many years of observations of their use proc-
ess in a transport environment confirm the dependence of their correct 
operation on the reliability of the components and effective manage-
ment of their operation process [6, 7, 8]. the analysis of operational 
phenomena should, therefore, take into account not only the reliability 
approach but also the effectiveness of operational management. For 
this purpose, the authors imitated the phenomena undergoing in real-
ity (including electromagnetic interference) in a research model of an 
electronic transport system.

Electronic transport systems are elements in many transport sys-
tems. Their proper functioning significantly impacts the safety and 

Paś J, roSIńSKI a. Selected issues regarding the reliability-operational assessment of electronic transport systems with regard to elec-
tromagnetic interference. eksploatacja i niezawodnosc – maintenance and reliability 2017; 19 (3): 375–381, http://dx.doi.org/10.17531/
ein.2017.3.8.

efficiency of the process of transporting humans and cargo. Unreli-
ability of electrical equipment and operator errors may lead to safety 
hazard states [11, 15, 18, 30]. the theory of unreliability deals with 
the analysis of the impact of equipment damage and operator errors 
on defined unreliability indicators [24, 26]. the scope of interest of 
the theory of safety are the results of damages and errors, which lead 
to safety hazards. Very important is the issue of correct determination 
which of the system’s states can be deemed permissible or impermis-
sible, from the safety point of view.

The safety hazard state may be a reversible state, when there 
is a possibility to take actions aimed at restoring the state of full 
worthiness (e.g. Diagnosing a damage and attempting repair, cor-
recting an operator error, neutralising an external event). The 

Jacek Paś
adam roSIńSKI

seleCted issues regarding the reliability-operational assessment 
of eleCtroniC transport systems 

with regard to eleCtromagnetiC interferenCe

wybrane zagadnienia oCeny niezawodnośCiowo-eksploataCyjnej 
transportowyCh systemów elektroniCznyCh 

z uwzględnieniem zakłóCeń  elektromagnetyCznyCh*
The article presents issues associated with the reliability-operational analysis of electronic transport systems, which are oper-
ated in a defined environment. Intended or unintended (static or mobile) electromagnetic interference, which are present over a 
broad transport area, can cause interference of its functioning. That is why correct functioning of electronic transport systems in  
a distorted electromagnetic environment is so important. The articles measurement results of low frequency radiation basic char-
acteristics for power supplies, which were carried out for two frequency ranges: (0÷400) Hz and (400÷6500) Hz. The impact of 
the load’s voltage change on the electric field E [V/m] produced by the power supply and the impact of power supply load’s current 
changes on the induction of the magnetic field B [nT] were presented. Next, a graph of relations in an electronic transport system, 
with regard to level of interference in electric and magnetic fields, was developed. This allowed to determine the relations, which 
enable to define the probability values of a system being in the distinguished states. The methodology of the reliability-operational 
analysis of electronic transport systems with regard to electromagnetic interference presented in this article, may be used during 
designing of electronic systems used in transport.

Keywords: operation, reliability, electromagnetic interference, electronic transport systems.

W artykule przedstawiono zagadnienia związane z analizą niezawodnościowo-eksploatacyjną transportowych systemów elektro-
nicznych, które są eksploatowane w określonym środowisku. Występujące na rozległym obszarze transportowym zaburzenia elek-
tromagnetyczne zamierzone lub niezamierzone (stacjonarne lub ruchome) mogą być przyczyną zakłócenia ich funkcjonowania. 
Dlatego tak istotne jest prawidłowe funkcjonowanie transportowych systemów elektronicznych w zniekształconym środowisku 
elektromagnetycznym. W artykule przedstawiono wyniki pomiarów podstawowych charakterystyk promieniowania niskiej czę-
stotliwości dla zasilaczy, które zostały przeprowadzone dla dwóch zakresów częstotliwości: (0÷400) Hz i (400÷6500) Hz. Zapre-
zentowano wpływ zmiany napięcia obciążenia na pole elektryczne E [V/m] wytwarzane przez zasilacz, oraz wpływ zmiany prądu 
obciążenia zasilacza na indukcję pola magnetycznego B [nT]. Następnie opracowano graf relacji w transportowym systemie 
elektronicznym z uwzględnieniem poziomów zakłóceń pola elektrycznego i magnetycznego. Umożliwiło to wyznaczenie zależności 
pozwalających na określenie wartości prawdopodobieństw przebywania systemu w wyróżnionych stanach. Zaprezentowana w 
artykule metodyka analizy niezawodnościowo-eksploatacyjnej transportowych systemów elektronicznych z uwzględnieniem zakłó-
ceń elektromagnetycznych może być użyta podczas projektowania systemów elektronicznych stosowanych w transporcie.

Słowa kluczowe: eksploatacja, niezawodność, zakłócenia elektromagnetyczne, transportowe systemy elektro-
niczne.
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execution of a counter-action has to be performed in the avail-
ability time. In case of the counter-action being ineffective or is 
taking too long, the system switches from the safety hazard state to  
a hazard state, also called the safety unreliability state.

An increase of the level of electronic transport systems’ safety 
may be executed through improving their reliability parameters. An 
increase in reliability can be achieved by the increased reliability of 
components or using redundant structures [20, 21, 25, 32]. the first 
solution is aimed at preventing damages. In the second case, the use of 
double or triple redundancy leads to, admittedly, expansion of the sys-
tem but enables tolerating the occurring damages. Redundancy may 
concern the devices subassemblies, system modules, as well as e.g. 
computers controlling transport processes. The quality of information 
[10, 28, 29], which the systems receive from sensors is also impor-
tant [4, 9]. Some scientific papers propose to use fuzzy logic [27] or 
artificial neuron networks [5]. electronic transport systems are also 
significantly impacted by vibrations [2] but they are not taken into 
consideration in this article.

Electronic transport systems operate in various operating condi-
tions present in transport areas. Their correct functioning is condi-
tioned not only on the reliability of individual components comprising 
the system but also on the level of electromagnetic interference [12, 
14] and the operational strategies adopted for implementation

The article presents measurements of the electromagnetic spec-
trum, which was created as a result of the use of power supplies used 
in electronic transport systems. An analysis of the obtained results 
made it possible to develop a research model of an electronic transport 
system and then, to carry out the reliability-operational analysis with 
regard to electromagnetic interference.

2. Electronic transport systems

Mutual coexistence of electronic transport systems and their cor-
rect functioning in the transport domain in a defined electromagnetic 
environment and the functioning without introducing unacceptable 
electromagnetic interference into that environment, can be defined as 
electromagnetic compatibility [1, 3, 13].

In the case of the impact of electromagnetic interference on elec-
tronic transport systems, we can distinguish four operating states for 
these systems:

the system does not react to external and internal interfer- –
ence – the interference level is too low, permissible inter-
ference levels were not exceeded, the system remains in  
a given operating state in which it currently is,
the devices comprising the control system automatically re- –
move interference through used passive or active filters, screen-
ing, correct distribution or system solutions,
the occurrence of interference  –
with values not exceeding the 
permissible ones, causes the 
system to switch from the 
worthiness state to the partial 
worthiness states – restoration 
of the worthiness state re-
quires taking specific actions,
the occurrence of interference  –
with values exceeding the 
permissible ones, damages 
the system, and thus, the tran-
sition from the worthiness to 
the unworthiness state.

Electronic transport systems are 
installed in stationary and mobile 
facilities, and are used in a defined 
electromagnetic environment. Natu-

ral electromagnetic environment is shaped by the phenomena that oc-
cur on the ground, but is seriously distorted on the transport area. One 
of the reasons for that is the presence of a high number of electromag-
netic fields, radiating in intended or unintended manners. Each elec-
tric or electronic device, supplied with electric power, produces its 
own electromagnetic field, which is associated with its operation [22, 
23]. electronic devices and systems, supplied by feeders of different 
types, are used over the transport area. They should function properly, 
regardless of the present interference, which have effect on them.

Electromagnetic interference with a broad frequency band, gener-
ated by different devices used over the transport area simultaneously, 
at the same time impact the electronic transport systems. The interfer-
ence signal spectrum results from the operating frequency of systems 
(devices), their harmonics and the intermodulation frequencies, which 
are the result of non-linearity, e.g. of electronic elements.

Modern electronic transport systems used, i.a., in transport, are 
expected to satisfy many requirements. They can include, i.a., mini-
aturization, limited electrical energy consumption, high reliability. 
Introducing these limitations may result in the fact that the level of 
useful signals from devices may be comparable to the level of inter-
ference generated by, e.g., stationary and mobile interference sources 
(e.g. base and radio stations, MV and LV lines, transformer stations, 
commonly use electrical devices). That is why, it is necessary to per-
form a reliability-operational analysis of the systems, with regard to 
electromagnetic interference.

3. Reliability-operational analysis of electronic trans-
port systems with regard to electromagnetic interfer-
ence

In order to measure the low frequency radiation characteristics 
of power feeders of electronic transport systems, a spectrum analys-
er, with an operating frequency of 0 Hz to 100 kHz, was used. The 
radiation spectrum in the low frequency range, and this was adopted 
for the device functional analysis, is divided into two sub-ranges: 
ELF and VLF. Observing the changes of individual spectrum com-
ponents radiated by the power supplies, their operating state can be 
characterized.

The measurement of the low frequency radiation basic charac-
teristics was carried out for two frequency ranges: (0÷400) Hz and 
(400÷6500) Hz. A measurement above the frequency of 6.5 kHz is 
of little usefulness from the point of view of the device’s diagnos-
tics, since particular components of the electromagnetic field radia-
tion have very small values. Tables 1 and 2 present the impact of the 
load’s voltage change on the electric field e [V/m] produced by the 
power supply and the impact of power supply load’s current changes 
on the induction of the magnetic field b [nt]. the e, b components 

Table 1. Electrical field E [V/m] produced by tested power supplies for individual signal spectrum components 
(load current constant, change of the output voltage for a given power supply type)

Power supply type P339 BS525 5353

Frequency [Hz] U=10V I=3A U=20V I=3A U=15V I=1A U=30V I=1A U=20V 
I=1,8A

U=48V 
I=1,8A

50 1,603 1,799 1,71 2,64 1,628 2,277

100 0,0053 0,0058 0,0062 0,0073 0,003 0,003

150 0,174 0,241 0,174 0,34 0,16 0,21

350 0,13 0,18 0,1294 0,14 0,12 0,22

1250 0,173 0,18 0,0196 0,021 0,016 0,015
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electromagnetic field can 
be observed for higher 
frequencies, i.e., 250, 350, 
550 Hz. For the frequency 
of 350 Hz, the increase of 
the harmonics amplitude 
for the BS525 power sup-
ply was as much as 90.9%. 
However, with the increase 
of the load current, increas-
es of individual negative 
harmonics were also ob-
served. This phenomenon, 
i.a., can be associated with 
returning the field’s energy 
from some spectrum bands 
to others. By thoroughly 
studying the increase of 
magnetic field’s B induc-
tion and electric field’s E 

current, we can obtain information about the state of the power supply 
load’s current and voltage.

Analysing the obtained results, we can conclude that an electronic 
transport system (operated in a transport environment, with electro-
magnetic interference present) can be in the distinguished states [19, 
31]. therefore, the idea to carry out the reliability-operational analy-
sis seems reasonable. Thanks to that, we will obtain relations, which 
allow to determine the probability values of the system being in the 
distinguished operational states

By conducting the reliability and exploitation analysis of the elec-
tronic transport system, it is possible to illustrate the relationships in 
it, as shown in Figure 1.

Denotations in figures:
RO(t)  – the function of probability of system staying in state of full 

ability SPz,
QzB1(t) – the function of probability of system staying in state of the 

impendency over safety SzB1,
QzB2(t) – the function of probability of system staying in state of the 

impendency over safety SzB2,
QB(t)  – the function of probability of system staying in state of unre-

liability of safety SB,
λzB1  –  transition rate from the state of full ability SPz into the state 

of the impendency over safety SzB1,
λzB2  –  transition rate from the state of full ability SPz into the state 

of the impendency over safety SzB2,
µPz1  –  transition rate from the state of the impendency over safety 

SzB1 into the state of full ability SPz,
µPz2  –  transition rate from the state of the impendency over safety 

SzB2 into the state of full ability SPz,
λB1   –  transition rate from the state of the impendency over safety 

SzB1 into the state of unreliability of safety SB,
λB2   –  transition rate from the state of the impendency over safety 

SzB2 into the state of unreliability of safety SB,
µB1   –  transition rate from the state of unreliability of safety SB into 

the state of the impendency over safety SzB1,
µB2  –  transition rate from the state of unreliability of safety SB into 

the state of the impendency over safety SzB2,
µB0   –  transition rate from the state of unreliability of safety SB into 

the state of full ability SPz.

Full worthiness state SPz is a state, in which the electronic 
transport system functions correctly. The safety hazard state SzB1 
is a state, in which the electronic transport system is partially fit for 
use (interference of the electric field do not exceed permissible val-
ues) The safety hazard state SzB2 is a state, in which an electronic 

of the electromagnetic field are produced in an unintended way by the 
tested power supplies of the electronic transport systems. In order to 
determine the impact of the am parameters (load current, output volt-
age) of the system’s power supply, a measurement stand for measur-
ing diffused fields E, B produced by the tested devices was developed 
and constructed.

When testing the impact of load voltage on the spectrum of an 
electromagnetic field, the increase of signal spectrum harmonics com-
ponent amplitude can be noticed for particular power supply types 
(tab. 1). For the P339 power supply, the biggest impact was noticed 
for the 150 Hz harmonics – the value of 0.174 V/m increased to 0.241 
V/m, with the increase of the supply voltage from 10V to 20V. Also 
for the power grid’s component frequency of 50Hz there was an in-
crease of amplitude, but it was smaller and amounted to only 10.89%. 
For the remaining power supplies, an increase of the amplitude of 
individual harmonics, together with an increase of the supply volt-
age, can also be noticed. The biggest increase was for the frequency 
of 100 Hz, for the BS525 power supply and amounted to 48.8%. For 
higher frequencies (above 350 Hz), individual field components with 
the change of the supply load voltage, did not have high amplitude 
values. The increase of the amplitude values was very small, together 
with the increase of the load voltage.

A similar phenomenon of the increase in the amplitude of electro-
magnetic field’s individual harmonics can be observed for magnetic 
field B induction. An increase of the field’s induction was noticed 
during the increase of the load current drawn from a power supply 
(tab. 2). A significant increase of the harmonics amplitude of the 

Table 2. Induction of the magnetic field B [nT] produced by tested power supplies for individual signal spectrum components 
(load voltage constant, change of the output current for a given power supply type)

Power supply type P339 BS525 5353

Frequency [Hz] U=10V I=1A U=10V I=4A U=30V I=0,5A U=30V I=1A U=48V I=0,5A U=48V I=1,8A

50 1834,25 1883,65 3556,3 4358,6 2540,9 2851,02

100 527,84 901,57 53 109,5 44,8 125,9

150 5134,52 4623,81 188 590 512,9 575,4

250 845,28 1096,48 169 199,8 46,1 316,3

350 134,74 121,62 42,5 467,4 14,2 50,2

550 4,47 13,96 1,7 4,6 2,99 5,7

Fig. 1. Relations in an electronic transport system
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transport system is partially fit for use (interference of the magnetic 
field do not exceed permissible values) The safety hazard state SB 
is a state, in which the electronic transport system is unfit for use 
(interference of the electric and magnetic fields exceed permissible 
values).

If an electronic transport system is in a state of full worthiness SPz 
and there appears an electric field interference, then it switches to the 
safety hazard state SzB1 with the intensity λzB1. If the system is in the 
safety hazard state SzB1, then it is possible to switch to the full worthi-
ness state SPz, provided that actions are taken aimed at restoring the 
worthiness state.

In case of a safety hazard state SzB1 and additionally, there appears 
an interference of the magnetic field, then the system switches to the 
safety unreliability state SB with the intensity λB1. Return transition 
of the safety hazard state SzB1 from the safety unreliability state SB is 
possible, provided actions are taken, aimed at mitigating the level of 
magnetic field interference, to a value in the permissible range.

If an electronic transport system is in a state of full worthiness SPz 
and there appears a magnetic field interference, then it switches to the 
safety hazard state SzB2 with the intensity λzB2. If the system is in the 
safety hazard state SzB2, then it is possible to switch to the full worthi-
ness state SPz, provided that actions are taken aimed at restoring the 
worthiness state.

In case of a safety hazard state SzB2 and additionally, there ap-
pears an interference of the electric field, then the system switches 
to the safety unreliability state SB with the intensity λB2. Return 
transition of the safety hazard state SzB2 from the safety unreli-
ability state SB is possible, provided actions are taken, aimed at 
mitigating the level of electric field interference, to a value in the 
permissible range.

If an electronic transport system is in the safety unreliability 
state SB and there are interference in the magnetic and electric fields, 
then the system switches to the full worthiness state SPz with the 
intensity µB0.

The system illustrated in fig. 1 may be described by the following 
Chapman–Kolmogorov equations:

R t R t Q t R t Q tZB PZ ZB ZB PZ ZB B0 1 0 1 1 2 0 2 2
' ( ) - ( ) ( ) - ( ) ( )= × + × × + × +λ µ λ µ µ 00

1 1 0 1 1 1 1 1

×

= × × × + ×

Q t

Q t R t Q t Q t Q
B

ZB ZB PZ ZB B ZB B
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2 2 0 2 2 2 2 2= × × × + ×λ µ λ µ ))
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Laplace transform yields the following system of linear equa-
tions:
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Probabilities of system staying in a distinguished functional states 
in symbolic (Laplace) terms have the following form:
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Solution to the above set of equations in the time domain is the 
next step in the analysis and is not discussed here.

4. Modelling an operation process of an electronic 
transport system

Computer simulation and computer-aided analysis facilitate to 
relatively quickly determine the influence of change in reliability-
exploitation parameters of individual components on reliability of the 
entire system. Of course, the reliability structure of both the entire 
system and its components has to be known beforehand.

Using computer aided allows to perform the calculation of the 
value of probability of system staying in state of full ability RO. That 
procedure is illustrated with below example.

Example
The following quantities were defined for the system:

test duration - 1 year (values of this parameter is given in [h]): –

 [ ]t 8760 h=

non-damageability of the system in the case electric field inter- –
ference, with values in the permissible range:

 ( )zB1R 0,949t =

non-damageability of the system in the case magnetic field in- –
terference, with values in the permissible range:

 ( )zB2R 0,991t =

transition rate from the state of the impendency over safety S – zB1 
into the state of unreliability of safety SB:

 λB1 0 000001= ,

transition rate from the state of the impendency over safety S – zB2 
into the state of unreliability of safety SB:

 λB2 0 000006= ,

transition rate from the state of unreliability of safety S – B into 
the state of full ability SPz:
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 µB0 0 01= ,

transition rate from the state of unreliability of safety S – B into 
the state of the impendency over safety SzB1:

 µB1 0 1= ,

transition rate from the state of unreliability of safety S – B into 
the state of the impendency over safety SzB2:

 µB2 0 1= ,

Knowing the value of reliability ( )zB1R t , transition rate from the 
state of full ability into the state of the impendency over safety SzB1 
may be estimated. Provided the up time is described by exponential 
distribution, the following relationship can be used:

 R t ezB1
tzB1( ) = −λ  for 0t ≥  (5)

thus:

 λzB1
zB1lnR t
t

= −
( )

 (6)

For [ ]t 8760 h=
 
and ( )zB1R 0,949t =  we obtain:

 
λzB1

zB1ln R t
t

ln 0,949
8760

1
h

= −
( )

= − = 





0 000006,
 (7)

Knowing the value of reliability ( )zB2R t , transition rate from the 
state of full ability into the state of the impendency over safety SzB2 
may be estimated. Provided the up time is described by exponential 
distribution, the following relationship can be used:

 R t ezB2
tzB2( ) = −λ  for 0t ≥  (8)

thus:

 λzB2
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t

= −
( )  (9)

For [ ]t 8760 h=
 
and ( )zB2R 0,991t =  we obtain:
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1
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0 000001,  (10)

For above initial values, by use of (4) equations, following results 
are obtained:
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Assuming µPZ1 0 1= ,  , µPZ 2 0 2= ,  and using the Laplace’a transfor-
mation we receive:

0,199947319 0,100006 0,21006058
0 0,00000496942 0,000059996 3,03804695
0,9999350039

t t tR (t) e e e− ⋅ − ⋅ − ⋅= ⋅ + ⋅ + ⋅ +

+

(12)

Finally, we obtain:

0,999935OR =

The presented reliability-operational analysis of an electronic trans-
port system, taking into account electromagnetic interference, allows 
numerical assessment of different types of solutions (technical and or-
ganizational), which can be implemented in order to mitigate the impact 
of electromagnetic interference on the system’s functioning.

In order to mitigate the impact of electromagnetic interference on 
electronic transport systems, we need to determine: the interference 
source, interference receiver and the manner of the source coupling 
with the receiver. There are three main ways to limit the manners, the 
interference spreads:

interference may be suppressed at the source (e.g. use of protec- –
tive screening),
execution of an electronic transport system, which shall be in- –
sensitive to the interference impacting it, which are present in 
an electromagnetic environment (use of electronic elements ex-
ecuted with proper technology),
minimizing the transfer of interference through coupling chan- –
nels (e.g. decoupling filters, groundings, gate drives [16, 17], 
screening, etc.).

In conclusion, if the constructors know the conditions of the elec-
tromagnetic environment (e.g. through the above presented measure-
ments and reliability-operational analyses), in which the electronic 
transport system will probably be functioning, then the EMC require-
ments need to be met, which are usually known and can be taken into 
account when developing the device’s structure.

5. Conclusion
Widespread use of electric and electronic systems in electronic 

transport systems causes the need of them functioning in a variety 
of systems, while being located very close to each other. This may 
result in an increase of the probability of interference in the systems’ 
functioning, thus, being in states of partial worthiness. That is why, 
when designing electronic transport systems, they need to be prepared 
for operation in real conditions, meaning, being surrounded by other 
devices. The presented methodology of reliability-operational analy-
sis of electronic transport systems, taking into account electromag-
netic interference, may be helpful in this case. It allows to specify 
with numbers the probability values of the system being in the distin-
guished states.

In further studies, the authors plan to differentiate the sates of par-
tial worthiness and highlight their subordinate states. This will allow 
more thorough mapping of the function of an electronic transport sys-
tem utilized in an electromagnetic environment.
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the method of estimating dependability of supply Chain elements 
on the base of teChniCal 

and organizational redundanCy of proCess

metoda szaCowania niezawodnośCi elementów 
łańCuCha dostaw na podstawie Charakterystyk 

nadmiarowośCi teChniCznej i organizaCyjnej proCesu
The quality of supply chain operation depends on quality of its particular elements, including warehouses. The paper presents an 
attempt to describe the quality of warehouse operation in terms of dependability. Authors discussed issues related to assessing 
warehouse operation, quality problems and solutions to increase the quality of work. The technical and organizational redundancy 
was proposed as a primary factor increasing dependability of warehous operation in supply chain and thereby improving the 
quality of services. Authors discussed dependability of supply chain and warehouses and have proposed an approach to deter-
mination of dependability of warehouse facility based on technological and organisational redundancy related to material flow 
pile-ups. The approach was founded on OTIFEF index as a base for dependability estimation. Construction of that index basing 
on probabilities of correct realization of different aspects of logistics service was proposed. An important element of the approach 
presented in the paper is proposal of technical and organisational indicators defining different aspects of redundancy in aspect 
of dependability. The example of redundancy assessment in function of technical and organisational methods of increasing ware-
house efficiency has been provided.

Keywords: warehouse dependability, technological redundancy, organizational redundancy, material flow pile-
up, supply chain.

Jakość pracy łańcucha dostaw jest wynikiem jakości pracy jego elementów, w tym magazynów. W artykule przedstawiono próbę 
ujęcia zagadnień jakościowych pracy magazynu w kategoriach niezawodnościowych. Omówiono zagadnienia oceny pracy maga-
zynów, źródła problemów jakościowych i stosowane rozwiązania zwiększające jakość pracy. Wskazano nadmiarowość techniczną 
i organizacyjną jako podstawowy środek zwiększania niezawodności realizacji zadań przez magazyny w łańcuchu dostaw i tym 
samym poprawę jakości świadczonych usług. Autorzy omówili zagadnienia niezawodności łańcucha dostaw i magazynów jako 
ich podstawowych elementów i zaproponowali podejście do określania niezawodności magazynu oparte o nadmiarowość tech-
nologiczną i organizacyjną ustalaną w oparciu o przewidywane spiętrzenia przepływu materiałów. Do tego celu wykorzystano 
miernik OTIFEF jako podstawę szacowania niezawodności. Zaproponowano konstrukcję tego miernika w oparciu o prawdopo-
dobieństwa poprawnej realizacji różnych aspektów usług logistycznych. Ważnym elementem podejścia proponowanego w artykule 
jest propozycja technicznych i organizacyjnych wskaźników określających różne aspekty nadmiarowości w funkcji niezawodności 
magazynu. Przedstawiono przykład szacowania nadmiarowości z wykorzystaniem technicznych i organizacyjnych metod zwięk-
szania efektywności.

Słowa kluczowe: niezawodność magazynu, nadmiarowość technologiczna, nadmiarowość organizacyjna, spię-
trzenia w przepływie materiałów, łańcuch dostaw.

1. Introduction

A key feature of any technical system, including logistics system, 
is work quality influencing user satisfaction. The quality of logistics 
services may be considered in relation to the time of delivery, security, 
dependability etc. in relation to costs [9, 11]). the quality of a logistic 
system services can be considered using dependability issues, but ap-
plying classic measures of dependability is impeded for logistics sys-
tems due to their complexity and necessary process-based approach 
to research.

Supply chain is a specific case of a logistics system. According to 
the serial structure of supply chain its quality, especially in technical 

matters, depends on quality of individual components [5]. these com-
ponents – facilities and subsystems – perform processes of material 
transport, buffering and transformation. 

Transport subsystems in supply chain determine efficiency and 
duration of material movement. They can be also a source of delays, 
damages and loss of materials. Warehouses buffer and transform ma-
terials as well as hold and deploy stock. Thus, warehouses determine 
accessibility of materials for clients and time of response for order. 
They are also places where the smallest possible pieces of materials in 
supply chain are touched (handled and transformed), so warehouses 
are potential sources of qualitative and quantitative errors. Warehouse 
processes are affected by the risk of damage to materials. Storage 
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process lowers value of materials and generates costs of maintaining 
inventory. These negative factors must be investigated and eliminated 
in order to improve the quality of services provided throughout the 
supply chain.

Therefore, warehousing seems to be important for the quality of 
services in the supply chain due to the broad spectrum of possible ad-
verse events and errors caused by warehouses and identified by final 
customer. In case of transport subsystem shortcomings of performance 
can be quickly counteracted by using additional means of transport. 
In case of warehouses storage and handling capacity often cannot be 
achieved through simple organizational methods. In that case perform-
ance affects the timeliness and this, in turn, determines the quality.

Irregularities in logistics services result from errors of supply 
and distribution planning (not considered in this paper), technical 
deficiencies and inadequate organization. Hence we come up to the 
question as to the way that warehouses should operate, and in par-
ticular which technical means should they be fitted with to allow the 
undisturbed progress of warehousing processes in accordance with 
customer expectation? one of the elementary methods of enhancing 
dependability of systems is redundancy. Redundancy is understood as 
the application of a larger number of elements as compared to what 
is necessary or generally accepted. Those elements may comprise ad-
ditional devices, people, space or information to be assured in case of 
damage or lack of efficiency of a system.

In the paper the authors have proposed a certain approach to ware-
houses services quality included in dependability categories. On that 
base they have discussed possibility of warehouse dependability im-
provement based on technological and organisational redundancy. In 
this context they have presented the research oriented at the dependa-
bility of logistic systems, particularly taking into account technical so-
lutions in implementation of warehouse processes and supply chains. 
An important element of the presented approach is model presented 
in 5. point to determine selected characteristics of warehouse depend-
ability in relation to material flow pile-ups. Additionally, authors pro-
pose factors of technical and organisational redundancy included into 
dependability structure of the warehouse.

2.Warehouse and supply chain dependability issues

In accordance with standards PN-82/N-04001 and PN-93/N-
50191, dependability of a system (technical facility) is generally de-
fined as a set of features that describe the readiness of the facility as 
well as reliability, maintainability and assuring maintenance support 
that affect it. according to nowakowski [19, 20], when defining the 
dependability of a logistic system, the following should be taken into 
account: 

dependability of this system is understood only as a measure of  –
task implementation over time, which may be compared to the 
reliability of technical system,
no equivalent of maintainability or reliability of technical sys- –
tem has been formulated for logistics systems,
all measures have the nature of coefficients, as a rule structure  –
indicators; no other characteristics have been made use of, even 
though processes subject to assessment may also be random 
ones.

in other place nowakowski [19] defines the dependability of lo-
gistics system through its availability. In a classic form function of 
availability of recoverable object describes the probability of its proper 
functioning in a specific moment of time [34]. Warehouse availability 
describes its ability of timely undertaking and successful performance 
of tasks arising from supply chain. It depend on the availability of re-
sources, i.e. people, devices and means of internal transport, available 
time, control and measuring devices and buffering capability ([16], as 
per Logistics Management Institute). Dependability of the warehouse 
is a function of availability to handle supplies (unloading, receiving 

and put- away in the reserve area) as well as shipment (retrieving, 
replenishment, picking, sorting, consolidation, loading). The level of 
logistic services executed by the warehouse may be considered to be 
sufficient, and consequently the availability of the warehouse satisfac-
tory, if at the fixed level of costs:

number and structure of qualitative errors are at an acceptable  –
level,
services are provided on time, in accordance with the contract  –
concluded with the customer,
acceleration or cancellation of customer orders is possible in  –
specific conditions,
the facility is capable of handling pile-ups in material flows on  –
time, without an adverse consequence for the remaining partici-
pants of the supply chain,
the warehouse may, within preset limits, respond to changes  –
in the goods structure or change in the structure in customer 
orders without increasing the number of occurring errors and 
maintaining the required timeliness.

Dependability is no easily measurable factor considered in de-
signing logistic systems [10, 18]. in supply networks the issues of 
dependability are most frequently limited to the supply process. In 
this respect nowakowski [19, 20] indicates that dependability in the 
operation of supply chains may indicate: timely task execution, com-
plete implementation of an order and receipt or release of undamaged 
goods. A measure of functioning dependability of the system are dis-
turbances and reduction of its performance [10, 18]. in this context 
the analysis comprises the flexibility of the system, i.e. the ability to 
adapt and to deploy changes in the operating scope and possibilities 
of increasing the operation area. 

Numerous studies related to problems of dependability in sup-
ply chains [1-3, 8], take into account issues related to reducing sys-
tem efficiency and changes in the loading of transport routes within 
the network [24, 27]. Sohn and choi [28] analyse issues related to 
managing a supply chain in relation to the reliability of subsequent 
stages – logistic processes, including warehouse processes. They em-
phasise the need to include reliability issues already at the stage of 
designing. bukowski and Feliks [6] search for a unified concept to 
evaluate dependability of complex supply chain. baghalian et al. [1] 
present a mathematical model of the forming of broad assortment sup-
ply chains, which takes into account uncertainty on the demand and 
supply side. This uncertainty translates into material flow pile-ups on 
warehouse entrance and exit.

Quite interesting research of the impact exerted by the seasonal-
ity on the dependability level in transport services of spare parts was 
presented by Juściński and Piekarski [12]. the authors have set out 
the value of seasonal indices for the given period and analysed the 
distribution of their changes in the aspect of anticipated demand for 
spare parts for machines.

Issues of strategic management of the supply chain and planning 
of infallible warehouses functioning in regular conditions, as well as 
in conditions of unforeseen disturbances, have been subject of analy-
ses performed by numerous authors [21, 25]. Peng et al. [21] present-
ed a model for minimising the cost of logistic tasks implementation 
with concurrent minimising of the risk that the performance of those 
tasks would be discontinued. neo et al. [15] analyse the impact of 
lack of warehouse technical efficiency on selected criteria of quality 
assessment of its operation. Furthermore, they point to the accuracy of 
information order-picking processes and timely execution of deliver-
ies as crucial quality indicators.

rizzi and zamboni [23] regard logistic processes in manual ware-
house of finished goods using ERP system to improve the productiv-
ity of the warehouse. The authors have pointed to the fact that the 
deployment of an integrated IT system is not guarantee for rationalis-
ing warehouse operation.
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Werbińska-Wojciechowska [33] presents a model of maintaining 
technical systems on the example of logistic systems using the con-
cept of time delays. Author points to the effectiveness of the devised 
model on the example of internal transport devices. In other 
work Werbińska-Wojciechowska [32] discusses the integration 
of the system executing the task with the supportive system like 
the logistics system. 

Quality of services has considerable importance as it comes 
to dependability and is rather significantly highlighted by certain 
authors [26, 29, 30]. the authors perceive quality as a level at 
which customer requirements are met by services providers. For 
example in the study [26] as the author describes the multidi-
mensional nature of the quality, he states that the quality assess-
ment should concern the dependability of operation of transport 
means and human resources, IT resources, infrastructure, tech-
nical equipping, and rules of system organisation. On the other 
hand, chung and others [7] take up the issue of work quality and 
the dependability of warehouses in relation to the specialisation 
of the supply chain and the consequent possibility of re-using 
package resources. The authors propose the use of genetic algo-
rithms as a tool for effective planning of dependability.

The crucial feature of dependability of supply chain and ware-
house is the determination of the whole system faultless probability. 
This is difficult for complex structures like logistic systems, in the 
case of which classical damage causing lack of fitness of use is not 
applicable. Often warehouse processes are significant source of er-
rors. In this context the appropriate number and selection of technical 
means has a particular significance. For this reason, it is necessary to 
specify selected technological and organisational measures for the se-
lection of technical means to secure the implementation of warehouse 
processes. The selection must take into consideration the diversity of 
orders obtained from clients, and the irregularity of supplies. 

On the basis of the performed review of literature an assumption 
may be made that there is a research gap on the impact of redundancy 
on dependability and the operating cost of the warehouse system, es-
pecially as regards technical solutions that may be allowed for use 
during designing of warehouse systems – when the precise progress 
of processes described by the history of order implementation and 
supply handling is not available.

3. Technological and organizational redundancy versus 
warehouse dependability

Review of literature and observations made in practice indicate 
that the lack of dependability of the warehouse process is connected 
with the following:

human errors that generate repair tasks (additional labour, cost  –
and delay), cause inconsistency of stock and reduce the quality 
of services in the supply chain,
unforeseen pile-ups in the flow of materials causing lack of  –
handling of current supplies and shipments,
seasonal and long-term changes in the structure of supplies and  –
shipments, which cause an insufficiency in performance and 
lack of technological suitability for the tasks,
unreliability of mechanical equipment and facilities – especially  –
the key elements of storage systems, such as AS/RS,
warehouse and enterprise information systems errors (mis- –
matching), poor quality planning.

Errors in warehouse process may be of two types: of internal or 
external nature in relation to the system. The first type of errors most 
frequently are an effect of human errors, an objective shortage of ef-
ficiency (productivity), mismatching of the technology and the tasks, 
shortage of buffering capacity and storage, and random events. Ex-
ternal ones, from the viewpoint of the warehouse, arise exclusively 
from random causes connected with changes in changes to the supply 

structure. The nature and scope of those changes is not reviewed at 
the warehouse level but is subject of planning of the supply chain 
(Fig. 1).

the conducted research [4, 16, 17] clearly points to a necessity 
of carrying out an analysis of a sample of historical data with view to 
dependability to set out measurable indicators related to the number 
and types of possible errors. On that base warehouse technologies and 
methods of work organisation are selected to reduce the number or 
change the structure of errors in the implementation of warehouse 
processes. 

Problems in implementation of warehouse processes, such as the 
lack of punctuality, may be a result of the absence of handling poten-
tial or lack of suitability of the potential to random pile-ups in mate-
rial flows [31]. a negative influence of random peaks in daily mate-
rial flows on its uninterrupted operation is flattened by daily pile-up 
coefficients expressing technological redundancy allowed for in the 
designing stage. The coefficients increase average daily volumes to 
set reliable (nominal) material volumes covering the majority of daily 
flow peaks (section 5). The application of pile-up coefficients that 
describe processes of supplies and shipments enables taking into ac-
count the efficiency overcapacity in planning of warehouse processes, 
and consequently enhancing the dependability of the facility.

The pile-up coefficients do not take into account extraordinary 
situations or long-term trends in the supply chain that arise from the 
seasonal change in the structure of flows and supplies, and long-term 
changes on the market. The basic way of coping with them is the 
periodical change in work organisation and adaptation of efficiency. 
Long-term changes tend to reduce the availability to providing serv-
ices and require the adoption of flexible solutions offering the given 
possibility of adaptation which, in turn, are connected with the tech-
nological universality and with the anticipated redundancy (installed 
in practice and potential one). 

Typical methods of eliminating the above mentioned issues are 
as follows:

technological redundancy –  enhancing the dependability of the 
system, including

increasing the capacity of functional areas (specially stor- ◦
age), 
increasing number of people and equipment, ◦
using equipment more efficient than actually required. ◦

technological universalism –  (flexibility),
organisational changes –  that extend the available time of work 
and which allow a reduction of the required volume of re-
sources,
adoption of integrated management systems  – (WMS) to elimi-
nate out-of-system activities,
adoption of motivation programmes –  of the employees.

Fig. 1. Classification of sources of errors and hindrances that limit the warehouse de-
pendability. Source: [14]
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A review of the following aspects allows the presumption that 
planning of a warehouse facility requires taking into account redun-
dancy of the following nature:

Functional  – (flexibility, universalism), i.e. possibilities of func-
tional reconfiguring of the system to allow its adaptation to the 
nature of implemented logistic tasks.
Technological  – (oversizing), i.e. an overcapacity in efficiency as 
compared to needs.

Redundancy always has to be confronted with the effectiveness of 
the warehouse and whole supply chain. Oversizing to exceed actual 
needs causes a high unit cost of tasks, while universalism may cause a 
drop in competitiveness. The adequacy of that cost arises from market 
conditions.

Organisational methods aimed at increasing the dependability of a 
warehouse are based on the following:

rational allotment of resources for needs of warehouse tasks in  –
time,
determination of available time for task implementation during  –
the day,
selection of universal devices which may be moved between  –
tasks,
adoption of methods directing the flow of materials to and from  –
the given location to reduce the work intensity of the process, 
in the function of costs of task implementation and availability 
of resources.

The dependability of the warehouse may be periodically enhanced 
by the adoption of organisational means aimed at increasing the uti-
lisation rate of the working time (e.g. by motivating) or permanently 
by application of warehouse management systems. Temporary fac-
tors that enhance efficiency, and consequently improve the overall 
dependability of the warehouse in the supply chain include the pos-
sibility of extending the daily working time. Long-term increase in 
performance by extending the daily working time requires employing 
additional people. 

Functional redundancy is also contained in schedule of warehouse 
process that describes work pile-ups. Planning the process in a way 
that increases the available time of task implementation concurrently 
maintaining the same state of resources would allow enhancing the 
system potential [13].

Both technological and functional redundancy are indispensable 
for proper realization of warehouse processes. Certain aspects of tech-
nological and functional redundancy may be taken into consideration 
in the project phase, as was outlined below.

4. Synthetic warehouse dependability measure

Warehouse dependability can be related to the basic features of 
properly realized logistics service defined by 7r rule [19], which 
means transforming entering material flows (from suppliers) into 
materials for clients according to orders, within agreed time, with 
adequate quality and costs. Quality of warehouse services is suffi-
cient, and consequently its dependability is satisfactory, when number 
and structure of qualitative errors is admissible by client, services are 
provided on time and warehouse is capable of handling predictable 
and non-predictable pile-ups in material flows. Then, it is possible to 
determine overall dependability measure OTIFEF (On-Time, In-Full, 
Error-Free) of warehouse on the base of warehousing operations his-
tory [14, 19]. OTIFEF measure is basically the ratio of tasks (serv-
ices) completed in a way fully satisfying customers (model) to the 
number of all ordered tasks.

Boundary conditions of warehouse operation are determined by 
structure of deliveries on one side and structure of shipments result-
ing from customer orders on the other. Customer satisfaction must 
go hand in hand with correct servicing of suppliers. Thus, OTIFE-

Fin describes quality of servicing suppliers (feeding warehouse) and 
OTIFEFout describes quality of shipments (emptying warehouse) [14]. 
Both measures are defined by a set of parameters determining quality 
of work, but generally can be composed as follows:

 ( ) ( ) ( ) ( )in OTin IFin EFinm OTIFEF m P m P m P m∈ = ⋅ ⋅∀ M      (1)

where:

POTin(m)  – probability of handling all (daily) supplies on-time in m-th 
warehouse,

PIFin(m)  – probability of handling all (daily) supplies in-full in m-th 
warehouse,

PEFin(m)  – probability of handling all (daily) supplies with no errors 
in m-th warehouse.

A similar function is formulated for shipments:

 ( ) ( ) ( ) ( )out OTout IFout EFoutm OTIFEF m P m P m P m∈ = ⋅ ⋅∀ M   (2)

where:

POTout(m)  – probability of handling all (daily) shipments on-time in 
m-th warehouse,

PIFout(m)  – probability of handling all (daily) shipments in-full in 
m-th warehouse,

PEFout(m)  – probability of handling all (daily) shipments with no er-
rors in m-th warehouse.

For the purpose of research, probabilities are considered as inde-
pendent. This can result in underestimation of warehouse dependabil-
ity expressed by formulas (1) or (2), but is acceptable when functions 
are used for comparing technical and organizational variants. 

Probabilities of handling all shipments and supplies on-time POT 
are directly dependent on technical potential od warehouse. Prob-
abilities of quality error PEF are related to human factor and random 
events. Probabilities PIF of servicing daily supplies and shipments in-
full are related to the availability of free storage place and ordered 
materials on hand, which are dependent on inventory planning strate-
gies and indirectly on storage capacity.

5. Reliable material flow volumes vs punctuality

The fundamental step of designing warehouse is determining reli-
able (nominal) material flow volumes on entrance (supplies) and on 
exit (shipments). Reliable material flows constitute the base for count-
ing number of handling equipment, workers and spaces. Installed 
technical potential must  be able  to  handle  a l l  dai ly  suppl ies 
and shipments  and random pile-ups in material flow volumes.

Volumes of materials entering the warehouse and leaving it can 
be described by the relevant distribution (example for supplies in Fig-
ure 2).

Daily material flow volumes on entrance are described by 
random variable {λin(m), p(λin(m))} and on exit (shipments) by 
{λout(m), p(λout(m))}. Flow volumes are expressed by number of han-
dled unified units. Average daily flow volumes are then set as ex-
pected values:

 ( ) ( ( ))av
in inm m E mλ λ∈ =∀ M  and (3)

 ( ) ( ( ))av
out outm m E mλ λ∈ =∀ M  (4)
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Reliable flow volumes are the expected volumes that must be 
serviced on-time, even under statistically expected equipment break-
downs and workers’ unavailability (necessary redundancy). Finding 
reliable flow volumes is difficult and depends on type of warehouse, 
supply chain organization and serviced business. 

Random variables {λin(m), p(λin(m))} and {λout(m), p(λout(m))} are 
characterized by coefficients of variation V:

 ( )( )
( )

in
in

in

mV m
m

σ
µ

=  and ( )( )
( )

out
out

out

mV m
m

σ
µ

=  (5)

where μ is the mean and σ is the standard deviation. 

Coefficients of variation V are different for different material flow 
strategies in supply chain, but observations and analyses revealed ref-
erence values (Table 1). 

The variation coefficient V < 0,1 is considered as irrelevant, which 
is reflected in the way of setting reliable material flow volumes on en-
trance and on exit:
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and
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(7)

where: 
k1in/out(m) – variation coefficient determining irrelevancy for particu-

lar decision situation,
k2in/out(m) – index representing required warehouse service level.

Low V means that material flow is not disturbed by random pile-
ups and is non-changeable so reliable flow volume is equal to maximal 
flow volume. This situation is characteristic for warehouses handling 
high volumes of unified, non-seasonal products (like feeding pro-

duction or cross-docking). High variation coefficient V means 
that warehouse experiences high pile-ups in material flows. In 
many cases pile-ups appear rarely and don’t justify installing 
redundant handling potential. These pile-ups excessing reliable 
flow volumes must be serviced by extra potential of three types, 
which may be combined (Table 2).

Hence values of key importance for warehouse designing are the 
pile-up coefficients:

 m∈∀ M  ϕ λ
λ

in
in
rel

in
avm m

m
( ) ( )

( )
=  and (8)

 m∈∀ M  ϕ λ
λ

out
out
rel

out
avm m

m
( ) ( )

( )
=            (9)

Therefore, warehouse facility can be described 
by important dependability characteristics:

 ∀ ∈ ≤
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It was assumed that α αin outm m( ) ( ) ,= ≥ 0 96  is a typical value, 

but it depends on the analysed case. Number of workers and equip-
ment and storage capacities are set to meet determined material flow 
volumes. Assuming certain simplifications and invariability of tech-
nology, it can be stated that these numbers are proportional to the 
daily flow volume.

Concluding formulas (1), (2) and (6), (7) warehouse dependabil-
ity in terms of punctuality can be considered in aspect of technical 
redundancy in two ways:

event H – 1in when λ λin in
relm m( ) ( )≤  – flow volumes on entrance 

are below the limit, so can be handled on-time in 100%.

event H – 2in when λ λin in
relm m( ) ( )>  – flow volumes on entrance 

are over the limit, so can’t  be handled on-time in 100%.

event H – 1out when λ λout out
relm m( ) ( )≤  – flow volumes on exit are 

below the limit, so can be handled on-time in 100%.

Fig. 2. Distribution of material flow volume on warehouse entrance (supplies). 
Source: own work

Table 1. Exemplary variation coefficients of material flow volumes in warehouse facility.

Type of warehouse Minimal V … Maximal V

Industry (production) warehouse entries (supplies) 0,03 0,07 0,12

Industry (production) warehouse exit (shipments) 0,02 0,05 0,1

Distribution (retail) warehouse entries (supplies) 0,2 0,35 0,65

Distribution (retail) warehouse exit (shipments) 0,35 0,45 1,12
Source: own research.

Table 2. The possibilities of serving material flow pile-ups exceeding 
  reliable material flows.

Event Description

A
universal equipment and workers can be moved from 
other tasks and places in warehouse to handle high 
pile-ups on entrance or on exit

B
daily work time can be extended (additional FTE) 
or short-term improvement of work time utilization 
through motivation methods can be used

C
extra equipment, storage space and human resources 
can be gained from outside (renting equipment and 
space, hiring temporary workers)

Source: own research.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 3, 2017 387

sciENcE aNd tEchNology

event H – 2out when λ λout out
relm m( ) ( )>  – flow volumes on exit 

are over the limit, so can’t  be handled on-time in 100%.

If λ λin
rel

inm m( ) ( )max=  for m-th warehouse (formula (6)), then:

 POTin(m) = P(H1in) ≈ 1, (12)

and similarly if λ λout
rel

outm m( ) ( )max=  for m-th warehouse (formula 
(7)), then:

 POTout(m) = P(H1out) ≈ 1. (13)

If λ λin
rel

inm m( ) ( )max<  for m-th warehouse (formula (6)), then:
ways of coping with pile-ups presented in Table 2 are applied:
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(14)

where P(A), P(B) and P(C) are appropriate probabilities describing 
availability of particular solutions in analyzed warehouse at the time 
of pile-ups.

Similarly, if max( ) ( )rel
out outm mλ λ<  for m-th variant of the ware-

house (formula (7)), then:

 

P P P P P P P
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(15)

The high capacity of pile-ups handling requires maintaining a 
considerable technological potential in readiness – redundancy. The 
possibility of handling smaller pile-ups generate lower costs, yet it 
would also limit the readiness of the warehouse to provide services. 
Technological redundancy resulting from handleable pile-ups in ma-
terial flow is reflected in organizational and technical indicators of 
warehouse system.

6. Structure of qualitative errors and availability of 
materials

As described in section 4. synthetic measure of warehouse de-
pendability OTIFEF is based on three components. The first compo-
nent (On-time) is discussed in section 5. The other two are difficult to 
be measured and require data mining.

Structure of qualitative errors made by the employees (compo-
nent Error-free) can be estimated only through analysis of histori-

cal data of warehouse operation or using methods like FMECA (see 
[33]). analysis of historical data allows to determine the probability 
distributions of qualitative errors under  specif ic  technologi-
cal  and organizat ional  configurat ion of  warehouse and 
known workload. Of course, there are technologies and solutions 
that contribute to minimizing the number of errors – especially auto-
mated technologies and strict control of the process by the warehouse 
information system like WMS. Unfortunately, the effect of the imple-
mentation of such technologies can be determined only on the basis 
of analysis of their work.

An analysis of the structure of errors in order picking process in 
real warehouse was performed to illustrate the problem. The analysis 
covered a period of 10 months, during which 138 930 lines of orders 
was realized (Table 3).

The analysis has revealed that probability distribution of correct 
execution of the orders can be approximated by Weibull distribution. 
Estimated expected probability of error-free implementation of single 
order-line in terms of quality is 0.9972656 and in terms of quantity is 
0.9984898. The probability of faultless execution of order-line is then 
0.9957417. The probabilities set in that way can be used to determine 
the OTIFEFout index. It must be noted that these data do not include 
errors that were identified before sending materials to customers.

The last component of the measure – In-full is a function of the 
availability of space for storage units incoming to the warehouse and 
on-hand availability of ordered materials to be released. It results from 
the supply and distribution planning mechanisms, product features 
and warehouse storage area capacity. In addition, the products in most 
types of businesses can be divided into fast and slow-moving. In typi-
cal situations, fast moving materials are likely available immediately 
(make-to-stock), while the slow-moving products may not be avail-
able at the time of placing an order (make-to order). It is thus possible 
to determine the probabilities of execution of orders “in-full”.

7. Selected technical and organizational indicators of 
warehouse system redundancy 

7.1. Elements of dependability structure of warehousing 
system 

Basic criteria for assessing the quality of a warehouse as an ele-
ment of the supply chain should comprise technical measures (pro-
ductivity, performance), economic measures (costs and investment 
expenditures) and qualitative measures (number and structure of 
errors). These measures are useful for determining dependability in 
terms of redundancy. All elements of the supply chain must meet 
separate expectations as to efficiency. This indicates that elements 
within the chain may be perceived as the dependability system of the 
entire series. Lack of reliability of one or more elements is transposed 
on the lack of reliability of the entire supply chain. And vice versa, 
dependability of particular elements of the supply chain causes that 
it may meet expectations related to efficiency on all markets in its 
surroundings. 

Hence, if we assume that the analysed supply chain is of a serial 
structure and we know:

set of elements of supply chain  – { : 1, }v v V= =V ,

Table 3. Structure of errors in order-picking process in company X.

Parameter Jan Feb Mar Apr May Jun Jul Aug Sep Oct

No of picked lines 31 360 18 722 12 095 16 802 11 991 9 988 11 489 7 119 7 939 11 425

Number of errors 54 26 48 43 23 47 13 38 26 30

- quality errors 28 16 32 29 16 32 11 25 15 20

- quantitative errors 26 10 16 14 7 15 2 13 11 10
Source: own research.
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Each type of resource has a specified cost of hourly operation 
k(r,m). Balancing the workload ( , )r mΨ  with the cost of operation 
allows obtaining standardised workload, which may be added for all 
types of equipment:

 

{ }( )

( , ) ( , )( )
min ( , ) : ( )u m

r m k r mm m
k r m r m∈

Ψ ⋅
∈ Ψ =

∈
∀ ∑

R
M

R
 (20)

The number n(r, m) of r-th resources is known. Standardised 
number of resources may be determined, which is to define the tech-
nological redundancy of the warehouse as compared to other variants 
of the system:
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Each task has an assigned available implementation time td(i, m) 
arising from the daily warehouse operation schedule. The tasks may 
be implemented concurrently, which as a result leads to overlapping 
of tasks in certain periods and work piling up. 

Indicator of available operating time utilization 
Consequently, the technological redundancy of a warehouse sys-

tem that determines its dependability may be expressed by the indica-
tor of available operating time utilization of technical resources of the 
r-th type:

 ( )
( , )

( , )
( , ) ( , ) ( )

i m

dob

r m
m r m

n r m r m t m
θ

ϕ
∈

Ψ

∈ =
∑

∀ IM  (22)

where:
tdob(m) – daily operating time of the m-th warehouse,
φ(r, m) – operating time utilisation by r-th resources in m-th ware-

house.

This indicator is a quotient of the work-load and daily operat-
ing time appointed to the resources of the given type. Controlling the 
daily operating time for task implementation is a basic organisational 
tool oriented at increasing the efficiency of the warehouse and used to 
handle non-standard pile-ups in material flow. 

Cost-related organisational index 
The potential technical redundancy of the warehouse system may 

also be expressed in cost categories, among others by the cost-based 
organisational indicator for assessing the utilisation level of installed 
devices:
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K
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where:
KRo(m) – annual operating costs (direct cost of labour and equipment 

usage) [Pln/year],
KR

T(m) – total annual maintenance costs (all costs, including depre-
ciation) [Pln/year],

KR
S(m) – total annual maintenance costs of control systems [Pln/

year], 
KR

L(m) – total annual labour costs [Pln/year].

The optimum value of this indicator – 1, means that all resources 
are used in 100% during the working day. Lower values point to the 

set of connections between elements  –
{( , ') : , ' ( , ') '}v v v v v v v v= ∈ ∧ ∈ × ∧ ≠L V V V

dependability indicator of the  – v-th elements of supply chain: 
nl(v);
dependability indicator of connection between links ( – v, v’) of 
supply chain: nl(v, v’),

dependability in the structural sense for the entire chain may be deter-
mined as following:

 
( , ')

( , ') ( )
v v v

WNS nl v v nv v
∈ ∈

= ⋅∏ ∏
L V

 (16)

Furthermore, taking into account the routes implemented in sup-
ply chains, assuming that the following data have been determined:

set of sources of material flow in supply chain:  – A,
set of destinations of material flow in supply chain:  – B,
set of numbers of routes which may join sources with end  –
nodes: ( , )a bE , a∈ A , b∈B
set of numbers of nodes for all routes:  – ( , , )a b eEW , a∈ A , 
b∈B , ( , )e a b∈E
set of edges determining  – e-th flow itinerary in supply chain in 
relation (a, b): ( , , )a b eEL , a∈ A , b∈B , ( , )e a b∈E .

dependability of the supply chain in the sense of transport and ware-
house routes may be defined in the following way:

( , , ) ( , ') ( , , ) ( , , )
( , ') ( )

e ld a ba b v v a b e v a b e
WNC nl v v nv v

∈∈ ∈ ∈ ∈

  
  = ⋅

    
∑∏ ∏ ∏ ∏

EA B EL EW
  (17)

Ascribing of highly reliable resources or excessive number of re-
sources to the realization of particular routes in supply chain increases 
the operability of the entire chain. 

7.2. Selected technical and organisational measures of 
redundancy of warehouse system in aspect of task 
implementation dependability 

It was assumed that given supply chain uses M warehouses. Set 

of numbers of warehouses is denoted as { : 1, }m m M= =M . Each 
warehouse uses a set of resources (equipment and workers). A single 
type of resource in m-th warehouse is marked as r, so the set R(m) of 
resources is described as following: 

m∈∀ M    R(m) = {r:  r= 1, 2,…. ,R(m)}.

It was assumed that the warehouse process consists of sequentially 
numbered transformations of material flows , ( )i j m∈ I  implemented 
by resources ( )r m∈R . If α(r, m, i) = 1 then r-th type of resource 
implements i-th task in m-th warehouse. The daily work-load of the 
r-th type resource is the sum of products of the number of transport 
operations under i-th tasks λ(m, i) and the duration of a single reitera-
tion t(r, m, i) by r-th resource:

( )
( ) ( , ) ( , , ) ( , ) ( , , )

i m
m r m r m r m i m i t r m iα λ

∈
∈ ∈ Ψ = ⋅ ⋅∀ ∀ ∑

I
M R    (18)

where: m∈∀ M ( )i m∈∀ I   λ(m, i) = λav(m, i)·φin(m)   or   λ(m, i) 
= λav(m, i)·φout(m) (19)
depending on whether i-th task is for handling supplies (in) or ship-
ments (out).
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existence of a technological potential, which may be initiated by tak-
ing up appropriate organisational means. In most cases this potential 
is not used due to the defined allotment of resources and work organi-
sation contributing to work pile-ups that involve all resources, which 
are not used in the remaining time.

Organisational index expressed by standardised work intensity
The organisational index expressed by standardised work 

intensity of process implementation may be described in the follow-
ing way:
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where: { }max ( , , )r m
τ

τ
∈

Ψ
T

is maximal temporary work intensity for the 

r-th type of resource arising from work pile-ups at τ-th moment during 
a 24-hour period [m.h/h],

The maximum temporary work intensity of the process 
{ }max ( , , )r m

τ
τ

∈
Ψ

T
 with view to operation of r-type resources is under-

stood as a maximum sum of work intensity of successive i-th tasks 
implemented in a parallel way falling for the τ-th time interval. The 

distribution of task implementation during each 24-hour period arises 
from the schedule (organisation). 

8. Example of determining selected redundancy meas-
ures for dependability assessment

The research was carried out for a warehouse executing processes 
composed of 14 tasks. Potential pile-ups in deliveries and shipments 
are set by the pile-up coefficients. The installed potential was analysed 
with view of effectiveness and efficiency for pile-up coefficients on 
entry φin and at exit φout as 1.1; 1.3 and 1.5 respectively. The ware-
house has at its disposal resources presented in Table 4.

The warehouse is working one shift 290 days a year. There are 
no seasonal changes in material flows. The average size of daily re-
loading operations on entry: 300 pallet units. The average number 
of release operations: 455 (including consolidated and homogenous 
units). The workload of successive tasks of the process arise from 
the technology and geometry of the building. The floor area and the 
storage capacity remain unchanged. An analysis was performed of the 
performance and warehouse costs for he defined schedule and without 
it (allotting the entire daily working time for tasks) to determine the 
potential organisational reserve. 

Results of efficiency of scheduled warehouse operation are pre-
sented in Table 5. Standardised work intensity of the process which 

Table 4. Listing of types of devices (u) and categories of human labour (c) in the warehouse.

Type Description Q-ty Cost of an hour of work [PLN/h] 
– net as regards employees

Utilisation degree of working 
time

u1 Powered lifting pallet truck 3 4.00 0.8

u2 Front lifting pallet truck 14 7.00 0.9

u3 Horizontal order picking trolley 9 9.00 0.9

u4 High reach truck 8 12.00 0.9

c1 Operator of u1, u2 + manual work

var.

13.00 0.8

c2 Employee for picking and control 16.00 0.8

c3 Operator of u2 and u3 20.00 0.8

Table 5. Technical parameters of warehouse operation – with schedule.

Parameter
Variant

1 2 3 4 5 6 7 8 9

φin 1.5 1.5 1.5 1.3 1.3 1.3 1.1 1.1 1.1

φout 1.5 1.3 1.1 1.5 1.3 1.1 1.5 1.3 1.1

Maximum intensity of standardised work intensity

with view to operation of devices [m.h] 57.50 52.48 47.46 54.89 49.87 44.84 52.23 47.20 42.18

with view to labour of employees [m.h] 41.95 38.32 34.69 40.01 36.39 32.76 38.03 34.40 30.78

Standardised work intensity

with view to operation of devices [m.h] 324.88 296.67 268.46 309.94 281.73 253.52 294.74 266.53 238.32

with view to labour of employees [m.h] 233.55 213.38 193.21 222.72 202.55 182.38 211.67 191.50 171.33

Organisational indicator #1 – effectiveness of utilisation of installed potential 

with view to operation of devices: 0.706 0.707 0.707 0.706 0.706 0.707 0.705 0.706 0.706

with view to labour of employees: 0.696 0.696 0.696 0.696 0.696 0.696 0.696 0.696 0.696

Organisational indicator #2 – unutilised technological potential  (standardised work intensity)

with view to operation of devices [m.h] 135.15 163.36 191.57 150.09 178.30 206.52 165.29 193.50 221.71

with view to labour of employees [m.h] 102.07 122.24 142.41 112.90 133.07 153.24 123.95 144.12 164.29

Organisational indicator #2 – unutilised technological potential  (standardised work intensity)

with view to operation of devices 29.4% 35.5% 41.6% 32.6% 38.8% 44.9% 35.9% 42.1% 48.2%

with view to labour of employees 30.4% 36.4% 42.4% 33.6% 39.6% 45.7% 36.9% 42.9% 49.0%
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expresses the general volume of work to be executed in rela-
tion to work costs was used for assessment of the technological 
overcapacity of the warehouse. Unused technological potential 
in variant 1 (the highest pile-ups at level α which may be han-
dled) arises from the structure of the work schedule, in which 
tasks may only be implemented in certain sections of the daily 
operation time.
The level of unused technical and functional potential (redun-
dancy) was presented on Fig. 3.

Table 6 presents performance results of warehouse opera-
tion without schedule (all tasks are executed evenly throughout 
the entire daily working time – no pile-ups occur, resources are 

used in 100%). Actual and standard-
ised work intensity are the same as if 
a schedule is applied.

Fig. 4. presents the technological 
redundancy for the process without 
the schedule. In variant 1 standardised 
work intensity is distributed evenly 
within the entire daily working time, 
hence the lack (0%) of technological 
and organisational overcapacity. In 
subsequent variants the technological 
redundancy arises from redundant re-
sources, and no functional redundancy 
occurs.

Table 7 and Fig. 5. list costs of 
warehouses processes. Annual op-
erating costs take into account all 
costs connected with the execution of 
warehouse processes and maintaining 
warehouse infrastructure. All other 
dependability and technical indicators 
have to refer to operating costs as the 
ultimate profitability index. 

Fig. 6. presents costs of implementation of a single customer 
order depending on values of material pile-ups that may be han-
dled. Also presented is the value of organisational indicator.

In case of lack of schedule and therefore daily pile-ups, 
investigated process may be carried out by the same resources 
(equipment) under pile-up coefficients on entry φin = 2,98 and 
at exit φout = 1,1 and in the inverse situation under φin = 1,1 and 
φout = 2,32. This reserve (initial values of pile-up coefficients 
φin = φout = 1,1) is significant. Naturally it cannot be fully used 
due to the technological limitations of the process, which will 
force the schedule, however, it indicates a potential functional 
redundancy possible to run under certain conditions.

Fig. 3. Unused technological potential – with schedule

Fig. 4. Unused technological potential – with no schedule.

Table 6. Technical parameters of warehouse operation – without schedule.

Parameter
Variant

1 2 3 4 5 6 7 8 9

φin 1.5 1.5 1.5 1.3 1.3 1.3 1.1 1.1 1.1

φout 1.5 1.3 1.1 1.5 1.3 1.1 1.5 1.3 1.1

Maximum intensity of standardised work intensity

with view to operation 
of devices [m.h] 40.61 37.08 33.56 38.74 35.22 31.69 36.84 33.32 29.79

with view to human 
labour [m.h] 29.19 26.67 24.15 27.84 25.32 22.80 26.46 23.94 21.42

Organisational indicator #2 – unused technological potential expressed by standardised work intensity in 
relation to the baseline solution (variant 1)

with view to operation 
of devices [m.h] 0.0% 8.7% 17.4% 4.6% 13.3% 22.0% 9.3% 18.0% 26.6%

with view to human 
labour [m.h] 0.0% 8.6% 17.3% 4.6% 13.3% 21.9% 9.4% 18.0% 26.6%

Table 7. Listing of cost parameters for assessment of warehouse effectiveness – with schedule.

Parameter
Variant

1 2 3 4 5 6 7 8 9

φin 1.5 1.5 1.5 1.3 1.3 1.3 1.1 1.1 1.1

φout 1.5 1.3 1.1 1.5 1.3 1.1 1.5 1.3 1.1

Annual operational cost of work 

of people [PLN million/year] 2.780 2.476 2.300 2.589 2.425 2.171 2.538 2.234 2.058

of equipment [PLN million/year] 0.420   0.384   0.347   0.401   0.365   0.328   0.382 0.345   0.308 

Annual operating costs 

of equipment [PLN million/year] 4.928 4.891 4.854 4.908 4.872 4.835 4.889 4.852 4.816

of warehouse (total) [PLN million/year] 8.360 8.019 7.806 8.149 7.949 7.658 8.079 7.738 7.525

Cost-related organisational indicator 0.44   0.41   0.39   0.42   0.40   0.37   0.41   0.38   0.36   

Effectiveness of solution [PLN/released unit] 42.33   46.31   52.47   41.63   46.37   52.08   41.70   45.68   51.90   
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9. Conclusions

Warehouses influence the quality of services in supply 
chain. In case of logistics systems quality can be identified with 
dependability issues, but their dependability cannot be defined 
and researched like in case technical systems. Dependability of 
warehouse determines its ability to ensure the continuity of core 
processes: the production and consumption. This ability can be 
expressed by a variety of characteristics.

Dependability in the implementation of warehouse process-
es may be enhanced not only by organisational means, but also 
technical modifications introducing necessary redundancy to 
reduce adverse events related to pile-ups in material flows and 
errors in process realization. Organisational tasks are oriented at 

increasing the utilisation level of the working time of resources 
and lowering pile-ups by spreading them over the longer time, 
while technical modifications are for increasing productivity.

Both actions are intended to increase the probability of 
correct execution of logistic services by the warehouse, and 
thus by the entire supply chain. This probability is defined by 

the OTIFEF index. The construction of 
OTIFEF index proposed in this paper is 
based on the probability of the three basic 
qualities of a well-executed logistics serv-
ice. Therefore, it is universal and allows 
synthetic approach to issues of warehouse 
dependability referred to the quality of its 
work. It was pointed out that due to the 
complexity of operations in supply chains 
and randomness in the structure and size of 
material flows, these probabilities can be 
increased mainly by introducing rational 
redundancy at the designing stage.

Technical redundancy can be expressed 
by prosed technical and economic meas-
ures, which define frames of dependabil-
ity structure of warehousing system. This 
structure can be a base of warehouses and 
supply chains dependability assessment, 
but the actual assessment can be made only 
by analysing historical data of processes re-
alization.

Methods proposed in this paper are ap-
plicable. They were developed as elements 
of SIMMAg 3D project.
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Fig. 5. Value of annual working cost for successive pile-up coefficients 

Fig. 6. Effectiveness of solutions in successive variants

Table 8. Technological redundancy determined by available time of equipment – with schedule.

Parameter
Variant

1 2 3 4 5 6 7 8 9

φin 1.5 1.5 1.5 1.3 1.3 1.3 1.1 1.1 1.1

φout 1.5 1.3 1.1 1.5 1.3 1.1 1.5 1.3 1.1

Total number of 
employees 46 41 38 43 40 36 42 37 34

Computational number of equipment elements [pieces]

u1 2.27 2.00 1.73 2.24 1.97 1.70 2.21 1.94 1.67

u2 13.06 12.09 11.11 12.29 11.32 10.35 11.51 10.54 9.57

u3 8.93 7.86 6.79 8.82 7.75 6.68 8.70 7.63 6.56

u4 7.58 7.08 6.59 7.06 6.56 6.07 6.54 6.05 5.55

Computational number of employees [persons]

c1 19.33 17.68 16.03 18.40 16.76 15.11 17.46 15.81 14.17

c2 16.25 14.60 12.94 15.76 14.11 12.45 15.24 13.59 11.94

c3 8.52 7.97 7.41 7.94 7.39 6.83 7.36 6.80 6.25

Surplus of performance expressed by standardised number

with respect to 
equipment: 0% 7% 17% 3% 14% 19% 9% 16% 26%

with respect to 
employees: 0% 11% 17% 7% 13% 22% 9% 20% 26%

Utilisation index of available time of device work:

u1 0.567   0.499   0.431   0.559   0.492   0.424   0.552   0.484   0.416   

u2 0.660   0.613   0.565   0.620   0.572   0.525   0.579   0.531   0.484   

u3 0.682   0.600   0.519   0.674   0.592   0.511   0.664   0.583   0.501   

u4 0.739   0.689   0.639   0.691   0.641   0.590   0.642   0.592   0.542   
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the effeCt of materials on the reliability of reinforCed ConCrete 
beams in normal and intense Corrosions

wpływ stosowanyCh materiałów na niezawodność belek 
żelbetowyCh w warunkaCh normalnej i silnej korozji

Concrete structures are exposed to a variety of damages during their lifetime each of which could contribute to reducing their 
service life and load bearing capacity. Since most of parameters have special role in estimating capacity of members which are 
not certain, probabilistic evaluating the performance of concrete structures could bring more realistic perception about analysis 
and design of these structures. One of the most frequent probable damages is corrosion. The main focus of this study is placed on 
reliability assessment of flexural behavior of a reinforced concrete beam experienced pitting corrosion via Monte Carlo simula-
tion. In addition, the effects of time to corrosion initiation, steel rebar diameter, yielding stress of rebars, strength class of cement, 
aggregate type and compressive strength of concrete, are included both in intense and normal pitting corrosion. The results clearly 
illustrate that occurrence of intense corrosion in concrete with low compressive strength, which used of higher strength class of 
cement and crushed stone aggregate, and less initial time for corrosion will lead to considerable reduction in service life even in 
some cases nearly half.

Keywords: failure probability, Monte Carlo simulation, pitting corrosion, flexural capacity, RC beams.

W trakcie cyklu życia, konstrukcje betonowe są narażone na wiele uszkodzeń, z których każde może przyczyniać się do skrócenia 
ich żywotności i nośności. Ponieważ większość parametrów odgrywających szczególną rolę w szacowaniu nośności elementów 
cechuje niepewność, ocena probabilistyczna charakterystyk struktur betonowych może dawać bardziej realistyczny obraz analizy 
i projektowania tych struktur. Jednym z najczęściej występujących uszkodzeń struktur żelbetowych jest korozja. Głównym celem 
niniejszego badania była ocena niezawodności zachowania zginanej belki żelbetowej doświadczalnie poddanej korozji wżerowej 
poprzez symulację Monte Carlo. Ponadto, badano oddziaływanie czasu inkubacji korozji, średnicy stalowych prętów zbrojenio-
wych, granicy plastyczności tych prętów, klasy wytrzymałości cementu, rodzaju kruszywa i wytrzymałości na ściskanie betonu 
zarówno w warunkach silnej jak i normalnej korozji wżerowej. Wyniki jasno pokazują, że wystąpienie silnej korozji w betonie o 
małej wytrzymałości na ściskanie, do produkcji którego wykorzystano cement i kruszywo kamienne o wyższej klasie wytrzymałości, 
oraz krótszy czas inkubacji korozji prowadzą do znacznego skrócenia żywotności belek, w niektórych przypadkach nawet prawie 
o połowę.

Słowa kluczowe: prawdopodobieństwo awarii, symulacja Monte Carlo, korozja wżerowa, nośność na zginanie, 
belki żelbetowe.

GhanoonI-baGha m, ShayanFar ma, reza-zadeh o, zabIhI-SamanI m. the effect of materials on the reliability of reinforced concrete 
beams in normal and intense corrosions. eksploatacja i niezawodnosc – maintenance and reliability 2017; 19 (3): 393–402, http://dx.doi.
org/10.17531/ein.2017.3.10.

1. Introduction

Recent investigations on structures located in coastal areas with 
hot weather, indicates that sizable number of these structures are at 
stake of either sulfates or corrosive substances attack [16]. today, 
most of impairments during serviceability of concrete structures are 
concerned to steel corrosion especially in marine structures and con-
crete bridges [1]. reinforcing steel is normally passive in concrete 
due to high alkalinity of the concrete pore solution, however, chlo-
rides or carbonation penetration into the concrete, destroys this inhibi-
tive property of the concrete and leads to corrosion [38]. two types of 
corrosion –general and pitting –are possible [14]. General corrosion 
affects on cross section of reinforcement with more or less uniform 
metal loss over the perimeter of reinforcing bars [28]. it also causes 
cracking and eventually spalling of the concrete cover and produces 
rust staining on the concrete surface so it can be detected quite easily 
during inspection of a structure [39]. Pitting or localized corrosion, 

in contrast to general corrosion, concentrates over small areas of re-
inforcement. Pitting corrosion often does not cause disruption of the 
concrete cover and produces little rust staining on the concrete surface 
and so it may be difficult to be discovered during inspection [18-19]. 
Despite that a numerous researches have been done about time de-
pendent reliability of these deteriorating structures, most of them are 
based on uniform corrosion assumption [12, 15-16].

Stewart [34], Stewart & al harthy [32] and Stewart & Suo [35] 
studied the spatial effects of local corrosion in reliability of bending 
behavior of concrete beams. These researchers developed a Stochastic 
model for pitting corrosion in a simply supported beam in which Ei-
gen value theory is applied with the intention of predicting the maxi-
mum value of corrosion depth as function of both diameter and length 
of steel rebar. Note that, they presumed following assumptions: i) 
statistical data about corrosion depth were gathered based on limited 
number of previous studies, ii) ductile rapture mode of steel rebar is 
presumed, iii) the effect of corrosion on steel material is neglected.
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Subsequently Stewart & al harthy [32] elevated previous study 
[34 , 33] by employing a progressive corrosion data on two rebar di-
ameter namely 16 and 27 in order to achieve modified Eigen value for 
pitting corrosion. Unlike the former study, they also considered the 
corrosion impact on steel material. Interestingly in the present article, 
the same approach is recruited, will be depicted in Sec.4.Barone and 
Frangopol investigated the probabilistic approaches and obtained that 
Maintenance schedules are for life-cycle maintenance of structural 
systems [3]. zhang et al. presented the time-dependent probability of 
chloride-induced corrosion of reinforced concrete (RC) structures in 
marine environments, by developing the third-moment (TM) method 
[41].according to Simioni [31] and Pedeferri [27], often the amount 
of cross-sectional reduction is intense and neglecting it in the design 
of RC structures can lead to serious damage.

Based on the studies conducted above, the outcome of section 
area reduction due to corrosion intense is not discussed; so, in the 
present article, a probabilistic model for flexural behavior of a beam is 
suggested in pursuit of reliability assessment of concrete beams with 
rectangular section which are subjected to pitting corrosion with two 
kinds of pitting scenarios (intense and normal pitting) based on the 
amounts of pit depths. More precisely, all the possible detrimental 
impacts of corrosion comprised of cross section reduction, decrease 
in yield stress and so on, are considered in the process. Based on sug-
gested probabilistic model, reliability assessment of a reinforced con-
crete beam will be evaluated via employing Monte Carlo simulation. 
Finally, according to the results, the role of different parameters in 
serviceability of beam will be reported.

2. Deterioration process

After initial corrosion and during of corrosion propagation, load 
bearing capacity of rc members decreased [28].

2.1. Corrosion initiation

The time to corrosion initiation will be calculated regard to sec-
ond diffusion law in 1 dimensional in semi-finite solid body (Fick’s 
law according to Eq. (1)), shown in Eq.(2). It should be noted that 
diffusion in the practical process are different from that assumed with 
Fick’s law, yet it is used normally for simulating chloride ingress in 
concrete, because of its accuracy [5, 2]:
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where “C” is the cover (cm), “erf” indicate the error function, thC and 

0C  is the chloride threshold and constant amount of chloride on sur-

face 3( / )kg m  respectively and cD  is indication of chloride diffusion 

coefficient 2( / )cm s , which directly correlated with Water-cement ra-
tio, environmental condition like temperature and humidity level. It 
will be calculated as follow [4, 6]:

 2 8[1.249 5.051 8.941 ] 10cD wc wc −= − + ×  (3)

according to the building research establishment of iran [7], the 
relationship between the water to cement ratio (W/C), the type of ag-
gregate in the concrete and strength class of cement with compressive 
strength of concrete are obtained by the following relationships.

For crushed aggregate and strength class of cement(C 525):

3 2( ) 573.91( ) 984.34( ) 435.71( ) 4.4767c
w w wF MPa c c c= − + +   (4-a)

For round aggregate and strength class of cement (R 525):

3 2( ) 545.45( ) 894.81( ) 369.48( ) 13.818c
w w wF MPa c c c= − + +    (4-b)

For crushed aggregate and strength class of cement (C425):

3 2( ) 525.25( ) 817.75( ) 313.6( ) 22.121c
w w wF MPa c c c= − + +    (4-c)

For round aggregate and strength class of cement (R 425):

3 2( ) 707.07( ) 1087.4( ) 450.57( ) 5.6061c
w w wF MPa c c c= − + +   (4-d)

2.2. Corrosion propagation

Quantitative definition of corrosion propagation is provided pri-
marily in the form of corrosion rate which is offered as amount of 
steel loss per unit time and unit area. Most of current non-destructive 
techniques detects the corrosion whereby electromechanical meas-

urement of current rate ( corri ).Stewart et al, developed an analytical 
model for estimating the corrosion which is dependent upon param-
eters like quality of concrete and rebar cover [17, 39]:

 0.29( ( ) 0.85 (1). )corr corri T i T=  (5)

In which “T” indicates how long corrosion have initiated 

( 0T t T= −  ), T0 shows the initiation time of corrosion and “t” is the 
structure life (year). This equation is viable to be used for cities locat-
ed in asia, europe, america and australia [39, 40]. one major draw-
back of this equation is affiliated with corrosion with short periods of 

structure life. In other words, if “T” is small 0( 0)t T T≈ → ≈ , corro-
sion rate tends to reach infinity. In this respect, modified mentioned 
equation as below [40]:

 0.29

(1) 0 1
( )

0.85 (1). 1
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corr
corr

i T year
i T

i T T year−

≤ ≤= 
>

 (6)

In which (1)corri  is the one year corrosion rate at the start of cor-

rosion initiation ( / )µA cm2 , which is suggested as following equation 
[10]:

 ( ) 1.6437.8 1
(1)corr

wc
i

C

−−
=  (7)

In general corrosion in order to calculate corrosion rate, according 
to Faraday’s law of electrochemical equivalence will be recruited into 
steel mass loss, which corri  the corrosion rate. Δd indicates the diam-
eter reduction (mm) and “t” illustrate the number of years [8]:

 ( ) 0.0232 *corrD T Ti∆ =  (8)
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If corrosion current density is assumed to be identical for “n” steel 
rebars with diameter D0, the cross section area of rebars could be re-
sulted according to Eq.(9), but if corrosion is local, the cross section 
of the rebars should be calculated as:

 ( )
2
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where ( )PitA t  and sA  is the cross section area of corroded and non-
corroded rebar, respectively. “n” is cited as the number of rebar, and 

( )PitA t  will be seen in Fig. 1 and calculated as following equation 
[38, 35, 21]:
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where:
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In above equation, ( )P T  is the maximum pit depth (mm), R is 
pitting factor will calculated as the ratio of ( )P T to average corro-

sion in a period of years ( ( ) / P )avR P T= . Additionally, ( )corri T  is 
corrosion rate, which is a function of time (in term of ( / )µA cm2 ), 
and T were defined in the previous section. In fact, in case of normal 
corrosion with usual penetration rate of flexural capacity reduction 
of beam as a result of the loss of transverse cross-sectional area of 
rebars (according to Eqs. 12-16), Even after 100 years it is negligible 
and with fact of many observations of marine structures in extreme 
areas, is inconsistent. For this reason, in this study, to achieve a more 
realistic behavior of structures under severe corrosion, pitting depth in 
Eq. (12), was considered ten times the usual amount.

3. Reliability assessment

Reliability of many practical problems can be investigated through 
a mathematical model composed of “R” related to strength of material 
and “S” associated with imposed load. These mathematical models 
are known as limit state functions indicative of an intended behavior 
of the structure. It is worth to mention that a damage will be induced 
to the structure when the imposed load are larger than structure capac-
ity; that is, when G R S= −  is minus [21, 23]:

,0
( ) 0

(s , ) [ ( ) 0] ( )f S R XR S
G U

P f r dsdr P G U f X dX
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<

= = < =∫ ∫ ∫   (17)

in which fP  , g(U)  and Xf (X) , are failure probability of structure,  
limit state function and joint probability density function of variables, 
respectively.

The major problem in reliability assessment of structures is solu-
tion of abovementioned integration. One of the suggested approxi-
mate solutions for mentioned integration is Mont Carlo simulation 
[30, 23] .according to the definition counter function, failure prob-
ability can be written as [23]:
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And finally Pf can be written as follow:
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where:
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4. Probabilistic beam model for corrosion

A probabilistic model is comprised of a variety of random vari-
ables such as load and material strength which will be analyzed via a 
limit state function. This model should be inclusive of both all possi-
ble uncertainties in reliability assessment and statistical parameters of 
the damage. Consequently, at first in this section devoted to propose 
the desirable limit state function suited for flexural behavior of rein-
forced concrete beams, at last aimed at offering felicitous statistical 
specifications of time to corrosion initiation formula.

Fig. 1. Configuration of pitting corrosion in rebar [38, 41]
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4.1. limit state function

Nominal ultimate flexural strength of a concrete beam with rec-
tangular section could be readily resulted from bending theory. By 
considering characteristic and equilibrium equations, nominal flexu-
ral capacity will yielded ( )nM  as it is explicit observable from the 
Eq.(21), there is positive correlation between area of steel rebars and 
flexural strength [35, 4]:

 
( )

( )
1.7
s y

n s y
c

A t f
M A t f d

bf
 

= − ′ 
 (21)

According to mention in sec 3, limit state function for flexural 
capacity written as follow;

 ( ) n uG M M M= −  (22)

Where uM  is imposed moment due to external loads and ( )nM  is 
nominal flexural strength of the beam. According to above equation, 
the probabilistic model could be developed as following equation in-
volving both uncertainties of strength and steel deterioration:
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In the above limit state function, ( )yf T  is yield stress of corroded 
steel which is linearly correlated with un-corroded one, ( ( ))s sA A T−
and α coefficient is an experimental parameters which is normally 
recommended to be 0.5 [35, 21]. a numerical study with full detail 
is available in ref. [21] which properly predicts the capacity of the 
structures subjected to corrosion, yet even these analysis do not con-
sider the spatial effects of corrosion and redistribution of load among 
residual rebars after at least a failure. These fields of studies requires 
more research in future. It is instructive to note that in the limit state 
function mentioned in Eq.(23),uncertainties were 
considered in forms of mME  [35, 26, 23].

5. Reliability assessment of corroded 
RC beam

Limit state function mentioned in Eq.(23), 
is a probabilistic formulation for prediction of 
occurring flexural failure of a concrete beam, 
which also embraces independent random vari-
ables. These variables are simulated by a group 
of probability functions such as Normal, Log-
normal and gumbel distribution function. Note 
that varying properties of corrosion initiation 
is resulted from statistical analysis and the rest 
of properties are assumed based on previous 
studies in literature. Accordingly, the analytical 
model is composed of a one span concrete beam 
with simply supports at the ends subjected to 
a uniform distributed load. It has 10 m length, 
and rectangular cross-section with 0.35 width 
and 0.8 height. Two groups of rebar layout are 
considered for longitudinal reinforcing steel one 
of which has 9 rebars with 25.4 mm diameter (

sA =4560 2mm ) and the other one possesses 3 

rebars with 43 mm diameter( sA =4356 2mm ). Finally, as mentioned 
before, independent variables in limit state function will be analyzed 
via Monte Carlo simulation.

5.1. Statistical properties of corrosion variables

As it shown in Eq.(6), corrosion rate is relevant upon concrete 
characteristics and initiation of corrosion. Besides, according to Eq. 
(2), initiation time, itself, is dependent on concrete cover, chloride 
threshold and constant amount of surface chloride and diffusion coef-
ficient. Similarly, diffusion properties is also at the mercy of water to 
cement ratio; hence, it can be concluded that initiation time of corro-
sion is a function of water to cement ratio, that is related to compres-
sive strength of concrete.

In Tables 1-3 each random variables with mean and coefficient of 
variation and type of distribution are defined.

5.2. Pitting factor (R)

As it was mentioned earlier, unlike general corrosion, pitting cor-
rosion aims at limited area of rebars; thus, the corroded area in pitting 
corrosion might be much less than corrosion resulted from corri . As 
a result, corri  should not be employed directly to evaluate the cross-
sectional corroded area. According to study conducted by gonzaleset 
al. [16], the maximum pit depth is roughly 4-8 times bigger than cor-
respondent value for general one. For example, results for rebars with 
length of 125 mm and diameter of 8 mm are in accordance with results 
in tuutti1982 [37] in which “r” for rebars with length of 150 – 300 
mm and diameter bounded below by 5 mm and above by 10 mm is 
reported between 4-10.

based on tuutti 1982 [37], there is a considerable uncertainty for 
parameter “R”. In order to address this issue, one of the most com-
mon approaches is probabilistic modeling via eigen value theory. For 
this purpose, this parameter is modeled as random variable gumbel 
distribution, resulted form turnbull 1993 [36]. note that since this 
approach is pervasively recruited for steel plates, pipelines and pre-
stressed cables, which leads to acceptable results, it is reasonable to 
employ that here to involve uncertainty for “R”.

Table 1. Statistical characteristics of effective variables in estimating the corrosion initiation

Parameter Mean COV Distribution Reference

Concrete cover (mm) 50 0.12 Normal Darmawan et al.(2010) [11]

0c (
3

kg
m

) 3.05 0.74 Normal Stewart (2004) [34]

thc ( 3
kg
m

) 0.9 0.2 Log-normal Stewart (2004) [34]

cD (
2mm

year
) (High quality) 14 0.75 Log-normal Nogueira &, Leonel (2013) [22, 29]

cD (
2mm

year
) (Low quality) 163 0.75 Log-normal Nogueira &, Leonel (2013) [22, 29]

Table 2. Statistical characteristics of uncertainty variables in model

Parameter Distribution COV Mean Reference

mME (flexural model uncertainty) Normal 0.120 1.10 Nowak et al(2005) [24]

K Normal 0.05 0.59 Stewart (2009) [35]

α Log-normal 0.12 0.5 Stewart (2004) [34]

Parameter of pitting corrosion (R) Gumbel 0.22 5.65 Stewart (2004) [34]
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5.3. Pitting factor via Gumbel distribution

The following equation is used to compute R as a random variable 
modeled by the gumbel distribution:

 F R
R( ) = − −
−( )




















exp exp

µ
α

 (25)

Where μ and α are Gumbel distribution parameters. according to 
Stewart 2004 [34], r parameter varies from 4 to 8with assumption for 
rebar with 8 mm diameter and 125 mm length (between of 5% to 95% 
in gumbel distribution).Then, mean value and C.O.V are 5.65 and 
0.22, respectively, which is related to μ0=5.08 and α0=1.02. In order to 
compute gumbel distribution parameters for other rebars with differ-
ent diameter, ensuing equation is suggested by Gonzales et al. [16].

 α= α0 µ µ
α

= +








0

0 0

1 ln A
A

 (26)

Where “A” is lateral area of the rebar and A0 is lateral area of re-
bar with 8 mm diameter and 125 mm length. There are also evidences 
indicating that pitting factor might decrease over the time [6].thus, 
statistics reported for pit depth ought to be used conservatively.

6. Analysis Results

In general and base on mentioned equations, mostly 
corrosion occurrence in normal pitting corrosion, but 
sometimes pitting depth is very higher than equation. As it 
can be observed in Fig.2, pitting corrosion due to intensity 
of chloride concentration results to a high amount of pit 
depth. In practice, however, this depends on such param-
eters like how long and to what extent rebars have been 
subjected to corrosion. So as to consider this uncertainty 
in the simulation, corrosion parameters except pitting 
depth will be defined same for both intense and normal 
corrosion. For the first case, random variables of P(T) for 
calculating pitA  in Eq.(12), considered about 10 times of 
normal corrosion that corrosion could progress as much as 
possible. Accordingly intense corrosion will be defined in 
Matlab Software leading to the fact that corrosion depth 
could be extended nearly up to rebar diameter. But for the 
latter case, normal pitting, Eqs.(11) to (16) will be consid-
ered for corrosion parameters, that corrosion would be re-

stricted by less than 0.2 rebar diameter. In this re-
gard, two modeling approach will be recruited.

The concrete beam which mentioned in pre-
vious section, is reliability assessed with 3e5 
and 3e7 simulations of Monte Carlo for intense 
and normal pitting corrosion with two layout of 
reinforcing steels that defined in sec 5. In each 
analysis, one of the random variables playing 
role in flexural capacity of beam is considered 
with the intention of scrutinizing the correspond-
ent changes.

6.1.  Effect of aggregate type and strength 
class of cement

In this section, the correlation between 
strength class of cement and failure probability 
will be discussed. Figs. 3 and 4 Portrays the ef-
fect aggregate type(R=Round aggregate and 
C=Crushed aggregate) and strength class of 

cement(425 kg/cm2 and 525 kg/cm2)for two layouts of longitudinal 
rebars.

According to the presented formula in relationship 4, for fixed 
compressive strength 27.6cf MPa= , for each strength class of ce-
ment and the applied aggregate, it is possible to determine the ratio 
of water to cement to achieve the resistance of interest. Also, accord-
ing to relationships 6 and 7, after determining the corrosion rate as 
decreased armature area based on 11-16, it will be possible to obtain 
decreased flexural capacity of RC beams. By comparing the diagrams 
of the following charts, it will be possible to observe the effects of 
various strength class of cement as well as the effect of aggregate 
shape on the failure caused by corrosion.

Table 3. Statistical characteristics of mechanical features of materials, load and resistance

Parameter Mean COV Distribution Reference

cf concrete compressive 
strength (MPa) 27.6 0.18 Log-normal Mirza et al.(1979) [20]

yf steel strength (MPa) 414 0.10 Log-normal Mirza et al (1979)[20]

Dead load( KN
m

) 1.05 nG 0.10 normal Ellingwood et al.(1980)
[13]

Live load(
KN
m

) 0.3 nQ 0.6 gamma Chalk and Corotis (1980)
[9]

d(effective depth of cross 
section) (cm) nominal 0.02 Normal Ostlund(1991),Lu et al. 

(1994)[25]

Concrete cover (cm) 9 0.12 Normal Darmawanet al.(2010)[11]

Fig. 2. The effect of intense pitting corrosion on rebar [27]

Fig. 3. Beam with rebars diameter of 25.4 mm with different cement strength class and aggre-
gate type
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Despite of expectations in mix design, in case that round shaped 
aggregate isused for concrete mixture, the concrete beam is less prob-
able to fail during its lifetime. In other words, usage of round shaped 
gravel will postpone the failure time. It is worth to mention that this 
delay is more considerable when it comes to concrete with smaller 
strength class of cement. For example, for C425, postponement is 
around 10 years whereas for C525 is nearly one year.

It is worth mentioning that regarding relationship (4) (f’c-wc), 
for a constant compressive strength of concrete as the strength class 
of cement is higher, higher water to cement ratio will be obtained. 
As a result, as expected, with increased ratio of water to cement (in 
fixed resistance), the conditions for the formation of corrosion will be 
prepared and the failure probability increases. That is why, according 
to Figs.3 and 4, when we use cement with higher strength class, the 
failure probability increases.

Of course, the use of various cement strength class can imple-
ment two reverse effects on the failure probability of concrete beam; 
in fixed water to cement ratio, if cement with higher strength class is 
used, higher compressive strength of concrete will be obtained and 
the failure probability decreases. But in fixed compressive strength of 
concrete, in the case of using higher resistance, the water to cement 
ratio increases and the failure probability of concrete beam will be 
more likely.

6.2. Effect of compressive strength of concrete

The focus of this section is placed on evaluating the role of com-
pressive strength of concrete in reliability assessment of the beams. 
Figs. 5 and 6 outlines the failure probability of the two mentioned 
beams with two rebars layout and different compressive strengths. 

As it is observable in both figures, as the compressive strength grow, 
concrete beams are more resistant to corrosion which itself will lead 
to declining the failure probability.

6.3. Effect of yield stress of steel rebars

As the fourth factor that evaluated, the yield stress of reinforc-
ing steel performing a role in reliability assessment of the concrete 
beams and is investigated here in this section. The effect of yield 
stress of rebars are presented in Figs. 7 and 8 in which are for beams 
reinforced with 25.4 mm and 43 mm diameter, respectively. As it is 
obvious in both figures, augment in yield stress will make structure 

Fig. 4. Beam with rebars diameter of 43 mm with cement strength class and 
aggregate type

Fig. 5. Beam with rebars diameter of 25.4 mm with different compressive 
strength of concrete

Fig. 7. Beam with rebars diameter of 25.4 mm and different yield stress

Fig. 8. Beam with rebars diameter of 43 mm and different yield stress

Fig. 6. Beam with rebars diameter of 43 mm anddifferent compressive strength 
of concrete



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 3, 2017 399

sciENcE aNd tEchNology

more immune to corrosion, but it should be noted that this change 
is relatively low.

6.4. Effect of diameter of steel rebars

The last but not the least parameter played undeniable role in 
reliability assessment of the concrete beams is pertinent to arrang-
ing steel through out the cross section. More particularly, if “As” cm2 
is required to reinforce the section, how many and what diameters 
are needed. The two following figure will enlighten the role of rebar 
diameter for identical area of steel. In two beams with the identical 
physical and mechanical properties, if the diameter of longitudinal 
rebar is 43 mm, probability of failure is zero for the first 40 years 
henceforth it soars up till the 100th year when the probability will see 
70 %. However, if longitudinal rebar has the diameter of 25.4 mm, the 
same pattern happen for the first twenty years, the failure probability 
is zero, but it will experience an ascending trend after 20th years till 
the 66th year when the probability is 100 %.

The main reason that rebar with lower diameter after corrosion 
(assuming similar corrosion initiation time and ignoring cover chang-
es in this parameter) has higher failure probability is that the corrosion 
penetration depth is similar for both rebar diameters. Therefore, the 
ratio of decreased area to the initial area and as a result, decreased 
flexural resistance percentage will increase in rebars with lower di-
ameter. This issue, along with fixed load, leads to higher failure prob-
ability.

It should be note that in the presented diagram in Fig.9, the ef-
fects of increased diameter in decreasing cover on rebar have been 
ignored. Furthermore, in these diagrams, the effects of R variation 
in rebars with more diameter have been ignored. It should be noted 
that according to concrete quality and cover, the time difference for 
the corrosion initiation for rebars with different diameters changes. It 
is obvious that when the corrosion initiation for both rebars is almost 
similar, the results of Fig.9 are valid. But increasing the time for the 
corrosion initiation based on Figs. 5 and 6 changes the results in Fig.9. 
Also, for higher time difference, the corrosion initiation for different 
rebar diameters can be reversed.

If the parameters presented in Tables 1& 3 are used for concrete 
beam that studied in this paper, and for low and high quality concrete 
we used diffusion coefficients of Dc=163 mm2/year and Dc=14 mm2/
year, the probability for corrosion for both rebar and concrete cover 
can be observed in the following chart. It is observed that for high 
quality concretes (Dc=14), corrosion will not occur for 50 years. For 
low quality concretes (Dc=163), the time difference for the corrosion 
initiation time for both rebars with diameters of 25.4 mm and 43 mm 
will be about 1 year as 7 and 6 years, respectively.

In the case of using concrete with the 50 mm cover, as can be seen 
from Fig. 11, if we consider the corrosion criteria as 10%, regarding 
concretes with high quality with 50 years lifetime, if rebars with di-
ameters of 25.4 mm and 43 mm are used, the corrosion initiation will 
be 2 and 1 years, respectively.

According to Figs. 10 and 11, the highest time difference for the 
corrosion initiation for two different rebars while using high quality 
concrete (lower water to cement ratio and lower diffusion coefficient), 
with the concrete cover is lower. Therefore, in this condition, due to 
the occurrence of rapid corrosion in larger rebars, the damage to the 
structures with larger rebars will be larger.

6.5. Effects of corrosion initiation time

Figs. 12 and 13 are diagrams depict failure probability of the beam 
with different time of corrosion initiation and different rebar layout. 
By comparing figures, the impact of initiation time of corrosion on 
flexural failure probability will be illuminated. It is observed that as 

Fig. 9. Beam with different diameter at the same cross-sectional area

Fig. 11. The corrosion probability for rebars in both type concretes (net 
cover=50-(D0/2)

Fig. 12. Beam with rebars diameter of 25.4 mm at different time of corrosion 
initiation

Fig. 10. The corrosion probability for rebars in both type concretes (net 
cover=90-(D0/2)
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the time of corrosion initiation is increased (lower diffusion coeffi-
cient and larger cover), the failure probability of structure is lower.

As it can be perceived in Figs. 12 and 13, as the initiation time 
of corrosion rises, the probability of failure decreases as expected. 
However, for a given service life of 100 years, it can be observed that 
the bigger diameter for rebars leads to the less failure probability of 
the beam. An illustration of this could be seen for the two beams. The 
samples reinforced with 25.4 mm rebar diameter, all fails are about 75 
to 90 % after 100 years while the other group of beam (with 43 mm 
rebar diameter) are remain less than 20 percent of failure probability 
after 100 years.

6.6. Corrosion with normal pitting

In this type of pitting the concrete beam mentioned in previous 
sections, is reliability assessed with 3e7 simulations of Monte Carlo. 
All of discussed in previous section could be generalized for the case 
of corrosion with normal pit with exception that in this case all the 
failure probability will significantly decline in comparison with in-
tense pitting. Besides, according to Figs.14-16, the range of variation 
in results is inconsiderable for a period of 100 years. So it can be 
concluded that the whole process of corrosion with normal pit can be 
neglected. Main reason of in subject, is slight reduce in cross-section 
according to Eqs.(12) to (16) even after 100 years. That lead to almost 
constant flexural capacity without considerable reduction and subse-
quently limit state function remain positive in flexural capacity.

7. Conclusion

In the present study, a probabilistic model for reliability assess-
ment of concrete beams involving various kinds of uncertainties, 
compressive concrete strength and steel layout, is proposed. Two 
structures are reliably assessed for residual life-time. Besides, the ef-
fect of aggregate type, strength class of cement, compressive strength 
of concrete, yield stress of rebar and bar diameter are also evaluated.
According to performed reliability assessment, amount of water to 
cement ratio of mixture is the most important parameter for reliability 
of corroded RC beams. Following points could be summarized for the 
analysis results:

Enhancing compressive strength of concrete as well as concrete  –
cover will lead to making the structures more resistant to cor-
rosion. It should be noted that increasing concrete cover is the 
most inexpensive and practically feasible way to protect the 
reinforcing steel from corrosion. For example, for the case of 
diffusion coefficient and Dc=14 mm2/year, if the cover increase 
40 mm, the failure probability might decrease between 30% - 
45%.
Increase of time to corrosion initiation (with less diffusion coef- –
ficient of concrete or high quality of concrete and higher con-
crete cover) contributes to decrease the failure probability of 
beams.
According to the results, utilization of aggregate with round  –
shaped corner will adjourn the failure of the structures. This 
delay in failure of structures is more considerable for concrete 
with less strength class of cement.

Fig. 14. Beam with rebars with a diameter of 25.4 mm at different corrosion 
beginning times

Fig. 16. Beam with rebars with a diameter of 25.4 mm with different beam 
yield stress

Fig. 15. Beam with rebars diameter of 43 mm with different aggregate and 
cement strength class

Fig. 13. Beam with rebars diameter of 43 mm at different time of corrosion 
initiation
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According to the results, failure probability of corroded beam,  –
in case of beam with higher compressive strength, is less.
Augmenting the yield stress of longitudinal reinforcement will  –
slightly reduce the failure probability of concrete corroded 
beams.
With assumption of equal initiation time of corrosion for rebar  –
with different diameter (in term of effecting parameters for cor-
rosion initiation such concrete cover and diffusion coefficient), 
usage of thicker reinforcement when the same area of steel, 
contribute to decline the failure probability of beams. But in 
case of high quality of concrete mix, with lower concrete cover, 
usage of thicker reinforcement with the same area of steel, con-
tribute to increase the failure probability of beams.

- It is observed that in case of local corrosion with normal pit- –
ting, the same results will be reported, but the difference is that 
the failure probabilities are far less than intense corrosion. In 
this case, since most of the time, safety factor is large, corrosion 
could be totally neglected as a detrimental factor.
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1. Introduction

Most of the technical systems are prone to the negative conse-
quences associated with occurrence of unexpected failures due to e.g. 
degradation processes, environmental conditions, or operator deci-
sions (e.g. [2, 3, 21, 31, 42]). For example, the wear processes are 
the most common cause of damage (about 70-80% of all the occurred 
failures) in mechanical devices [22, 41]. Following this, in order to 
prevent those negative consequences there are introduced some pre-
ventive actions related to technical systems maintenance issues. 

The tasks connected with appropriate maintenance strategy selec-
tion and its parameters optimization are very challenging ones due to 
the necessity of taking into account a number of requirements con-
nected with processes randomness, limited resources which support 
operational processes performance, and complexity of analysed tech-

nical systems [28, 33]. that is why, over the last 40 years there can be 
observed an increased interest in problems of technical systems and 
objects maintenance modelling processes that include e.g. preventive 
replacement scheduling tasks, inspection policy implementation, or 
corrective maintenance performance [32, 34]. in particular the pio-
neering research works dedicated to the maintenance modelling issues 
especially investigate the performance of single-unit systems (see e.g. 
works [17, 30, 35]). one of the main research tasks in this area is the 
optimization of time period between inspection actions performance 
(e.g. [18]), which is also under authors investigation in this paper. 

The authors focus on the modelling of inspection maintenance 
policy for technical systems/objects based on the technique called a 
delay time concept (DT). This maintenance approach was developed 
by christer et al. (see e.g. [9, 10, 12, 13]). Similarly to reliability 
centred maintenance strategy (rcm) [20], the delay-time concept is 
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based on a division of technical object’s degradation process into two 
main phases: normal operation (object fully up-stated) and phase of 
the work, where there can be observed some symptoms of forthcom-
ing failure of components or a system (object partially up-stated). The 
time period of the second phase is called the delay time, and denoted 
by h [7]. the known models that base on the implementation of delay-
time concept are mainly used for optimizing the time periods between 
system/object inspection action performances in order to detect some 
potential signs of future possible failure occurrence. In the case of 
identification of such symptoms, the technical object is preventively 
repaired or replaced, which allows for improvement of system de-
pendability characteristics and system total maintenance costs reduc-
tion [36]. recent literature reviews, in which delay-time models are 
investigated along with other preventive maintenance models, are 
given in e.g. [16, 23, 26, 30]. recent state of art works, dedicated 
strictly to delay-time modelling are given in e.g. [7, 8, 36, 37].

In the area of maintenance modelling of single-unit systems with 
the use of delay-time approach, one of the first developed works is 
[13]. authors in this work investigate a model of equipment-replace-
ment decision process based upon a survey of maintenance managers. 
The survey research was done in order to investigate how replacement 
decisions are made in practice. The research study involved the sur-
veys of 19 employees of various organizations. The main focus was 
to define the criteria which have the biggest influence on maintenance 
decisions.

later, in [4], there is analysed the repairable machine that may 
fail or suffer breakdown many times during the course of its service 
lifetime, and is inspected for visible faults at intervals. The authors 
mostly focus on the problem of model parameter estimation with the 
use of maximum likelihood method and Akaike Information Crite-
rion, providing also a model for imperfect inspections performance.

in work [5] authors develop a two-phase inspection policy model 
for a single component protection or preparedness system, in which 
the component arises from a heterogeneous population. The analysed 
system is required only in an emergency (system on-demand). The 
modelled two-phase inspection policy bases on the implementation of 
two inspection frequencies - an anticipated high inspection frequency 
in early life and low inspection frequency in later life. The optimi-
zation process is considered using availability and cost criteria. The 
policy is investigated in the context of a valve in a natural gas supply 
network.

Another interesting maintenance model of single-unit system with 
the use of delay-time approach is presented in work [20]. in the pre-
sented paper, author considers a problem of optimal inspection inter-
val determination based on the timeliness measure introduction. The 
defined measure reflects the expected time between the last inspection 
and the item failure. Moreover, its minimum defines the optimal in-
spection interval that can be obtained using Monte Carlo simulation 
approach. 

Moreover, there are also developed in the literature the mainte-
nance models for technical objects that introduce a novel assumption 
- the so-called postponed replacement. An example here may be the 
work [33], where authors propose a new delay time model that al-
lows replacement of object with detected defect to be postponed for 
an additional time period. The key motivation is to achieve better uti-
lization of the system’s useful life, and reduce replacement costs by 
providing a sufficient time window to prepare maintenance resources. 
The model is analysed for the cases when the delay time is a determin-
istic and random variable.

Delay time models of single-unit systems reliability are developed 
in [1, 6, 11, 19, 43]. in [11], author presents simple reliability model 
of a single component subject to one type of inspect able defect, when 
inspections are assumed to be perfect. Author focuses on the analy-
sis of the influence of the length of time between inspection actions 
performance on system reliability characteristics. Then the model is 

generalized by introducing the possibility of the appearance of the 
different types of defects (occurring independently in the system). 
this problem is later investigated in [6], where author simplifies the 
developed model and provides some numerical examples. The same 
model given in [11] is provided in [1], when delay time and time to 
failure densities are exponentially distributed. later, in [19], authors 
extend a delay time model with periodic testing process by developing 
availability function in accordance with the length of time between 
inspection actions performance. Authors analyse three different vari-
ants of the model: the case with no mechanical possibility to detect a 
defect, zero delay time occurrence, or no inspection actions perform-
ance during maintenance processes of the investigated technical ob-
ject. in the next work, [43], authors investigate the model to evaluate 
the reliability and optimise the inspection schedule for a multi-defect 
component. There is also considered the situation of non-constant in-
spection intervals. 

The developed delay-time based maintenance models for single-
unit systems under condition based maintenance are presented e.g. 
in works [14, 24, 25]. in [14], authors analyse an inspection model-
ling problem for a production plant under condition monitoring. In the 
analysed article a condition monitoring test checks the state of wear 
of a component and records a (0,1) signal depending upon all being 
well or that wear is below a critical level with the possibility of im-
minent failure. Following this, in the optimization model the decision 
variables are the critical warning level and frequency of monitoring 
inspections. later, in works [24, 25], authors develop a method for 
determining the discrete time points of inspection for a deteriorating 
single-unit system under condition-based maintenance. The delay-
time model is here utilized to describe the transition of the system’s 
states. Moreover, two types of probabilities with respect to inspec-
tions are considered – a failed-dangerous probability of type I error, 
and a failed-safe probability of type II error.

In the known literature, there can be also found some models 
dedicated to single-component systems’ risk analysis of maintenance 
activities performance (see e.g. [38]), semi-markov processes imple-
mentation (see e.g. [15]), or safety inspection processes optimization 
(see e.g. [39]). the example of delay time model for a single unit 
case is given in [40], where authors propose a method to find cost-
optimized maintenance of an elevator.

The previously presented in the literature delay-time-based 
maintenance cost and availability models were mainly limited to the 
analysis of the first inspection period (the time between the moment 
of the “as good as new” technical object performance beginning to 
the moment of its first inspection action performance). In practice, 
this would mean the definition of the time of the first inspection ac-
tion performance and the lack of guidelines for further maintenance 
procedures performance in the case of not detecting of symptoms of 
forthcoming failure (e.g. dt models presented in [27]). the use of 
Block inspection policy in real-life operating systems involves peri-
odic inspection actions performance. This makes that it is necessary 
to determine the time period between inspection actions performance 
that is the best from the point of view of maintenance costs minimiz-
ing in the long run. 

Therefore, the article focuses on the development of a mathemati-
cal model for a technical object maintenance, which extends the ap-
proach used so far and allows analysing the long-term operation time 
period of a single-unit system. The model gives the possibility to find 
a constant time period between the inspection actions performance 
that is optimal due to minimal maintenance costs or maximal avail-
ability criterion satisfaction. Depending on the inspection action re-
sults, there are taken necessary actions (maintenance and/or further 
operation). The next inspection is performed after the next time period 
T regardless of the earlier inspection results. This significantly simpli-
fies the management process of technical object maintenance. 
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Moreover, there is presented an analysis of the sensitivity of the 
developed model to the selected parameters that gives the possibility 
to indicate certain relationships, which can facilitate the search for 
the optimal period between inspection actions performance due to the 
both considered criteria.  

As a result, in the next Section there are presented the modelling 
problem description and main assumptions. This gives the possibil-
ity for the investigation of the mathematical maintenance model for 
technical unit that base on Block Inspection policy implementation. 
The optimization criteria include the long-run expected maintenance 
costs and availability ratio for the given technical object. Later, there 
is examined the compatibility of the developed analytical model with 
simulation results. Then there is conducted the sensitivity analysis and 
later there is analysed the possibility of using the presented mainte-
nance model to optimize the technical object’s inspection period. The 
work ends with a summary.

2. Problem description and main assumptions 

2.1. Problem description  

In the presented paper, there is analysed a technical object with 
time delay, subject to periodic inspection maintenance. The conducted 
research study focuses on objects that are unrepairable or repairable 
but their corrective maintenance performance is costly ineffective. 
At the same time, it is assumed that the technical object has a single 
failure mode, and symptoms of forthcoming failure are identifiable 
during inspection actions performance.

Based on the relevant scientific literature, here we analyse a single-
unit system subject to periodic inspection. An implemented mainte-
nance policy is the Block Inspection policy. This maintenance policy 
assumes that the performed inspections are carried out in order to check 
the working status of the object and take place at regular time inter-
vals of T. The purpose of such inspection action is to establish if the 
technical object is still operable. Due to the simplicity of this type of 
maintenance policy, it is still often recommended by manufacturers. An 
example of this type of maintenance policy may regard to the periodic 
inspections of hydraulic pressure in e.g. wheel loaders. Such break pres-
sure checking is performed in every 1000 machine working hours.

Moreover, the inspections of technical object are assumed to be 
perfect. In the presented article the inspections are assumed to be per-
fect. As a result, object defect, which occurs till the moment of inspec-
tion, will be identified and replaced within the inspection period. At 
the same time, it is assumed that if these symptoms are diagnosed, the 
object will be replaced by a new one. Moreover, failure is observed 
immediately and the object is replaced at a given cost and downtime. 
The main decision variable in the model is the inspection interval T, 
which is called the maintenance cycle. The objective of the model 
is to define and estimate the availability ratio of the object and the 
long-term expected maintenance costs for a single renew period for 
the case of the random nature of the exploitation process (random mo-
ments of defects and failure occurrence). For the modelling purpose, 
we propose the following additional assumptions.

2.2. Assumptions
In the presented work, the general assumptions we make to char-

acterize the operation and maintenance of the non-repairable technical 
unit are listed below:

the technical object is a three state object where, over its serv-1) 
ice life, it can be:

operating – able to fulfil the operational tasks and functions • 
(later called as full up-state), 
partially operating (denoting the existence of a defect in the ob-• 
ject that is defined as the occurrence of the symptoms of poten-
tial failure - in the further part of the study called as incomplete 
or partial up-state), or

down for necessary repair (after the technical object failure oc-• 
currence, defined as the loss of the ability of the object to per-
form the required functions),

the object is renewed (replaced by a new one that has identical 2) 
reliability characteristic) at either a failure repair or at a repair 
done at an inspection if a defect is identified,
failures of the object are identified immediately, 3) 
replacements are made as soon as possible and have a constant 4) 
time. The time required for the object replacement is deter-
mined by variables df and dr in Subsection 3.1., 
the object inspection action lasts a constant time (determined 5) 
by a variable din described in Subsection 3.1.) and begins the 
new inspection cycle T for the analysed object (presented 
graphically in the Fig. 2).

3. Inspection model for a single-unit system based on 
the delay-time concept implementation 

Here authors investigate a case of a technical object performing 
under Block Inspection policy principles. In general, the analysed ob-
ject may be in one of the three maintenance operations: failure repair 
without additional inspection action performance, planned inspection 
performance with replacement of an element if a defect is detected, 
or planned inspection action performance without replacement of an 
element (defect not detected, object assumed to be fully up-stated). 
Thus, if the inspection action reveals a failure or a defective state of 
the object, a repair or replacement is initiated immediately otherwise 
it remains in service.

For the needs of this research, the period between the moment 
of the new technical object operation beginning to the moment of its 
replacement is called the “renewal cycle”, while the time elapsing 
between two successive inspections (or inspection and successive sys-
tem failure) is called the “inspection cycle”. Figure 1 illustrates the 
definition of the initial and delay times in the case of one component 
maintenance. Figures 2 and 3 present the renewal and defect renewal 
cycle for a technical objects.  

For the presented model assumptions, there can be estimated the 
availability ratio and the long-term maintenance costs for a given re-

Fig. 1. The initial and delay times of a single-unit technical system failure 
process. Source: Own contribution based on [8]

Fig. 2. Failure renewal cycle length of an analysed single-unit technical sys-
tem 
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newal cycle (composed of inspection cycles of length T), giving a 
foundation to look for the best value of the T period. In order to de-
termine these characteristics, the modelling efforts will be subjected 
to analysis of one renewal cycle of a technical object. In practice, this 
approach makes it possible to estimate the costs and the availability of 
the object in an infinite horizon time period, because the determined 
probabilities and expected values will be the same for subsequent re-
newal cycles. This is due to the fact that after the end of the analysed/
modelled renewal cycle, the object is replaced (preventively or cor-
rectively) with a new one with identical reliability characteristics.

The availability and cost results need to estimate the probabilities 
of the object being in the possible reliability states in a single renewal 
period, like object uptime, object partially uptime (there are signs of 
forthcoming failure) and system downtime (failure) in the long term 
(when t→∞). Determination of these probabilities, taking into account 
the fact of the object inspection performance, gives the possibility in 
the next step to estimate the expected values of its maintenance costs 
and its reliability characteristics.

3.1. Notation

In order to develop an analytical delay-time model we shall adopt 
the following notation: 
h the delay time of the defect, denoting the period be-

tween the moment of appearance of the first symp-
toms of the potential failure and the moment of the 
object failure occurrence 

u  initial time of the defect
tu the moment of the first symptoms of the potential fail-

ure occurrence 
tf the random moment of failure occurrence in the ob-

ject 
ti the moment of the ith inspection action performance, 

where i = 1,2,3,…, ∞
ti →∞ the moment of the ith inspection action performance 

for i→∞ (infinite horizon time)
Ti time of ith inspection cycle performance (between 

two consecutive inspection actions performance)
F(t) Cumulative distribution function of an object’s time 

to failure t
fh(h) Probability density function of the delay time h
Fh(h) Cumulative distribution function of the delay time h
g(u) Probability density function of the initial time u, 

which elapses from the beginning of operation by 
an “as good as new” object until the moment of first 
symptoms of failure occurrence

G(u) Cumulative distribution function of the initial time 
u, which elapses from the beginning of operation by 
an “as good as new” object until the moment of first 
symptoms of failure occurrence

R(t) Reliability function of an object being operated by 
time t

PI(ti) probability that during the ith inspection action per-
formance, an object is still up stated 

LI(ti →∞) the expected number of inspection actions perform-
ance in a single renewal cycle of an object, during 
which it will be up stated

PR(ti →∞)  the probability that an object will be replaced during a 
single renewal cycle

PF(ti →∞) the probability of corrective replacement of an object 
in a single renewal cycle

LR(ti →∞) the expected number of preventive replacements per-
formance in a single renewal cycle 

LF(ti →∞) the expected number of an object failures occurrence 
in a single renewal cycle

TM (t1)  the expected lifetime of an object (up state and partial-
ly up state time periods) in the first inspection cycle 

TM(ti →∞) the expected lifetime of an object (up state and par-
tially up state time periods) from the moment of its 
operation beginning to the moment of its replacement 
(the length of a renewal cycle according to the Fig. 2 
and 3) 

Rh(t1,t2) the probability that in the time period between time 
moments t1, t2 the symptoms of forthcoming failure 
will occur, but an object will not fail up till the time 
moment t2

TI(ti →∞)  the expected time of inspections carried out in an ob-
ject during a single renew period 

din single inspection action performance time
TR(ti →∞) the expected preventive replacement time of an object 

during a single renew period
dr object’s defect replacement time
TF(ti →∞)  the expected failure replacement time of an object 

during a single renew period
df object’s corrective replacement time (after failure oc-

currence)
A(ti →∞) the availability ratio of an object for a single renew 

period
CI(ti →∞) the expected cost of inspection action performance 

per a single renewal cycle
cin unit inspection cost of an object
CR(ti →∞) the expected cost of preventive replacement perform-

ance in a single renewal cycle
cr unit replacement cost of an object 
CF(ti →∞) the expected cost of corrective replacement perform-

ance in a single renewal cycle
cf unit consequence costs incurred in the case of object 

failure
C(ti →∞) the long-term expected maintenance costs per unit 

time

3.2. Probabilities of a system uptime, partially uptime and 
failure in a single renewal cycle

Assuming that the failure of the object is always preceded by de-
tectable symptoms, there is a possibility to define the Cumulative dis-
tribution function of time to failure, F(t), as the convolution of u and 
h such that u +h ≤ t [27]:

 F t g u F t u du
u

t

h( ) = ( ) −( )
=
∫

0
 (1)

And the reliability: R(x) = 1 − F(x)

The probability PI(ti) that during the ith inspection action perform-
ance of the technical object (which started working as a “new” one) it 
will still be in the up state, can be defined as:

P t G t g u duI i i

ti
( ) = − ( )( ) = − ( )∫1 1

0
,  where:   ti =T, 2T, 3T, …, iT (2)

Fig. 3. Defect renewal cycle length of an analysed single-unit technical sys-
tem 



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 3, 2017 407

sciENcE aNd tEchNology

Based on this, it is possible to determine the expected number 
of inspection actions performance in a single renewal cycle, during 
which the object will be up-stated LI(ti→∞):

L t P t G t g u duI i I i i

ti
→( ) = ( )( ) = − ( )( ) = − ( )






= = =
∑ ∑ ∑ ∫∞
∞ ∞ ∞

i i i1 1 1 0
1 1









����   

(3)

The second possible situation that can occur during the object 
inspection action performance regards to the necessity of its replace-
ment due to existing signals of the potential forthcoming failure. In 
order to illustrate the possibility of preventive replacement occurrence 
during the modelled (single) renewal cycle, the Figure 4 shows al-
ternative possibilities of the occurrence of a sequence of events that 
cause the preventive replacement maintenance during the first three 
inspection cycles, carried out within one renewal cycle.

Figure 4 shows the examples of the versions of the random time 
period durations: up to the occurrence of defect (u) and the delay time 
(h), which would result in the preventive replacement performance at 
the time T (Fig. 4a), at the time 2T (Fig. 4b), or at the 3T         (Fig. 
4c). The probability of each of the variants occurrence (a, b, c) may be 
determined for one inspection cycle. For example, for the second in-
spection cycle (Fig. 4b), the probability that symptoms appear during 
his lifetime, and the object will be preventively replaced at the time 
2T can be described as:

 P t T g u F t u duR i
t

t

h=( ) = ( ) − −( )( )∫2 1
1

2

2  (4)

Based on this, there is possible to estimate the probability of the 
object preventive replacement in the infinite renewal cycle. The prob-
ability PR(ti→∞) that an item should be replaced preventively can 
be described as the sum of the probabilities that during subsequent 
inspection actions performance there will be observed symptoms of 
future possible failure occurrence:

P t R t t g u F t u duR i h i i
t

t

h i
i

i
→( ) = ( )( ) = ( ) − −( )( )

=
−

=
∑ ∑ ∫

−

∞
∞ ∞

i i1
1

1 1

1,














   (5)

Due to the fact that preventive replacement is univocal to the end 
of the analysed renewal cycle, the series given by the equation (5) 

converges to an asymptotic value describing the probability of pre-
ventive replacement performance during one inspection cycle. 

The estimation of cost and reliability characteristics of the ana-
lysed object also needs to determine the possibility of its failure. The 
probability that the object will fail during the inspection cycle depends 
on whether there will be visible symptoms of forthcoming failure and 
failure occurs before the next inspection action performance. As in the 
case of preventive replacement, the probability of the technical object 
failure is calculated for successive periods of maintenance, carried out 
within one renewal cycle, which ends with the corrective replacement 
action performance. Examples of possibilities of the failure occur-
rence during t = (0, t3) are shown in the Figure 5. 

The probability of corrective replacement of the object in a single 
renewal cycle may be estimated by:

 P t g u F t u duF i
t

t

h i
i

i
→( ) = ( ) −( )( )













=

∑ ∫
−

∞
∞

i 1 1

 (6)

The variables PR(ti→∞) and PF(ti→∞) represent the probabilities 
of preventive and corrective replacement necessity in the object as 
well as they express the expected number of possible preventive and 
corrective replacements in a single renewal cycle of the object. This is 
connected with the adopted assumption that during the whole renewal 
cycle there is possible only one replacement of the object, which de-
termines the moment of renewal cycle end:

 L t P tR i R i→( ) = →( )∞ ∞1*  (7)

 L t P tF i F i→( ) = →( )∞ ∞1*  (8)

3.3. Availability ratio for a system 

In the curse of the first inspection cycle the expected lifetime 
of the object may be expressed as:  

T t x g u f x u dudx g u F t u duM

t

h
u

t

h1
0 0

1
0

1
1 1

1( ) = ( ) −( ) + ( ) − −( )( )⋅∫ ∫ ∫
=

x
t  (9)

The first component of the sum in the formulae (9) expresses pos-
sible moments of object failures, while the second part of the expres-
sion takes into consideration  the probability that the object defect is 

Fig. 4. Scheme for the renewal cycle length, when the symptom of potential 
system’s failure (defect) is identified during inspection action perform-
ance in the first (a), second (b) and third (c) inspection cycle 

Fig. 5. Scheme for the renewal cycle length, when system’s failure occurs in 
the first (a), second (b) and third (c) inspection cycle
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observed in the time of the first inspection performance (then there is 
a necessity to replace it preventively).

The total expected length of the object up time in the curse of 
a single renewal cycle may be estimated as the sum of expected 
lifetimes resulting from the sequence of inspection periods, when 
ti → ∞:

T t x g u f x u dudx g u F t u duM

t

h
u

t

h1
0 0

1
0

1
1 1

1( ) = ( ) −( ) + ( ) − −( )( )⋅∫ ∫ ∫
=

x
t    (10)

In order to estimate the expected length of the object renewal time 
period there should be determined the expected times of all mainte-
nance operations being performed in a single renewal cycle.

The next inspection (ith) may be taken depending on the probabil-
ity of the two facts: that a previous inspection has not revealed defect 
occurrence and at the end of (i–1)th inspection period the object is still 
reliable. Following this, the expected time of inspections carried out 
in the object during a single renew period takes into account the prob-
abilities PR(ti →∞) and PF(ti →∞). Thus, when one wants to estimate 
the expected time of inspection actions performance in a single renew 
cycle, the formulae (11) may be applied:

  T t d L t L tI i in I i R i→( ) = →∞( ) + →∞( )( )⋅∞  (11)

The estimation of the expected time of preventive replacement of 
the technical object in the course of a single renew period should base 
on the probability of defect occurrence at the end of an inspection 
cycle and lack of this defect at the moment of the previous inspection 
performance:

  T t d L tR i r R i→( ) = ⋅ → ∞( )∞  (12)

Moreover, there should be estimated the expected failure time in 
a single renew cycle. The time depends on the failure probability in 
a given inspection period, assuming that at the moment of a previous 
inspection performance any defect has not been detected:

 T t d L tF i f F i→( ) = ⋅ → ∞( )∞  (13)

The calculated functions (10)-(13) allow estimating the avail-
ability ratio for the cycle A(ti → ∞), according to the well-known 
formulae:

A
T

T T T T
M

M I F R
t

t
t t t ti

i

i i i i
→( ) = →( )

→( ) + →( ) + →( ) + →( )
∞

∞
∞ ∞ ∞ ∞

(14)

3.4. The long-run expected maintenance costs of a system 

The estimation of expected maintenance cost results of the ob-
ject needs the definition of the basic cost components connected with 
inspection performance, preventive replacements and corrective re-
placement. For the single renewal cycle, these basic cost components 
may be estimated similarly as time characteristics: 

 C t c L t L tI i in I i R i→( ) = ⋅ → ∞( ) + →∞( )( )∞  (15)

 C t L tR i r R i→( ) = ⋅ → ∞( )∞ c  (16)

  C t L tF i f F i→( ) = ⋅ → ∞( )∞ c  (17)

Thus, the long-term expected maintenance costs per unit time  
C(ti → ∞) may be defined according to the well know formulae: 

 C t
C t C t C t

T ti
I i R i F i

M i
→( ) = →( ) + →( ) + →( )

→( )
∞

∞ ∞ ∞
∞

      (18)

3.5. The convergence of analytical and simulation results of 
the presented maintenance model

In order to present the convergence of the foregoing models and 
simulation ones, presented in the literature (see e.g. [18]), in this Sub-
section authors focus on the comparison of the obtained results for 
general case, taking into account the technical object exemplary pa-
rameters.

The Figure 6 shows the total expected length of the object up time 
in the curse of a single renew cycle (TM) calculated analytically by 
equation (10), and using a Monte Carlo simulation. As it can be seen, 
the results are characterized by a very large convergence, and the 
maximum relative error for the presented case is 4% of the “simula-
tion cycle length”. Other obtained results are characterized by a simi-
lar convergence, regardless of the given parameters of the object.

In addition to comparing the results, the Figure 6 shows that the 
two test parameters T and h have a significant impact on the length 
of the object lifetime. Shorter time intervals between inspection ac-
tions performance (shorter T) mean that the occurred defects in the 
object are more often identified during inspection. This also affects 
the length of the object operating time by preventive replacement per-
formance (lower values of TM).

Change of the parameter h in the analysed case means the change 
of time u, after which a defect occurs in the item. It was assumed, that 
the tested objects are characterized by the same expected operational 
time (h + u = 100 = constant) and there are changed only the lengths of 
each “sub-period” u and h. Increasing value of h means that the signal 
of impending failure can be observed earlier and for a longer period 
than in the case of decreasing h. In the examined case, the maximum 
value of h (h = 90) indicates that the defect signal is observable in the 
object for about 9 of 10 parts of its time to failure. In the Figure 6, it 
can be seen that in this case frequent object inspections reduce sev-
eral times the potential object operational time in the system through 
preventive replacement performance. Such an undesirable effect can 
be seen in the Figure 7, which shows the availability ratio for the 
same random variable of T and h. Frequent inspections in combina-
tion with the long-time of defect presence, cause a decrease in the 
object’s availability for even adopted simplifying assumption of the 
equality of all time components (di = dr = df = 1).

Fig. 6. The analytical (TM_a) and simulation-based (TM_s) expected lifetime 
of an element for various values of expected delay time (h) and various 
lengths of times between inspections (T)
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These results illustrate how huge is the need for determining the 
time between inspection actions performance of the object for its 
main characteristics, as system reliability features, time components, 
or cost elements (Fig. 7). For this reason, in the next Section, there 
is presented a brief sensitivity analysis of the results obtained on the 
basis of the developed maintenance models.

4. Sensitivity analysis of the developed availability 
and cost models for a single-unit system with delay-
time

In this Section, there is presented the short sensitivity analysis of 
the models developed above. The objective of the given analysis was 
to investigate what is the influence of given model basic time com-
ponents on the object availability ratio level and maintenance costs in 
the infinite time horizon. 

The sensitivity analysis of the developed cost and availabil-
ity modes is begun by analysing the expected number of performed 
maintenance actions (failures (equation (8), preventive replacements 
(equation (7), and inspection actions (equation (3)), for various values 
of expected delay time (h) and various lengths of times between in-
spections (T) – Figures 8-10.

As we can see in the Figures 8-10, the expected number of per-
formed inspection actions (Fig. 8) is inversely proportional to the rate 
of failure of the object due to the fact that only in the event of the 
object failure the renewal cycle does not end by inspection action per-
formance. When the time of a defect occurrence is short (h ≈ 5-15), 
frequent inspections (T ≈ 5-10) cause that there is a necessity to per-
form them many times in a single renewal cycle (Fig. 8). On the other 

hand, a large number of inspections results in higher effectiveness of 
inspection activities, as it significantly reduces the likelihood of ob-
ject failure occurrence (Fig. 10). These cases are marked in the graphs 
by ellipses. However, the same time period between inspections T, 
used in the case of the objects with a long delay time (h ≈ 50-90), does 
not significantly alter the probability of object failure, which remains 
low even in fewer inspections performance (T ≈ 20-30), but increases 
significantly the number of object preventive replacements (Fig. 9), 
which is indicated in the graphs by a rectangle.

As we can see in the Figures, for the tested values of T and h 
the expected numbers of inspections actions performance, preventive 
replacements and object failures have a large area of variation, which 
means that they are sensitive to both analysed parameters. While we 
are mostly not able to control the length of the object delay time (h), 
it is possible to control the length of time between inspections actions 
performance T in a system. However, the user has to answer the ques-
tion of what criteria should and can be taken into account when opti-
mizing time period T. Thus, the selected results on cost and reliability, 
achieved through the test object are presented in the Figures 11-14.

graphs, presented in the Figures 11-14, show the object mainte-
nance costs and its availability for the two chosen cases, where the 
unit inspection cost of an object and inspection time (ci, di) are rela-
tively important compared with the preventive and corrective replace-
ment times and costs (Figs. 11, 12), or where these parameters are of 
a little importance compared to the inspection and failure costs (Figs. 
13, 14). There can be seen in all of these Figures, that for any length 
of delay time h there is a value of the period T, which gives better 
modelling results than for other lengths of T (in Figures these values 
are marked by arc for the tested range of parameter h). A thorough 
analysis of the results confirms that the best T period from the point of 
view of minimizing the object maintenance costs is close to the half 
of the delay time h length. The relationship is similar to the Shannon 
rule that regards to continuous-time signals sampling. In the case of 
the objects inspection action performance, if the test procedure will 

Fig. 8. The expected number of performed inspection actions (regardless of 
the result) in the single renew cycle for various values of expected 
delay time (h) and various lengths of times between inspections (T)

Fig. 10. The expected number of system’s element corrective replacements in 
the single renew cycle for various values of expected delay time (h) 
and various lengths of times between inspections (T) 

Fig. 9. The expected number of system’s element preventive replacements in 
the single renew cycle for various values of expected delay time (h) 
and various lengths of times between inspections (T) 

Fig. 7. The analytical (A_a) and simulation-based (A_s) system availability 
ratio for various values of expected delay time (h) and various lengths 
of times between inspections (T)
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be carried out at least twice in the expected delay time period, the 
chance to avoid costly failure to the object is the largest, and the costs 
are the smallest.

In the case of the availability ratio maximization, the best times 
between inspections (T) stronger depend on the time units associ-
ated with each event in the object than it is observable for the cost 
minimization. When the single inspection action performance time 
(di) is relatively small compared to the time of failure (dr) (Fig. 14), 
the solution that maximizes the availability of the object is achieved 
with more frequent inspections than in solutions optimizing the 
costs of the object maintenance (Fig. 13) for the same ratio of costs 
and time units.

The presented examples show that the best time between inspec-
tions of the object must be determined individually for each change 
of reliability, cost, or time parameters and taking into account the 

chosen optimization criterion. Only in some cases, it may happen 
that the same period T will give the best results in terms of both the 
analysed criteria.

5. Summary

The paper presents analytical models describing the availability 
and maintenance costs of the technical object based on delay-time ap-
proach use. These models may be used to optimize the length of time 
between successive inspection actions performance T for the given 
cost and reliability characteristics. 

Presented in the literature known analytical maintenance models 
that base on the delay-time analysis implementation usually are lim-
ited to an analysis of the time period, from the moment of system’s 
new element (“as good as new”) launching to the moment of the first 
inspection action performance. The models proposed in this article 
provide the basis for analytical identification of the optimal length 
of time T in the infinitely long time horizon of the technical object 
operation and maintenance. The paper also presents a brief sensitivity 
analysis of the obtained models for the selected object parameters, 
which led to the conclusion that the best lengths of time T, taking into 
account the maximization of the object availability, are not always 
equal to the best lengths of this time period being obtained from the 
point of view of obtaining the minimal maintenance costs of the given 
object. At the same time, the conducted research shows that for the 
various parameters of the object, there is only one global minimum 
of the cost function or maximum of its availability. Thus, this gives 
a possibility to search for the optimal time period T with the use of 
widely known optimization methods, like anti-gradient methods of 
optimizing functions of one variable. This is a significant convenience 
compared to optimization solutions that based on simulation models. 

The practical application of the presented model may be difficult, 
especially because of the assumption of perfect inspection case in-
vestigation. This is often seen in practice that the inspection action 
performance may not give the right answer if and what defect occurs 
in the system. This may be caused by various factors such as the skill 
of the inspector, the accuracy of the inspection tools, etc. Moreover, 
the maintenance decision may have a multidimensional nature and 
depend on the problems connected with definition if and what kind of 
signal of forthcoming failure may occur. Such a situation may lead to 
different decisions made by managers for the same maintenance situ-
ation. Thus, this issue will be the topic of authors’ future papers. 

Fig. 12. The system availability ratio for various values of expected delay time 
(h) and various lengths of times between inspections (T), assuming:  
di = 1, dr = 10, df = 100

Fig. 13. The system expected maintenance costs for various values of expected 
delay time (h) and various lengths of times between inspections (T), 
assuming: ci = 1, cr = 100, cf = 1000

Fig. 11. The system expected maintenance costs for various values of expected 
delay time (h) and various lengths of times between inspections (T), 
assuming: ci = 1, cr = 10, cf = 100

Fig. 14. The system availability ratio for various values of expected delay time 
(h) and various lengths of times between inspections (T), assuming:  
di = 1, dr = 100, df = 1000
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ponents’ reliability on the overall system reliability is usually done 
by using importance measures. The concept of importance measures, 
originally introduced by birnbaum [2] and Vesely [23], has been sig-
nificantly changed and improved over time. Structural and probabi-
listic importance measures are used most often, but a small number 
of importance measures that take into account the costs of improving 
the reliability of the individual components have also been developed 
over the last few years [12, 24]. a common feature of the majority of 
importance measures is that component’s importance to the system 
functioning and failure is determined based on the calculated value of 
a chosen importance measure [27]. therefore, the general procedure 

1. Introduction

Improvement of the reliability of a complex system, besides pro-
viding redundancy of components, is achieved by improving the re-
liability of the individual components that have the greatest impact 
on the overall reliability of the system. In this paper, we consider a 
complex system as a system with multiple interactions between many 
different components [15] in which the behavior of the system cannot 
be easily and directly induced from the behavior of its components 
[3]. Within the context of reliability, main characteristics of a complex 
system are: large number of components, cut sets, path sets or com-
ponents’ states dependencies [7]. analysis of the impact of the com-

Petar PaVloVIć
dragana maKaJIć-nIKolIć
mirko VuJošeVIć

a new approaCh for determining the most important system 
Components and the budget-Constrained 

system reliability improvement

nowe podejśCie do wyznaCzania najważniejszyCh elementów 
systemu oraz poprawy niezawodnośCi systemu 

w warunkaCh ograniCzonego budżetu
Importance measures are used for indexing system components due to their impact on the system’s overall reliability. In order to 
identify the specific number of the most critical components, first-ranked components are singled out as the most important ones. 
However, importance measures consider only the influence of individual components and they are not applicable to combinations 
or groups of components. This common feature of importance measures is referred to in literature as one of still open issues. This 
paper proposes a new approach for determining the most important system components, where a whole set of components are 
determined simultaneously taking into account their interdependence. In systems with a large number of interdependent com-
ponents, the number of the most important components which should be prevented is often limited due to the available budget. 
Using pre-known minimal cut sets, a mathematical model based on the Budgeted Maximum Coverage Problem is proposed. By 
its optimization, the simultaneous determination of all of the most important components whose total expenses do not exceed the 
limited overall budget is achieved. The new approach was tested by a series of experiments conducted over a set of test examples. 
The results of the experiments were compared with the results obtained using two commonly used cost importance measures.

Keywords: reliability, importance measures, critical components, budgeted maximum coverage problem, opti-
mization.

W złożonych systemach, w których koszty poprawy niezawodności poszczególnych elementów są znane, często ogranicza się 
budżet przeznaczony na podnoszenie ogólnej niezawodności systemu. W takich przypadkach konieczna jest maksymalizacja nie-
zawodności systemu przy jednoczesnym utrzymaniu kosztów na poziomie minimum. Powszechnie znane metody rozwiązywania 
powyższego problemu opierają się na wyznaczaniu ważności kosztów, co wymaga określenia rang elementów składowych syste-
mu, a w dalszej kolejności wyodrębnienia pewnej liczby najważniejszych elementów pierwszorzędnej rangi. W niniejszej pracy 
zaproponowano nowe podejście do określania najważniejszych komponentów systemu w oparciu o problem maksymalnego po-
krycia w granicach budżetu (budgeted maximum coverage problem); podejście wdrażano z wykorzystaniem wcześniej znanych 
minimalnych przekrojów niezdatności. Optymalizacja proponowanego modelu matematycznego, pozwoliła na jednoczesne wy-
znaczenie wszystkich najważniejszych elementów, dla których łączne wydatki na utrzymanie ruchu nie przekraczały całkowitego 
ograniczonego budżetu. Nowe podejście zostało przebadane w serii eksperymentów przeprowadzonych na zbiorze przykładów 
testowych, za które posłużyły wzorcowe drzewa błędów. Wyniki badań porównano z wynikami uzyskanymi za pomocą dwóch miar 
ważności kosztów – miary ważności opartej na kosztach oraz miary ważności opartej na opłacalności. W większości przypadków, 
proponowany model dawał lepsze wyniki niż pomiary ważności kosztów.

Słowa kluczowe: niezawodność, miara ważności, elementy krytyczne, problem maksymalnego pokrycia zbioru 
w granicach budżetu, optymalizacja.

PaVloVIć P, maKaJIć-nIKolIć d, VuJošeVIć m. a new approach for determining the most important system components and the bud-
get-constrained system reliability improvement. eksploatacja i niezawodnosc – maintenance and reliability 2017; 19 (3): 413–419, http://
dx.doi.org/10.17531/ein.2017.3.12.
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of their application is: firstly, the numerical value for the importance 
of each individual component is calculated using the chosen impor-
tance measure formulae; secondly, components are ranked consider-
ing previously calculated values. In the case a desired number k of 
the most important components need to be determined, it would be 
the k first-ranked components since the higher ranked components 
are considered the most critical. There are some importance measures 
available in the literature that do not fully share the mentioned com-
mon feature. Joint Reliability Importance (JRI) analyses a pair of 
components [1], differential importance measure (dim) is calculated 
as a sum of the individual importance measures [4], and enxtention 
of DIM called DIMII combines Jri and dmi [29]. however, accord-
ing to zio [28], the fact that the majority importance measures rank 
only individual components so that they are not directly applicable to 
combinations or groups of components, is still one of the open issues 
on importance measures.

The subject of this paper is the formulation and validation of a 
new importance measure which, unlike the existing approaches, be-
sides considering costs of individual components takes into account 
their mutual impact on the overall system reliability. The new meas-
ure is formulated as an optimization problem, more precisely as the 
Budgeted Maximum Coverage Problem (BMCP). BMCP is presented 
by khuller as the variation of maximum coverage Problem [13], but 
in literature, it is also recognized as a Maximum Coverage with Knap-
sack constraints [8]. the approach found its application in graphs 
[5, 21], location problems [19] and healthcare networks monitoring 
[6]. this paper could indicate the first usage of  bmcP in reliability 
since the authors of this paper have not been able to find any pre-
vious applications in this area. There are examples in the literature 
where information provided by importance measures is used in the 
formulation of an optimization problem in order to obtain a system 
design in which all components have similar importance values [30]. 
However, according to our knowledge, optimization approach so far 
has not been used to determine the importance of the components. 
Using the new proposed optimization approach all of the most critical 
components are determined simultaneously, and the sum of their indi-
vidual costs fits the available budget. The approach is experimentally 
tested and the obtained results verifying the approach are presented 
and explained.

The proposed approach is based upon minimal cut sets (MCSs) 
of coherent fault trees, so the terminology of the fault tree analysis is 
used. Primary events, which represent the system components’ fail-
ures, are elements of MCSs. Cut sets and MCSs are defined as fol-
lows:

Definition 1 [9]: cut set is a set of events that together cause the 
top undesired event to occur.

Definition 2 [9]: minimal cut set (mcS) is a cut set reduced to 
a minimum number of events that cause the top undesired event to 
occur.

MCSs are most commonly generated based on a fault tree of the 
observed system [16]. Formally, a fault tree is a directed and con-
nected acyclic graph g=(N,A), where N is the set of nodes and A is 
the set of arcs (Fig. 1).

The top event of the fault tree (root node TE), represents a sys-
tem failure. The failure modes of the system components are primary 
events (components’ failures) represented by leaves e1-e6. Besides 
intermediate nodes g1-g4, a given fault tree has four logic opera-
tors that model the cause-effect relationships between components’ 
failures - two OR operators are assigned to g1 and g2 while two 
AND operators are assigned to nodes g3 and g4. For the fault tree 
shown in Figure 1, MCSs are: e1e4, e1e5e6, e2e3e4 and e2e3e5e6. 
Each of these combinations of primary events could cause the system 
failure. The qualitative analysis (in the process of Boolean reduction 
of a set of equations) identifies the minimal cut sets which are the 
combinations of the smallest number of primary events and if they 

occur simultaneously, they may lead to a top event. The top event can 
be expressed as [26]

 TE MCS Pii
n

i
n

jj
m

i
= = ( )= = =1 1 1  

 (1)

where TE is the top event, MCSi is the i-th minimal cut set, n is the to-
tal number of minimal cut sets, Pj is the j-th primary event and m is the 
total number of primary events. The quantitative analysis represents 
a calculation of the top event probability. Considering the assumption 
that the primary events are mutually independent, the top event prob-
ability of occurrence QTE may be approximated as [26]
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where QMCSi  is the probability of occurrence of the minimal cut set 
i and QPj  is the probability of occurrence of the primary event j. The 
proposed approach assumes that all MCSs of a given fault tree are 
already determined.

The paper is organized as follows: Section 2 deals with importance 
measures that consider the cost of components used for the validation 
of a proposed approach. The problem of simultaneous determination 
of the most critical system components constrained with alimited 
budget is formulated as BMCP in Section 3. A mathematical model of 
a formulated optimization problem and solving methods are presented 
in Section 4. Section 5 gives the comparison of the results obtained 
by the proposed model with the results obtained using the importance 
measures from Section 2, tested on a group of benchmark fault trees. 
Concluding remarks and discussion are presented in Section 6.

2. Importance measures that consider costs of compo-
nents

The importance measures indicate the system components that 
have the greatest impact on the reliability of the system [10]. over-
views of  some of the most used importance measures are available in 
many books and papers [14, 20, 22].

The two importance measures used in this paper to compare re-
sults with our proposed approach are Cost-based component impor-
tance (CBCI) and Cost-effective importance measure (CEIM).

CBCI is introduced as the extension of Birnbaum importance 
[25]. in our paper cbci of component i is defined as:

 I t
C t

Ri
CBCI i

i
( ) = − ∂ ( )

∂
 (3)

Fig. 1. Fault tree example
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where ∂Ci(t) and ∂Ri represent the increase of system cost and sys-
tem reliability caused by reliability improvement of i-th component, 
respectively. CBCI can be interpreted as follows: when I ti

CBCI ( )  is 
large, a small change in the reliability of component i will result in a 
comparatively large change in the total cost of maintaining the entire 
system during the time interval (0,t).

CEIM combines the concept of reliability importance measure 
and the total costs of failure, and it is defined as:

 I t
I t
Ci

CEIM i
GI

f i
( ) = ( )

,
 (4)

where Ii
GI  is the general importance (gI) of component i at time 

t, and Cf,i is a cost factor for i-th component. gI of component i is 
calculated as:

 I t
g Q t
g Q ti

GI i( ) = ( )( )
( )( )



 (5)

where Δ gi(Q(t)) represents the change in system probability due 
to change in i -th component probability. The cost factor for i -th com-
ponent is calculated as the ratio of sum of the expected costs of failure 
for all components and the expected cost of reliability improvement 
for i -th component:

 g Q ti ( )( )  (6)

where E(Ci) is the expected cost of reliability improvement for i -th 
component. A component which gives a maximum benefit at mini-
mum costs will be termed as the most cost-effective component and 
will possess the highest rank in priority list [12].

3. Problem formulation

In this paper, we observe the improvement of components reli-
ability as a decrease of component’s failure probability to a very low 
or negligible value, close to zero. This assumption appears in most 
importance measures and represents a decreased risk level with the 
component optimized or assumed to be perfectly reliable, i.e. compo-
nents reliability equal to 1 [20].

If we observe the fault tree given at Figure 1, we can assign costs 
for their six primary components, for example: c1=5, c2=6, c3=7, 
c4=8, c5=7 and c6=6 cost units (c.u.). Also we can assume some lim-
ited budget, for example B=15 c.u., available for improvement of the 
most critical system components. In that case, both CBCI and CEIM 
can be calculated using equations (3) and (4) in order to find which 
components should be improved. After calculation of values for each 
component, we are able to make rankings presented in the table below:

Both measures basically gave the same output. They selected 
components e1 and e4 as the most critical, and their total costs of 
improvement of 13 c.u. fit the available budget. If we calculate the 

overall system reliability improvement, we get apercentage of 99.17, 
which is a good result. This improvement is obtained by comparing 
the initial system reliability with the reliability of the system in which 
selected components (e1 and e4) are assumed to be perfectly reliable.

Observing the list of MCSs from the example given in figure 1, it 
can be seen that primary events e1 and e2 are present in every MCS. 
Therefore, if those two components were selected for improvement of 
their reliability i.e. the probability of their failure is set to zero, then 
regarding equation (2) the probability of occurrence of TE would also 
equal  zero. Thus, by selecting components e1 and e2 the percentage 
of 100 % of system reliability improvement can be achieved. Com-
ponents e1 and e2 fits limited budget even better, as their total costs 
are only 11 c.u.

In addition, if the available budget is increased, the results of 
CBCI and CEIM could be used just to add next lower ranked com-
ponent to the set of the previously selected most critical components 
with a higher ranking. The approach proposed in this paper in case 
of increasing the available budget is able to find completely different 
set K of k critical components which achieve higher overall system 
reliability improvement, while still fitting the budget. The traditional 
way of calculating importance measures by making independent cal-
culations for each individual component and linear expansion of set K 
of k critical components in case the available budget is increased, are 
issues that are overcome by the approach proposed in this paper.

The new approach of determining the most important system com-
ponents relies on minimal cut sets defined in the introduction chapter. 
The basic implication of definitions 1 and 2 is - if any of components/
events which are the element of an MCS can be prevented to fail, then 
MCS stops to be the cause of possible system failure and is considered 
eliminated or “covered”. The probability of realization of  MCS is 
then used to diminish the overall system failure probability, i.e. sys-
tem reliability is improved at the same rates. The goal is to select 
components which should be improved so that their non-failure would 
maximize the reduction of the overall system failure probability.

Starting presumptions are:
Minimal cut sets of the observed system are known• 
Probabilities for failure of systems’ components are given (or • 
their order of magnitude)
Cost of improvement is known for each individual component• 
Total budget available for system reliability improvement is • 
given and limited

The proposed approach can be formulated as an optimization 
problem described as follows: allocate the available budget to ensure 
non-failure of components which eliminate the most probable MCSs 
i.e. which maximize the reduction of the system failure probability.

4. Mathematical model and solving methods

Mathematical model of described optimization problem is made 
using the following notation:

S –  - set of primary events; 
i – ∈S - primary event which represents the failure of i-th system 
component; 
m –  - the number of MCSs;
w – j – weight, i.e. probability for the realization of j-th minimal 
cut set (calculated by multiplying failure probabilities of its 
components) 
c – i – cost for preventing i-th component from failure, i.e. im-
proving it for non-failure
B – available budget for system reliability improvement –
a – ij - binary variable defined as:

a
i j

ij =
1
0

,
,
if -th component�is an element of -th minimal cut-set
otheervise





Table 1. Rankings of components’ importance using CBCI and CEIM

Rank Component 
ranking by CBCI

Calculated 
CBCI value

Component 
ranking by CEIM

Calculated 
CEIM value

1. e1 40.58 e4 0.19

2. e4 64.94 e1 0.12

3. e6 175.93 e3 0.02

4. e2 175.93 e5 0.02

5. e3 205.28 e2 0.01

6. e5 205.28 e6 0.01
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x – i - binary variable called a disabling indicator associated with 
the primary event i, i∈S, defined as:

x
i

i =
1, if the primary event is disabled (componetnt functioning)
0, oothervise component failure �( )




y – j - binary variable called elimination indicator associated with 
the MCS j, j=1,…,m, defined as:

 
y

j
i =





1, if -th minimal cut-setis disabled (covered)
0, othervise  

The mathematical model of allocating limited budget to prevent 
failure of those components which eliminate the most probable mini-
mal cut sets, is formulated as follows:

BMCP (budgeted maximum coverage model):

 max f x y w y
j

m
j j,( ) =

=
∑

1
 (7)

s.t.
 

i S
ij i ja x y j m

∈
∑ ≥ = …, , ,1  (8)

 
i S

i iC x B
∈
∑ ≤  (9)

 x i Si ∈{ } ∈0 1, ,  

 y j mj ∈{ } = …0 1 1, , , ,  

Objective function maximizes the overall probability of eliminated 
MCSs which implicate the increase of system reliability. The first con-
straint ensures elimination of all of the MCSs which contain any failure 
prevented components. The second constraint is related to the available 
budget. Considering the first constraint and the maximization of the ob-
jective function, the binary requirement for avariable  can be relaxed with 
. The formulated mathematical model corresponds to the Budgeted 
maximum coverage Problem [13] as well as a maximum coverage 
with knapsack constraints [8].

Mathematical model BMCP was solved in two ways. Firstly, it 
was solved exactly using GlPk solver [11], and then the possibility of 
failure equal to zero was assigned to all selected events that should be 
prevented; using equation (2) a new system reliability and the percent-
age of reliability improvement is calculated. Secondly, it was solved 
using a heuristic developed for the observed problem, called greedy-
Plus. The proposed heuristic uses a variation of the greedy algorithm, 
slightly improved to be able to recognize and remove components 
which cover redundant MCSs. Thus the overall system reliability 
could be improved by selecting some new components whose failures 
should be prevented. For each event, weights of all MCSs that contain 
specific event are summarized and based on that, events are sorted in 
a non- decreasing array. Events are selected, starting from the first one 
of that series until the budget is exhausted. Algorithm also picks the 
cheapest components in the case of a tie. After each selection of event, 
all MCSs containing the selected event are eliminated, i.e. set to 0, 
and the remaining events after each step form a new array based on 
the weights of the remaining uncovered MCSs. Adaptation of greedy 
algorithm is reflected in the fact that the reduction procedure after 
each step has to check whether any of the already selected events is 
unnecessary, i.e. whether it covers exactly the same MCSs as some of 
the already selected events. In this case, the solution is reduced, i.e. 
such an event is discarded. The budget is increased for the amount of 
cost of discarded event so a new event needs to be selected. Since the 
bmcP is nP-hard [13], it can be difficult to find its optimal solution 
for large fault treesin areasonable time. For this purpose, greedyPlus 
could be used as the starting point for future development of some 

special heuristics that would deal with the mentioned problem. Al-
gorithm of greedyPlus and pseudo-codes for the used procedures are 
given below. Notation used in algorithm description is:

Wi  – the sum of the weights of MCSs that contain i-th event, i∈S,
L  – non-decreasing array consisting of non-redundant calculated  

   values Wi, i∈K.
ci  – cost for i-th component being prevented from failure
B  – available budget for system improvement

Algorithm 1. GreedyPlus
1 greedy()
2 count single coverings and form array L
3 reduction()

Procedure 1.greedy (mcS[m][l], c[i], b)

1 end_signal⟵0
2 repeat
3  i⟵1    
4  repeat
5   j⟵1  
6   repeat
7    if MCS[i][l]=j then
8     W[i] ⟵ W[j]+poss[j] 
9    if MCS[i][j]=0 or B=0 then
10     end_signal⟵1
11    if W[i]>max then
12     max⟵W[i]
13     X[F] ⟵i
14     B⟵B-c[i]
15     MCS[i][l] ⟵0
16   until j=n
17  until i=m
18 until end_signal=1

Procedure 2. reduction (X[F], lmin, appearanceno[F])

1 singleCover[]⟵0 
2 i⟵1
3 repeat
4  if X[i]=appearanceNo[i] then
5   singleCover[i]⟵ singleCover[i]+1   
6 until i= F
7 i⟵1
8 repeat
9  if singleCover[i]=0 then
10   singleCover[i]⟵ singleCover[i]+1
11   B⟵B+c[i]  
12   X[i] ⟵Ø     
13 until i= n
14 greedy (MCS[m][l], c[i], B) 

Both solutions of BMCP model, the optimal solution obtained by 
gLPK and the solution obtained using greedyPlus, were compared 
with solutions obtained by CBCI and CEIM.

5. Experimental results

The proposed new approach is first ilustrated on the fault tree of 
train rear-end collision accident and then on a group of benchmark 
fault trees.
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The fault tree of train rear-end collision accident, retrieved from 
[17], consists of 35 primary and 17 intermediate events. the observed 
fault tree has 24000 MCSs which means that top event called “train 
rear-end collision” has 24000 failure modes. The rank, i.e. the number 
of primary events of 18000 MCSs is nine while the rank of the re-
maining 6000 MCSs is eight.

In order to apply the proposed approach, the following assump-
tions were introduced: the probabilities of all primary events are 0.01; 
the available budget for system reliability improvement is 60 cost 
units; and the costs for preventing components from failure are be-
tween 5 and 30 cost units. in addition, since events 1 and 2 from [17] 
appear in all MCSs, those two events are immediately identified as 
the most important and further analysis was made for the remaining 
33 events.

Presented mathematical model (7-9) was first solved exactly 
using GlPk solver [10] and the percentage of reliability improve-
ment is calculated according to the optimal solution. Then, reliability 
improvement percenteges obtained by CBCI and CEIM importance 
measures are calculated in the following steps:
step 1:  Using equations (3) and (4), different ranks of primary events 

were obtained.
step 2:  The possibility of failure eaqual to zero was assigned to the 

top ranked primary events whose total costs do not exceed 
the available budget.

step 3:  A new system reliability was calculated. 
step 4:  Percentages of improvement of the system relialibility were 

calculated.

Optimization using gLPK and steps 1 to 4 were repeated for ten 
instances of randomly generated costs for preventing components 
from failure. The obtained results are presented in Table 2. Notation 
used in Table 2 is:  BS = budget spent (percentage), NC = number of 
components, and RI = reliability improvement (percentage).

The results in Table 2 show that the proposed approach outper-
forms both importance measures in all ten instances. In eight instanc-
es, reliability improvement of 100% is achieved which means that 
obtained events cover all MCSs. In the case of CEIM and CBCI, such 
reliability improvement is obtained only in one instance. This is di-
rectly caused by the fact that those measures calculate only individual 
contribution to system reliability and do not consider the impact of 
groups of components. On the other hand, based on the proposed ap-
proach, a set of the most important components often contains compo-
nents whose individual impact is not among the best ranked. For ex-
ample, in the first instance, the set of the most critical events consists 
of events: 7, 8, and 9, according to the optimal solution of (7-9). The 

event 8 is second ranked by CEIM, event 9 is sixst ranked by CBCI, 
while the event 7 is not among the first ranked by any of them. How-
ever, their combination provides the highest reliability improvement. 
Similar observations apply for all other instances.

Mathematical model (7-9) and the proposed algorithm are af-
terwards verified by experiments conducted used as test examples 
[18]. characteristics of those benchmark fault trees (bFt) are given 
in Table 3:

The column labeled with E gives the total number of events con-
tained in fault tree, while BE column gives the number of primary 
events (components’ failure) i.e. events that form minimal cut sets. 
Total number of minimal cut-sets in the fault tree is given in the col-
umn MCS. Column R gives ranges of ranks for minimal cut-sets (e 
g. a tree named das9201 has the smallest MCS’s rank of 2, while the 
highest rank of MCSs in that BFT is 7, and so on). 

Ten random instances of costs of improvement for primary events/
components are generated for each BFT given in Table 3. For each in-
stance four available budgets were tested, so it was made 160 experi-
ments in total. Each experiment gave four outputs for each of tested 
methods (CBCI, CEIM, gLPK and greedyPlus). Average values of 
the experimental results are presented in Table 4.

Notation used in Table 4 is given bellow:
ABS  = average budget spent (cost units)
ANC   = average number of components (avg  for 10 instances, each 

inst. outputed int value)
ARI   = average reliability improvement (percentage)
B   = available budget (cost units)

Observing the obtained results, it can be seen that gLPK and 
greedyPlus gave better, or at least the same quality outputs as CBCI 
and CEIM, i.e ARI value in columns labeled gLPK and greedyPlus 

are generally much larger than values in 
CBCI and CEIM columns. Due to the way 
of calculation, CBCI tends to select a greater 
number of cheaper components while CEIM 
prefers a smaller number of expensive ones, 
but neither of those two traditionally calculat-
ed importance measures managed to give bet-
ter results than our newly proposed approach 
applied in gLPK and greedyPlus.

Also, it should be noted that it is pos-
sible to achieve the same system reliability 
improvement with the same amount of budg-
et but with aselection of a different number 
of critical components. If so, all outputs of 
such kind are actually multiple solutions 
and have equal quality, but it simply looks 
wiser to choose a solution with fewer critical 
components and  less time needed for their 
prevention.

Table 2. Results of ten instances for the fault tree of train rear-end collision accident

GLPK CEIM CBCI

instances NC RI BS NC RI BS NC RI BS

1 3 100 78.33 3 60 98.33 8 85.60 100

2 4 100 90 2 46.67 100 7 74.54 95

3 4 100 100 3 73.33 100 8 90.40 95

4 4 100 95 3 66.67 100 8 82.28 100

5 4 100 100 3 75 100 7 82.28 90

6 3 100 98.33 3 100 98.33 7 84.41 98.33

7 8 98.95 100 3 60 100 8 85.60 86.67

8 4 100 98.33 2 40 93.33 7 88 100

9 5 84.85 98.33 2 50 100 6 76.62 100

10 4 100 98.33 3 73.33 98.33 7 83.04 88.33

average 4.30 98.38 95.67 2.70 64.50 98.83 7.30 83.28 95.33

Table 3. Benchmark fault trees

BFT name E BE MCS R

das9201 204 122 14217 2-7

das9202 85 49 27778 1-11

baobab2 72 32 4805 2-6

baobab3 187 80 24386 2-11
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Comparing gLPK outputs with the outputs of greedyPlus, it can 
be observed that the improved greedy algorithm reached an average 
reliability improvement obtained by the exact algorithm only in three 
cases (das9201 with B=160, das9202 with B=10 and baobab2 with 
B=7), while all other results are very close to optimal. These three 
cases achieved smaller ABS value due to the way in which the im-
proved greedy algorithm treats multiple solutions – it always picks a 
cheaper one, while gLPK just takes care about the goal function i.e. 
the overall system improvement.

6. Conclusion

The problem of determining the set of the most critical system 
components in case of a limited budget has been solved by a new ap-
proach which formulates a problem as a Budgeted Maximum Cover-

age Problem. The approach is successfully tested and verified by a se-
ries of experiments over benchmark fault trees. It is concluded that in 
cases where MCSs are pre-known, it  is more convenient to apply this 
new approach rather than importance measures as CBCI and CEIM.

The proposed approach could be limited by the impossibility of 
obtaining exact solutions in a reasonable time for the problems of 
large dimensions. Therefore, in a further work the presented improved 
greedy algorithm could be incorporated into specially designed heu-
ristics, possibly based on Variable neighborhood search (VNS).

Table 4. Experimental results given as average values of results obtained on ten instances

CBCI CEIM GLPK GreedyPlus

ABS ANC ARI ABS ANC ARI ABS ANC ARI ABS ANC ARI

da
s9

20
1

B=26 23.4 4.4 18.79 23.9 1.1 14.33 24.8 2.9 30.73 24.5 2.8 30.65

B=53 49.3 8.7 27.77 52.2 2.7 38.63 52.6 4.8 51.89 51.5 4.6 51.69

B=106 102.8 16 44.89 104.5 6 75.72 104.7 7.4 82.41 104.2 7.1 82.33

B=160 157.2 22.5 52.95 159.1 8.5 92.20 154.4 8.9 96.64 146.1 8.6 96.64

da
s9

20
2

B=10 6.1 1.1 6.02 7.8 1 14.16 7.8 1 14.16 7.6 1 14.16

B=21 18.1 3 9.65 20.5 1.7 44.14 20 2 46.09 19.9 1.8 46.03

B=42 38.2 5.8 12.31 41.3 2.6 87.29 41.3 2.8 87.61 41.3 2.7 87.60

B=64 59.7 8.2 16.69 62.6 3.6 92.84 62.8 4.1 96.15 62.6 4 96.08

ba
ob

ab
2

B=7 5.3 1 13.66 5.8 1 14.82 5.8 1 14.82 5.5 1 14.82

B=14 12 2 28.07 12.4 1.1 22.01 12.5 1.9 29.09 12.2 1.7 27.18

B=28 26.3 4.1 43.59 26.6 1.7 32.83 27 3.3 51.64 26.7 2.8 50.75

B=42 38.8 5.6 56.45 40.7 2.3 45.70 40.9 4.2 65.86 40.6 4.1 65.26

ba
ob

ab
3

B=17 15.8 3 13.81 15.1 1.1 16.76 15.1 2 23.95 15 1.5 20.85

B=35 31.7 5.4 25.68 34.7 2 25.83 34.3 3.6 40.62 33.7 2.5 35.17

B=70 66.3 10.2 37.24 68.3 3.1 41.93 68.9 5.7 62.48 68.7 4.3 57.67

B=105 101.4 14.3 46.07 103.3 4.4 55.32 103.6 6.9 79.09 103.5 6.3 76.81
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1. Introduction

1.1. Preliminary remarks on the subject matter

In numerous organisations, the success of economic projects is 
conditioned by the level of readiness of technical object elements 
and their operation systems to perform the tasks imposed on them. 
The level of readiness of the objects and their components depends, 
among others, on the effectiveness of the adopted maintenance strate-
gies and procedures. as the author of [30] states: “With the fast devel-
opment of industry and the highly competitive international market, 
especially the areas of electronic products, nuclear power, automobile, 
shipbuilding, and aircraft, cost-effective and accurate maintenance 
shows increasing importance in improving plant production availabil-
ity, reducing downtime cost, and enhancing operating reliability”. For 
example – in manufacturing companies, maintenance costs amount 
to 15-70% of the total cost of production, where most of the mainte-
nance activities function as corrective measures and are implemented 
primarily in situations particularly requiring their application [34].

In order to improve maintenance activities and decrease mainte-
nance costs, maintenance process models have been under study in a 
broad scope since 1950 [39]. thanks to this, numerous concepts or 

strategies of implementing these processes were created. In principle, 
they can be divided into two groups: corrective maintenance (CM) 
and preventive maintenance (PM). Corrective maintenance is per-
formed after damage is identified and its aim is to bring the element 
and the object to a condition in which they will be able to perform the 
required functions. This introduces certain limitations, however. For 
example, according to [30]: “corrective maintenance at its best should 
be utilized only in non-critical areas where capital costs are small, 
consequences of failure are slight, no safety risks are immediate, and 
quick failure identification and rapid failure repair are possible”.

Preventive maintenance is performed according to a predeter-
mined schedule or the number of work units (NWU) without previous 
examination of the condition of the object’s elements. If the effects of 
a poor condition of the object are significantly greater than the effects/
costs of preventive activities and it is possible to observe the course 
of ageing of the object’s elements, it is reasonable to use a PM-based 
strategy [27]. moreover, as indicated by the author of [33], maintain-
ing a high level of device reliability is achieved, among others, by 
maintenance work consisting in anticipatory replacement of elements 
at risk of damage. The advantage of applying PM is that it can be 
performed at scheduled dates, for example during breaks between the 
tasks performed. This lowers the risk of interruptions during the per-

GIll a. optimisation of the technical object maintenance system taking account of risk analysis results. eksploatacja i niezawodnosc – 
maintenance and reliability 2017; 19 (3): 420–431, http://dx.doi.org/10.17531/ein.2017.3.13.

adrian GIll

optimisation of the teChniCal objeCt maintenanCe system 
taking aCCount of risk analysis results

optymalizaCja systemu obsługi obiektów teChniCznyCh 
z uwzględnieniem wyników analizy ryzyka*

The article presents the author’s original method of optimisation of the technical object maintenance system taking account of risk 
analysis results. An original form of the objective function was formulated, in which a risk measure model based on two criteria 
was used. RBM methods were discussed and technical object maintenance methods/strategies were reviewed, with their most 
important characteristics pointed out. The process of making maintenance-related decisions is armed with procedures based on a 
risk valuation pattern. The author’s original risk valuation pattern was presented and special cases resulting from the use of such 
patterns were discussed. Dynamic programming was used to solve the problem of optimisation. The author’s original mathemati-
cal model of the method of optimisation was developed and presented, and its four-stage calculation algorithm was presented in 
detail. Based on the collected statistical data on damage, hazard analysis and risk assessment procedures were carried out. Using 
computer implementation of the optimisation model, an experiment in planning the maintenance of the technical objects examined 
was carried out and the results of the optimisation experiment were presented.

Keywords: optimisation, maintenance system, risk, risk based maintenance.

W artykule przedstawiono autorską metodę optymalizacji systemu obsługi obiektów technicznych z uwzględnieniem wyników 
analizy ryzyka. Sformułowano oryginalną postać funkcji celu, w której użyto modelu miary ryzyka opartego na dwóch kryte-
riach. Omówiono metody RBM oraz dokonano przeglądu metod/strategii obsługiwania obiektów technicznych wskazując ich naj-
ważniejsze cechy. Podejmowanie decyzji obsługowych uzbrojone jest w procedury oparte na schemacie wartościowania ryzyka. 
Przedstawiono autorski schemat wartościowania ryzyka i omówiono szczególne przypadki wynikające z użycia takich schematów. 
Do rozwiązania problemu optymalizacji użyto programowania dynamicznego. Opracowano i przedstawiono autorski matema-
tyczny model metody optymalizacji oraz szczegółowo zaprezentowano jego czteroetapowy algorytm obliczeniowy. Na podstawie 
zebranych danych statystycznych dotyczących uszkodzeń, przeprowadzono procedury w zakresie analizy zagrożeń i oceny ich 
ryzyka. Wykorzystując implementację komputerową modelu optymalizacyjnego przeprowadzono eksperyment w zakresie plano-
wania obsług rozpatrywanych obiektów technicznych oraz przedstawiono wyniki eksperymentu optymalizacyjnego.

Słowa kluczowe: optymalizacja, system obsługiwania, ryzyko, risk based maintenance.
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formance of tasks [27]. the authors of [30, 31] claim in general that a 
significant advantage of some of the PM-type methods is the creation 
of conditions for controlling object operation processes.

In the group of PM-type maintenance strategies, condition based 
maintenance (CBM) and predetermined maintenance can be distin-
guished. CBM is performed after previous verification or monitor-
ing of the parameters of the object’s operation. Monitoring may be 
continuous or carried out according to a specific schedule. In practice, 
however, effective application of CBM creates certain challenges. 
Firstly, its initiation is expensive. Hardware costs are often relatively 
high. In such case, it is important to decide whether the given ele-
ment is significant enough to justify the investment. Secondly, mak-
ing optimal maintenance decisions based on CBM is not always easy 
to achieve due to variables such as the complexity of the environment, 
the internal structure of the object, damage mechanisms not entirely 
known, etc. [30].

according to other authors (e.g. [36]), the following maintenance 
strategy categories can also be distinguished: age replacement policy, 
block replacement policy, periodic preventive maintenance policy, 
failure limit policy, sequential preventive maintenance policy, repair 
cost limit policy, repair time limit policy, repair number counting 
policy, reference time policy, mixed age policy, group maintenance 
policy, opportunistic maintenance policy, etc.

Moreover, the strategies can be divided, depending on the homo-
geneity of a set of object elements, into maintenance strategies for 
homogeneous and heterogeneous elements. 

Regardless of the classification, it was observed that the following 
criteria are usually adopted when developing maintenance strategies 
[13, 40]:

maximisation (in the long term) of the technical objects’ readi- –
ness to perform the tasks imposed on them;
minimisation of the operating costs of technical objects in the  –
long term;
maximisation of the technical objects’ readiness to perform the  –
tasks imposed on them and minimisation of the average operat-
ing costs of these objects in the long term.

The characteristics of technical object maintenance strategies 
indicated above were used to develop the method presented in this 
article.

1.2. Risk Based Maintenance

In a modern approach to technical object management, an ap-
proach based on the so-called risk management principles is used. As 
stated by khan [25], the development of such methods occurred with-
in the last dozen or so years. They are called risk based maintenance 
(rbm) methods. in various studies from the years 2003-2010 (e.g. [8,  
12, 10, 11, 25, 28, 37]), examples of the application of rbm to vari-
ous types of objects and their elements can be found. Currently (2011-
2016), examples of such studies include: [2, 6, 15, 16, 17, 29, 38].

RBM finds application in particular in transport system objects 
[21]. their damage or operating errors may generate hazards whose 
activation is manifested in serious losses – injuries, deterioration of 
health or loss of human life, considerable material losses, damage 
to the natural environment or loss of reputation. We can talk about 
particular importance/significance of such objects or their elements, 
justifying investments. The problem of the significance of object el-
ements in CBM-type strategies was mentioned in the introduction 
(chapter 1). In such objects, the need to apply RBM was additionally 
forced by legislation. as e.g. zio puts it [40]: “obviously, occupation-
al and public safety, environmental and other requirements must be 
satisfied as enforced by regulations”. For example, in the EU railway 
transport system, it results from the CSM (common safety method) 
documents standardising the requirements and methods connected 
with the safety of the EU railway system. In accordance with these 

documents, railway companies, infrastructure administrators, and all 
the entities introducing changes to the railway system are responsible 
for maintaining the risk of all the identified hazards at levels below 
the non-acceptable risk category.

Some conditions of object elements should therefore be examined 
as the so-called hazard sources (also called hazard factors or risk fac-
tors). The term hazard source (HS) can be understood as formations, 
e.g. physical, chemical, biological, psychophysical, organisational 
or personal, whose presence in the given area of analysis, condition, 
properties, etc. are a source of hazard [21].

Identification of the HS may occur at consecutive stages of the 
objects’ life cycle. On this basis, the so-called hazards (H) are for-
mulated, which makes it possible to assess the impact of the damage 
to these objects on human life and health, the natural environment, 
and technical systems. This impact is expressed in units of risk level 
attributed to each hazard, adopting the appropriate risk model. A com-
bination of the level of possibility or probability of hazard activation/
materialisation and the level of effects expressed in losses or damage 
caused by the event is usually adopted. There are numerous examples 
of such an approach, e.g. in [1, 3, 4, 7, 10, 16, 35]. it should be noted, 
however, that risk models may include many other components. They 
may, for example, take account of human errors in the maintenance 
processes, which was demonstrated, among others, by Hammeed in 
[15].

In this context of the problem, the organisation of technical ob-
ject maintenance becomes particularly important. It can and should be 
treated as a means to achieve the acceptable or at least tolerable level 
of risk. The most effective, and at the same time most recommended 
ways of reducing hazard risk are those eliminating the HS. Proper 
organisation of maintenance meets this condition and in this sense, it 
may be treated as a tool or means of risk reduction.

Risk reduction measures are usually organised in the form of sys-
tems, mainly of a technical nature (e.g. alarm devices, physical cov-
ers, protection systems), but the use of measures of an organisational 
nature (e.g. a team of people acting according to predetermined proce-
dures) is equally effective. The legitimacy of the use of organisational 
risk reduction solutions is pointed out, among others, by the author of 
[6], who emphasises the relatively low cost of their implementation.

The maintenance organisation method presented in the article 
may be rated among RBM methods and risk reduction measures. The 
RBM concept combines two types of issues, i.e. the issue of object 
maintenance and the issue of risk assessment. The implementation 
of risk assessment, also called risk evaluation, consists in verifying 
(by comparison, valuation) the risk category/class (acceptable, toler-
able, non-acceptable) to which the risk specified during the hazard 
risk analysis belongs. The algorithm of risk evaluation is based on the 
results of calculations done with the use of the adopted model and is 
performed according to two procedures: pointing out the risk accept-
ability and risk valuation areas. It should be added that the task of all 
the undertakings is to achieve the level of risk in the acceptable risk 
category or – at least – the tolerable risk category, and to reduce it to 
the level below the non-acceptable risk category.

The fundamental problem is the appropriate combination of the 
issues of maintenance and risk assessment, and  in particular, the 
development of proper risk measures and their use in streamlining 
maintenance. the analyses carried out, among others, in [10], demon-
strated that risk conditioning in procedures connected with technical 
object maintenance, in particular railway vehicle maintenance, can be 
achieved by:

the decision criterion – formulation of the form of the objec- –
tive function of the decision-making problem based on the risk 
model;
components of the objective function – taking account of the  –
component concerning the risk of damage to technical objects 
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or the so-called penalty function connected with the effects of 
damage to these objects in the formulated objective function;
limiting the acceptable solution area by adopting the appropri- –
ate scope of variability of the decision variables.

It was assumed that the aim of this paper is to develop and present 
an RBM method consisting in the optimisation of the maintenance 
system of any technical object.

2. The concept and principles of the presented method 
of optimisation

In order to solve the problem, it is necessary to formulate the 
objective function of the decision-making problem based on the risk 
model or taking account of the component concerning risk. The rel-
evance of this approach is also demonstrated by other authors (includ-
ing [35]).

The form of the objective function was therefore based on the 
CURR (cost per unit risk reduction) index, whose model corresponds 
to both the possibilities referred to above. The description of the 
CURR index for the so-called risk control option (RCO) was present-
ed, among others, in [26], and this is where its mathematical notation 
can be found, which is as follows:

 ;;x

RCO
OSR L

x RCOR L
L

Kk
R∆
∆

=
∆

, (1)

where:
RCO
LK∆  – discounted increase in annual costs connected with 

the implementation of the given RCO relative to the 
base option within period L (L may be different than 
just the expected life cycle of the object),

;x RCO
LR∆  – risk reduction for loss x within period L after the im-

plementation of the RCO.

The use of the PM-type strategy primarily requires the specifica-
tion of a certain threshold value of the number of work units for each 
of the object’s elements after which the element becomes damaged. 
It is expressed in working time units, service life units, the number of 
starts, etc. The value may be determined e.g. based on the threshold 
value of tolerable risk.

With the threshold values of the number of work units of the ele-
ments at hand, one may search for the optimal number of units be-
tween object maintenances. The number of work units between object 
maintenances will therefore be a decision variable in the optimisation 
model. It was marked as l .

In the case of RBM methods, the number of work units between 
object maintenances is additionally conditioned by the expected value 
of risk reduction. as the authors of [15] put it: “Shutdown interval is 
one of the most important factors in determining an effective inspec-
tion and maintenance policy. In case if the shutdown inspection and 
maintenance interval is too short, object shutdown time and produc-
tion loss along with the inspection and maintenance cost will be too 
high, vice versa if the shutdown interval is too long, the production 
loss and inspection and maintenance cost will be low but the risk ex-
posure will be high” [15].

Therefore, the problem lies in the determination of the optimal 
number of work units between object maintenances and thus obtain-
ing the optimal numbers of work units between object element main-
tenances.

Many problems of streamlining operation systems, including 
maintenance problems, may be boiled down to solving the tasks of 
static optimisation. They are usually tasks of non-linear optimisation 

with limitations. A review of the models of optimisation of technical 
object maintenance was presented, among others, by the author of 
[5], and examples of such models are presented, among others, by the 
authors of [35].

So treating the maintenance system as a point in a certain multi-
dimensional Euclidean space, one may divide the set of this point’s 
coordinates into two subsets: the variables called parameters, which 
are taken as constants in the process of configuring the maintenance 
cycle, and the decision variables whose values are modified. Taking 
into consideration the form of the selected CURR index, the threshold 
values of the number of work units and the costs of activities concern-
ing the so-called risk handling procedures (taking an active attitude 
towards the identified hazards) were adopted as the parameters of the 
optimisation model. In the presented problem, it was assumed that 
such attitude involves preventive maintenance activities consisting in 
restoring the usability of the appropriate elements of the technical ob-
ject under maintenance.

The number of work units between object maintenances and the 
number of work units between element maintenances were adopted as 
the decision variables. It is assumed that the number of work units be-
tween element maintenances is a multiple of the number of work units 
between object maintenances. The number of work units between ele-
ment maintenances was marked as il .

Another issue concerns the link between the components of the 
risk model which was included in the objective function and the deci-
sion variables, i.e. the expression of the components of the risk model 
with the use of the decision variables. For this purpose, the general-
ised risk model presented by kadziński, among others in [21], will be 
used. Subsequent versions of this model are published, among others, 
in [23].

The risk model for each hazard is a function of the components 
which are the result of separate decisions made based on the analy-
sis according to m criteria Kk (k = 1,2,...,m). In accordance with the 
definition of risk, each of the m analysis criteria has to be such that 
component rk(zi) (k = 1,2,...,m), which is the result of a decision made 
according to this criterion, should belong to the group of components 
expressing the possibility of the activation of hazard zi  (i = 1,2,...,n) 
or the size of the potential damage/losses resulting from its activa-
tion [21]. thus defined, the risk may be the basis for formulating the 
criteria of optimisation of both the periods and scopes of preventive 
refurbishment [3, 35].

When the levels of all the risk components are determined, the 
total risk R of hazard zi (i = 1,2,...,n) may be notated as follows:

 ( ) ( ) ( ) ( )( )1 1 2, , , , 1,2, ,i i i m iR z f r z r z r z i n= =   (2)

where:
n – the number of identified hazards,
m – the number of risk analysis criteria, 
zi – i-th hazard from the set of identified hazards,
rk (zi) – k-th component of risk zi within the scope of the k-th 

risk analysis criterion.

And so the value of RT (Risk Treatment) – the index of the proce-
dure of handling the risk of hazard connected with the condition of the 
object’s elements shall be the function of two components:

 ( , )i iRT f c R= ∆  (3)

where:

ic  – the cost of the procedure of handling the risk of the 
i-th hazard (generated by the condition of the i-th ob-
ject element),
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iR∆  – the value of the reduction of the risk of the i-th ha-
zard achieved as a result of avoiding damage to the 
i-th object element.

Function f defined in dependence (3) is adopted as the objective 
function of the decision-making problem.

As indicated before, the achievement of a level of risk below 
the non-acceptable risk category is satisfactory. It is best, however, 
if achieving and maintaining risk at the level of the acceptable risk 
category is possible. Between the two, there is the area of the tolerable 
risk category. Such division of the risk space is often adopted e.g. in 
the widely applied ALARP concept.

So let us assume that the reaction of the optimisation model will 
occur when the value of the risk of the i-th hazard iR  is in the area 
of the tolerable risk category. This means that iR∆ , i.e. changes in 
the value of hazard risk reduction will be included in the following 
range:

 0 GT DT
i i iR R R≤ ∆ ≤ −  (4)

where: 
DT
iR   – lower limit of the area of the category of tolerable risk of the 

i-th object element, 
GT
iR   – upper limit of the area of the category of tolerable risk of the 

i-th object element.

In accordance with the principles concerning the risk model and 
dependence (2), among the components ( )k ir z  (k = 1,2,...,m), at least 
one belongs to the group of components expressing the possibility of 
hazard activation. In the presented optimisation problem, the hazard 
connected with the condition of the object elements resulting from 
the number of work units (time) is subject to risk assessment. Thus, 
at least one (j-th) of the components of the risk of the i-th hazard is 
dependent on the working time of the object element with which the 
hazard is connected.

One of the possible ways of expressing the possibility of hazard 
activation is the probability of the event where the condition of the 
working element will require the performance of maintenance activi-
ties after working for the l number of work units. This can be notated 
as follows:

 ( ) ( )ij i ir F l P L l= = <  (5)

where: 

iL  – random variable expressing the number of work units 
until the damage of the i-th object element, 

ijr  – j-th component of the hazard risk of the i-th object ele-
ment dependent on the l number of work units.

For the purpose of this model, it was assumed that a single hazard 
is connected with damage to the i-th object element. Moreover – tak-
ing account of dependence (5) – is it suggested that the risk of this 
hazard should be notated as follows:

 [ ]2 1 2 1, , , , ( ) , 1,2, ,i i i im iR f r r r F l i N−= =   (6)

where:
N – the number of identified hazards equal to the number 

of object elements (table 4),
Ri – the risk of hazard connected with the condition of the 

i-th object element requiring maintenance after the 

element having worked for l work units.

For value iR  of function 2f  equal to GT
iR , there is a possibility 

of determining GT
il  – a threshold value of the number of work units 

of the i-th object element (example – table 4). The manner of deter-
mining this number was presented in [12]. if the threshold value GT

iR  
is unknown, the number GT

il  may be determined e.g. with the use of 
the model presented in [14].

It is also possible to determine a certain number DT
il , i.e. the 

threshold value of the number of work units of the i-th object element, 
after the exceeding of which, it is reasonable to perform maintenance. 
It is not justified, however, to plan this maintenance before DT

il , as the 
risk connected with the condition of the object element is acceptable 
at the time. Therefore, the range ;DT GT

i il l  determines a practical 

scope of the value of the NWU of the i-th element of the object in 
which the decision about the need to perform maintenance is made, 
i.e.:

 DT GT
i i il l l≤ ≤  (7)

where:
li – the number of work units between maintenances of 

the i-th object element.

Value DT
il  will serve to determine iR∆  – reduction of the risk of 

the i-th hazard, achieved as a result of having anticipated damage to 

this element. Using dependences (4), (6), and (8), value iR∆  shall be 
determined according to the following function:

 [ ] min
2

3 min
2

( ) 0
( )

( )

DT
i i i i

i i DT GT
i i i i i

f F l R dla l l
R f R

f l l R dla l l l

 ≅ − ≤∆ = = 
= − < ≤

,   (8)

where min
iR  is the minimum value of risk and the beginning of the 

scope of the acceptable risk category. The value of risk is practically 
always larger than zero.

And so taking account of formulas (2), (6), and (8), in which func-

tion 1 2 3, ,f f f  was defined, the objective function f may be notated as 
follows:

4 3 3 2 1 2 1[ , ( )] { , [ ( , , , , ( ))]}i i i i i im iRT f c f R RT f c f f r r r F l−= ⇒ =      (9)

Let us assume further that a single maintenance of the object con-
sists in complete renewal of the operation potential of one or several 
of its elements at the same time. Such maintenance restores all the 
parameters to such a condition that the refurbished element may be 
treated as new. So there is a certain value l* – the value of the optimal 
number of work units between object maintenances which minimises 
the value of the objective function (9), i.e.:

 *( ) minRT f l= =  (10)

The manner of determining this value is presented in the detailed 
model described further on in the article.
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with two limitations resulting from dependences (7) and (13):

 1 10 GTl l< ≤ , (16)

 1
2

0
i

GT
v i

v
l a l

=
< ⋅ ≤∏ , 2,3,...,i N= . (17)

Limitations (16) and (17) are linear functions, while function (15) 
is non-linear. The problem of determining the optimal number of work 
units between object maintenances may be solved using the methods 
of non-linear mathematical or dynamic programming [9], which is 
presented below.

If ( )i iq l  is used to denote a component of the RT index deter-
mined for the i-th hazard (of the i-th object element), i.e.:

 ( ) i
i i

i

cq l
R

=
∆

, 1,2,...,i N= , (18)

the objective function f may be expressed generally, in shortened 
form, as follows:

 ( )1 2 3
1

, , ,..., ( )
N

N i i
i

f l a a a q l
=

= ∑ . (19)

Using *RT  to denote the minimum value of the index of the pro-
cedure of handling the risk of hazards concerning N object elements 
and taking account of dependence (10), dependence (19), and the 
form of vector L, one may note that:

 ( )
1 1

* *
1 2 3

,..., 1
, , ,..., min ( )

N N

N
N i i

l l i
RT f l a a a q l

∈Λ ∈Λ =

  = =  
  
∑ . (20)

where iΛ  are sets of the numbers of work units between object el-
ement maintenances, containing discrete values of variables il
( 1,2,3,..., )i N= . The problem of discretisation of the scope of values 
li was presented in chapter 4 of the article.

Component 1 1( )q l  constitutes an invariable component of each 
of the values of acceptable solutions, and so it can be excluded from 
below the symbol min:

 ( )
2 1

1 2 3 1 1
,..., 2

, , ,..., ( ) min ( )
N N

N
N i i

l l i
f l a a a q l q l

∈Λ ∈Λ =

  = +  
  
∑ .      (21)

Moreover, if it is assumed that the values of the components of the 
RT index connected with the hazards concerning the condition of the 
elements with identifiers 2,3,...,i N=  are equal:

 
2 1

2 2
,..., 2
min ( ) ( )

N N

N
i i

l l i
q l u l

∈Λ ∈Λ =

   = 
  
∑ , (22)

then taking account of formula (21), one may determine a certain func-
tion *

1 1( )w l  − of the minimum rt values connected with the hazards 
concerning the condition of all the object elements ( 2, 3,..., )i N=  de-
termined for any value 1 1l ∈Λ :

3. The mathematical model

At an initial stage of calculations, the ( 1, 2, ... )i i N=  index as-
signed to the individual elements of the object shall be understood 
as the element’s identifier resulting from a position series created ac-

cording to the increasing GT
il , i.e.

 1 2 ...GT GT GT
Nl l l≤ ≤ ≤ .  (11)

In accordance with dependence (11), the first maintenance of the 
element with identifier 1i −  will be performed earlier than that of ele-

ment i, which means that 1 2 ... Nl l l≤ ≤ ≤ . 
In the PM-type strategies, maintenances may be performed at 

fixed intervals. Moreover, the maintenance activities of the so-called 
lower order (usually occurring earlier and more frequently) are in-
cluded within the scope of the maintenances of the higher order. This 
leads to the occurrence of certain dependencies between the values of 
the numbers of work units between maintenances of object elements. 
The values of these numbers, occurring later in the maintenance cycle, 
are a multiple of the numbers of work units between maintenances 
occurring earlier. This was notated with the introduction of the multi-

plicity factor ia  assuming values from the set of positive integers:

 
1

int i
i

i

la
l −

 
=  

 
,  ia ∈C ( 2,..., )i N= . (12)

Value ia  was used to express the number of work units between 
maintenances of elements with identifiers 2, 3,...,i N= :

 

2 2 1

3 3 2 3 2 1

1 3 2 1

1 1 3 2 1

;
;

...
... ;

...
... ... .

i i i

N N N i

l a l
l a l a a l

l a a a a l

l a a a a a l

−

− −

=
= =

=

=

, (13)

where:
i   – object element identifier resulting from the sequence in 

the position series created from value GT
il  (table 4),

ia ( )1, 2,...,i N=   − multiplicity factor between the numbers of work 

units between maintenances of object elements ( ia ∈C).

And so a certain vector [ ]1 2L , ,..., Nl l l=  of work units be-
tween maintenances of object elements which minimises the value of 
the objective function (9) is searched for. It will be called the vector 
of the decision variables of the optimisation model. Using dependen-
ces (10) and (13), one may notate this vector as follows:

 [ ]1 2 3L , , ,..., Nl a a a= . (14)

And taking into consideration formulas (1) and (3) and de-
pendences (13) and (14), the objective function f may be initially 
expressed as follows:

 
1

(L)
N

i

ii

cRT f
R=

= =
∆

∑ , (15)
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2 2

*
1 1 1 1 2 2( ) ( ) min ( )

l
w l q l u l

∈Λ
= + .         (23)

The optimal value of the RT index for N object 
elements will therefore equal::

 
1 1

* *
1 1min ( )

l
f w l

∈Λ
= .                  (24)

In accordance with the methodology of dynamic 
or mathematical programming presented e.g. in [32], 
determining the minimum RT value for N technical 
object elements should begin with determining the 
minimum value of the RT value for the element with 
identifier i N= :

 ( ) min ( ) min
N N N N

N
N N N N

l l N

cu l q l
R∈Λ ∈Λ

= =
∆

                   (25)

and then for subsequent elements with identifiers 
1, 2,...,1i N N= − −  .

The RT value connected with the element with identifier 1i N= −  
depends on the value of the RT component determined for the element 
with identifier i N= , i.e.:

 
( )

1 1
( 1) ( 1) ( 1)1( ) min ( ) ( )

N N
N N N N NN l

u l q l u l
− −

− − −− ∈Λ
 = + 

,
 …

 
[ ]1 1( ) min ( ) ( )

i i
i i i i i i

l
u l q l u l+ +

∈Λ
= +

,
 … (26)

 
3 3

3 3 3 3 4 4( ) min [ ( ) ( )]
l

u l q l u l
∈Λ

= + ,

 
2 2

2 2 2 2 3 3( ) min [ ( ) ( )]
l

u l q l u l
∈Λ

= + .

The number of work units between maintenances of element l1, 
for which the RT value turned out to be the smallest, is also the opti-
mal number of work time units between object maintenances. Based 
on this number and using dependence (13), one may determine the 
remaining optimal values * ( 2,3,... )il i N= .

4. The scope of calculations and details of the math-
ematical model

Stage 1 – Adoption of the risk model and risk valuation model

For the purpose of the presentation of the scope of necessary 
calculations, using the results of works [21, 24], a detailed model of 
a risk analysis process for hazards connected with the condition of 
object elements was adopted. Within the model, two (k = 1, 2) analysis 
criteria were adopted:

K• 1 – criterion of damage/losses suffered as a result of hazard 
   activation,
K• 2 – criterion of the possibility of hazard activation.

An example of a pattern of quantification of the levels of damage/
losses resulting from hazard activation, within the scope of the first 
risk analysis criterion, was presented in table 1.

The values of the risk component within the scope of the second 
analysis criterion are determined in accordance with dependence (5). 
The basis for calculations is the data on object operation, including 
above all data on damage to elements. Knowledge of the wear proc-
esses which may lead to damage of these elements is also essential 
[35]. Such data for a sample object is presented in table 3.

In the detailed model of maintenance system optimisation, the fol-
lowing set of risk analysis criteria significance measures was adopt-
ed:

 { }2,1 ,A =  (27)

and the elements of the set of measures of the second risk component 
were assigned the following set of values:

Ωk ik
j= { } = { }ϖ ( ) , ; , ; , ; , ; , ,0 250 0 375 0 500 0 625 1 000 1,2,..., ; 1,2,...,5; 1.i n j k= = =    (28)

The last issue is the selection of the form of function f2 – depend-
ence (6), which makes it possible to determine value Ri. It may be 
determined in the form of a mathematical function, tabularly, with 
a graph, verbally or otherwise. Apart from the levels of risk compo-
nents, risk analyses also take into account the significance measures 
of the analysis criteria, and one of the most frequent dependences is 
(29):

 
R r i Ni ik ik

k

m
= ⋅ =

=
∏α

1
1 2, , , ,

, (29)

or dependence (30) taking into account the results of hazard risk anal-
ysis according to two criteria and the significance measures of the 
hazard risk analysis criteria:

    R ri ik ik
k

= ⋅
=
∑α

1

2
, 1,2, ,i N=   (30)

where αik  are the significance measures of risk components within 
the scope of the k-th criterion of risk analysis. Such form of the risk 
function is applied in many known methods. For example, in the risk 
score method risk model and the failure mode and effects analysis 
method, three components (k = 3) and a set of measures of their sig-

nificance {1;1;1}Α =  are applied.

Table 1. An example of a pattern of quantification of the levels of damage/losses resulting 
from hazard activation

j Level of  
damage/losses

Characteristics of damage/losses suffered as a result 
of hazard activation

1 green Minor injuries of object users and/or co-users of the 
space / low level of material damage

2 blue Injuries of object users and/or co-users of the space / 
measurable level of material damage

3 yellow Serious injuries of object users and/or co-users of the 
space / significant level of material damage

4 orange Single fatalities among object users and/or co-users of 
the space / high level of material damage

5 red Numerous fatalities among object users and/or co-users 
of the space / very high level of material damage

Source: prepared based on [23]
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So using dependences (9), (15), and (19), the objective function 
RT values shall be expressed in formula (31):

 RT c

B r R

i

m i ik ik
k

m
i

i

N
=

⋅ ⋅ −
=

−
= ∏
∑
α α

1

1
1 min

, (31)

where iB  is a component of the objective function dependent on the 
distribution of probability describing the number of work units until 
the damage of the i-th element. These may be typical probability 
distributions. It might e.g. be initially assumed that element mainte-
nance occurs in the period of their age-related damage, which would 
be very advantageous from the point of view of the effectiveness of 
the maintenance system operation. For in this period, damage is usu-
ally characterised by normal probability distribution. In such case, 
the form of the objective function f may e.g. be as follows:

 
RT c

e dl r R

i

m

i

l
l

ik ik
k

m
i

i i

i
i

=

⋅ ⋅
⋅ ⋅ ⋅ ⋅ −

−
−( )
⋅

−∞ =

−

∫ ∏α
σ

α

µ

σ

2

2

22

1

1

Π
min

ii

N

=
∑

1 ,    (32)

or otherwise:

 
RT c

F l r R

i

m i
N

i ik ik
k

m
i

i

N
=

⋅ ⋅ ⋅ −
=

−
= ∏
∑
α αµ σ( ; ) min( )

1

1
1  (33)

where:

F li
N

i
( ; ) ( )µ σ  – value of the cumulative distribution function of the 

number of work units until the damage of the i-th ob-
ject element with normal distribution, determined for the 
number of work units between element maintenances

 
il  ,

µi   – expected value of the number of work units until the 
damage of the i-th object element, 

σ i   – standard deviation of the number of work units until the 
damage of the i-th object element.

Stage 2 – identification of hazards generated by damage to object 
elements

Hazard identification is a separate issue and due to its complexity, 
it will not be raised in this article. A proposal of the implementation of 
a hazard identification process can be examined in the following pub-
lications of the author of this article: [18-20]. the result of the hazard 
identification process is the so-called hazard record.

Stage 3 – Estimation and valuation of the risk of hazards genera-
ted by the condition of object elements

In the presented optimisation model, the risk level space was di-
vided into three areas. The pattern of this valuation is presented in 
table 2.

When the risk level is included in the area of the non-acceptable 
or tolerable risk category, risk handling procedures, i.e. maintenance 
activities should be implemented.

Due to the adopted ranges of risk levels (table 2), two extreme 
cases concerning the determination of GT

il  based on value iR  may 
occur in the calculation process. The first case consists in the fact that 
the value of risk iR  will always be in the A area, i.e. the acceptable 

risk category, regardless of value 2ir  – risk component expressing 
the possibility of hazard activation. This happens when the level of 
damage/losses resulting from hazard activation is very low (e.g. level 
1 – “green”).

The second case consists in the fact that the value of risk iR  will 
always be in the NA area, i.e. the non-acceptable risk category, also 
regardless of value 2ir . This is the case when the first of the compo-
nents of risk 1ir  assumes the highest values of damage/loss measures, 
e.g. values at the “red” level (table 2). 

The threshold values of the number of work units of elements may 
be obtained based on values DT

iR  and GT
iR . And so 2

DT
ir  shall be a 

certain threshold value of the second component obtained based on 
value DT

iR . Assuming that risk iR  is given with dependence (30), it 
may be notated that:

 
r R r
i
DT i

DT
i i

i
2

1 1

2
=

− ⋅α
α  (34)

and using dependence (5):

 r F li
DT

i
N

i
DT

2 = ( , ) ( )µ σ
, (35)

hence:

 
F l R r l F R r

i
N

i
DT i

DT
i i

i
i
DT

i
N i

DT
i i( , ) ( , )( )µ σ µ σα

α
α

=
− ⋅

⇒ =
− ⋅−1 1

2

1 1 1
ααi2











. 
(36)

Knowing that the cumulative distribution function of the number 
of work units until the damage of the i-th object element has normal 
distribution, it may be assumed that:

 (0;1)
(max) ( ) (3)N

i iF l F=  (37)

In the first case, concerning the determination of GT
il , when the 

value of risk iR  will always be in area A, there is no need to “hurry” 
with performing the maintenance of the object element. In the second 
case, when the value of risk iR  will always be in area NA, element 
maintenance should be performed as soon as possible. Within the 
scope of the detailed model and the adopted form of function (15) or 
(20), and in particular in the form of the cumulative distribution func-
tion, a solution in the following form is suggested:

Table 2. Pattern of risk valuation in the model of optimisation of the tech-
nical object maintenance system

Range of values 
of risk measures

Range of risk 
levels

Name of the risk category area 
and its symbol

R Ri i
DTmin ,

 ) [0.50; 1.40) Acceptable risk category area – 
symbol A 

,DT GT
i iR R 

  [1.40; 1.60] Tolerable risk category area – 
symbol T

R Ri
GT

i, max( 
 (1.60; 3.00] Non-acceptable risk category 

area – symbol NA

Source: own elaboration based on [21]
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l

dla r
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DT

i i i

i
i
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i i

i
i

i

=

− ≅
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 < <−

µ σ

α
α

µ

3 0

0 1

2

1 1 1

2
2
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 3 12σ i idla r  (38)

 

l

dla r

F R r dla ri
GT

i i i

i
i
GT

i i

i
i

i

=

− ≅

− ⋅







 < <−

µ σ

α
α

µ

3 0

0 1

2

1 1 1

2
2

++ ≅











 3 12σ i idla r

The cases referred to above do not have to occur with differently 
adopted risk valuation patterns.

Stage 4 –  Determining the ranges of values of the decision 
variables of the optimisation model

Determining the ranges of values of the decision variables of the 
model primarily serves the execution of calculations in the form of 
a simulation. This is required by the research problem posed, and in 
particular the non-linear form of the objective function.

The value of variable 1l  is a real number from the range of 

1 1;DT GTl l . And so discretisation of the range of values 1l  is intro-
duced, i.e. a certain step of simulations/calculations l∆  is adopted 
and it is assumed that DT

il l= ∆ . l∆  can also be interpreted as the 
accuracy of the calculations.

Discretisation of the range of values 1l  and the multiplicity be-
tween object maintenances (dependence (13)) lead to the formation of 
distinctive sets of decision variables, i.e. sets of possible numbers of 
work units between element maintenances.

And so iΛ  shall be the sets of possible numbers of work units 
between element maintenances which are defined as follows:

for 	 i = 1

 Λ1 1= { }l j( ) , 11, 2,...,j m= , where 1( ) 1( 1)j jl l l−− = ∆  (39)

where:

( )i jl    –  is the j-th possible value of the number of work units between 
maintenances of the i-th element.

j     –  is the identifier of the next possible value of the number of 
work units between maintenances of the i-th element, which 

belongs to set 1Λ ,

1m    –  is the size of set 1Λ  equal to:

 1int
GT

i
lm

l
 

=   ∆ 
, (40)

for i > 1	

 Λi i kl= { }( ) , 1, 2,..., ik n=  (41)

where:

in   – is the size of set iΛ  dependent on value 1( )jl  
as follows:

 
1( )

int
GT
i

i
j

ln
l

 
=   

 
, (42)

and:
( )i kl   –  is the k-th possible value of the number of 

work units between maintenances of the i-th 
element, such that:

 ( ) 1 1( )
1 2

i
i k v j

i j k v
l k a l−

> =
= ⋅ ⋅∏∀∀∀ , (43)

Figure 1 presents, among others, the manner of determining sets 
iΛ  for four elements of a sample technical object and one of the val-

ues 1( )jl .

So assuming that i = 4, j = 1 and that the decision variables assume 
values as presented in figure 1, i.e.: a1 = 1, a2 = 3, a3 = 1, a4 = 2, sets 

iΛ  will be as follows:

Λ1 1 1= { }l ( )

Λ2 2 1 2 2 2 1 1 1 1 1 1 2 1 1 12
2= { } =l l l a l a l n a ln( ) ( ) ( ) ( ) ( ) ( ); ;...; ; ; ... ;{{ } = { }l l l1 1 1 1 1 12 3( ) ( ) ( ); ;

Λ3 3 1 3 2 3 2 1 1 1 2 1 1 1 3 23
2= { } =l l l a a l a a l n a an( ) ( ) ( ) ( ) ( ); ;...; ; ; ... ; 11 1 1 1 13l l( ) ( ){ } = { }

Λ4 4 1 4 2 4 3 2 1 1 1 3 2 1 1 14
2= { } =l l l a a a l a a a l nn( ) ( ) ( ) ( ) ( ); ;...; ; ; ... ; 33 3 2 1 1 1 1 1 1 13 6a a a l l l( ) ( ) ( );{ } = { }

Using dependence (26), one may properly notate the dependences 
of individual components of the RT value. The notation of these val-
ues in individual points of the graph presented in figure 1 and for one 

value 1( )jl  (e.g. j = 1) will be as follows:

Fig. 1. Diagram of obtaining a sample solution acceptable in the optimisation 
of the number of work units (NWU) between technical object mainte-
nances for four elements of this object and one of the values l1
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for 	 i = 1

 { }2 2 1(1) 1(1) 1(1)
1 1 1(1) 1 1(1) 2 2

; 2 ; 3
( ) ( ) min ( )

l l l l
u l l q l u l

∈Λ =
= = +

 

for 	 i = 2

{ }3 3 1(1) 1(1) 1(1) 1(1)
2 2 2(1) 1(1) 2 1(1) 3 3

; 2 ; 3 ; 4
( ) ( ) min ( )

l l l l l
u l l l q l u l

∈Λ =
= = = +

{ }3 3 1(1) 1(1)
2 2 2(2) 1(1) 2 1(1) 3 3

2 ; 4
( 2 ) (2 ) min ( )

l l l
u l l l q l u l

∈Λ =
= = = +

{ }3 3 1(1)
2 2 2(3) 1(1) 2 1(1) 3 3

3
( 3 ) (3 ) min ( )

l l
u l l l q l u l

∈Λ =
= = = +

for 	 i = 3

{ }4 4 1(1) 1(1) 1(1) 1(1) 1(1) 1(1) 1(1) 1(1)
3 3 3(1) 1(1) 3 1(1) 4 4

; 2 ; 3 ; 4 ; 5 ; 6 ; 7 ; 8
( ) ( ) min ( )

l l l l l l l l l
u l l l q l u l

∈Λ =
= = = +

{ }4 4 1(1) 1(1) 1(1) 1(1)
3 3 3(2) 1(1) 3 1(1) 4 4

2 ; 4 ; 6 ; 8
( 2 ) (2 ) min ( )

l l l l l
u l l l q l u l

∈Λ =
= = = +

{ }4 4 1(1) 1(1)
3 3 3(3) 1(1) 3 1(1) 4 4

3 ; 6
( 3 ) (3 ) min ( )

l l l
u l l l q l u l

∈Λ =
= = = +

{ }4 4 1(1) 1(1)
3 3 3(4) 1(1) 3 1(1) 4 4

4 ; 8
( 4 ) (4 ) min ( )

l l l
u l l l q l u l

∈Λ =
= = = +

for 	 i = 4

4 4 4( ) 4 1( )( ) ( )k ku l l q l= = , 1, 2,..., 8k =

As a result, the first value of component 1 1 1(1)( )w l l=  of the RT 
index obtained according to the formula presented in figure 1 can be 
obtained in the following manner:

 1 1 1(1) 1 1(1) 2 1(1) 3 1(1) 4 1(1)( ) ( ) (3 ) (3 ) (6 )w l l q l q l q l q= = + + + .

Another step of the calculations is the determination of value 
1 1( )w l  for the remaining values 1( )jl , i.e. for 12, 3,...j m= .

5. Application of the optimisation model for a sample 
object

An example of optimisation was presented for certain elements of 
a tram. The most frequently damaged elements of various tram sys-
tems were selected. Their damage usually causes the tram to stop. 
The condition of the elements changes as a result of wear and/or it is 
relatively difficult or unprofitable to monitor the technical condition 
of these elements.

Information about damage to selected elements of the tram was 
presented in the form of appropriate characteristics (table 3). It was 
obtained based on the data (collected for the purposes of the Mu-
nicipal Transport Company (MPK)) on the times and reasons for the 
so-called emergency returns to depot. The data is from the period of 
three years during which the trams were operated in normal working 
conditions. Their working time expressed in days was selected as a 
variable characterising the life cycle of the elements. Hypotheses 
on the form of the probability distributions of this time were veri-
fied with the use of the Statistica 12 program, assuming the level of 
significance of 0.05.

The parameters of the optimisation model were presented in ta-
ble 4. In order to determine them, the identification of hazards (stage 
2, chapter 4) connected with damage to selected elements was per-
formed, and the formulated hazards were provided in column 5 of 
table 4. The hazards were given identification numbers (“H_”) cor-
responding to identifier i of the elements.

Next, guided by the principles of the adopted risk model (stage 
1, chapter 4), the values of one of the risk components were adopt-
ed (column 6, table 4). This made it possible to determine values 

GT
il  (column 8, table 4) in accordance with dependence (38) with 

known function ( )iF l , given with the proper probability distribu-
tion (table 3).

On account of the complexity of the calculations (stage 4, chapter 
4) and a specific character of the optimisation problem, it was decid-
ed that a dedicated computer application for the optimisation model 
should be developed. It makes it possible to do calculations in the 
form of simulation for theoretically any number of object elements 
with assumed simulation/calculation step l∆ . Figure 2a presents the 
diagram of the structure of maintenance cycles and a chart of the val-
ues of the objective function for the object adopted for the presented 

Table 3. Characteristics of selected tram elements

Item Element name

Descriptive statistics of the element’s working time Characteristics of distribution matching

Number of im-
plementations

Number of 
cars

Average 
value

Standard 
deviation

Probability 
distribution 

type

Degrees of 
freedom

Chi-squared 
statistics value

Statistical 
significance p

1
Resistance lamination 
sheets of the GBT-373 
starter

394 43 87.10914 120.3005 Log-normal 13 19.25974 0.11527

2 Current collector contact 
shoe 164 55 189.6890 182.3782 Exponential 9 10.28231 0.32812

3 Current converter motor 
brushes 54 12 68.55556 62.30953 Log-normal 3 1.94371 0.58417

4 Brake lever mechanism 608 35 51.93092 75.09104 Log-normal 14 19.48904 0.14709

5 Universal joint 44 29 221.6364 237.6264 Exponential 8 13.54065 0.09455

6 R15 transmitter 60 25 149.9000 175.7922 Log-normal 3 4.61922 0.20190

7 Door controller 49 25 168.7959 194.0156 Exponential 2 2.99906 0.22324

8 Electronic starting trans-
mitter (EST) 64 37 210.4063 201.1366 Exponential 6 6.75927 0.34368

9 Door mechanism cam 
adjustment 66 33 232.6667 221.4298 Exponential 4 8.71243 0.06870
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example. The value of the risk handling procedure index for the opti-
mal solution was RT = 2819.17.

Figures 2b, 2c, and 2d present the “reaction” of the model to 
changes within its main parameters, i.e. changes in the value of the 
measure of risk component expressing damage/losses resulting from 
hazard activation.

In the case of calculations presented in figure 2b, the reaction of 
the optimisation model to changes significant from the point of view 
of risk estimation, but small in the sense of changes in the values of 
the model parameters. A situation involving damage to current col-
lector (pantograph) of the tram and parts of the overhead contact line 
resulting from the wear of the graphite cover (contact shoe) was ana-
lysed. This was mapped in the model, increasing the value of compo-
nent 41r  to 0.500. A transfer of the symbol of this element “SO” in 
the cycle structure and its more frequent occurrence can be observed. 
The value of the risk handling procedure index for this solution was 
RT = 2818.45.

The solutions presented in figures 2c and 2d concern typically 
theoretical calculation cases. The threshold (minimum and maximum) 
values of the measure of risk component expressing damage/losses 
after hazard activation were used there. And so, for the calculation 
case in figure 2c, minimum values 1 0,250ir =  for all ( 1,2,...,9)i =  
object elements and/or all the hazards were introduced, and then the 
maximum values, i.e. 1 0,625ir = , for the case in figure 2d. The val-
ues of the risk handling procedure index for optimal solutions ob-
tained in calculation cases c) and d) in figure 2 were: RT = 2848.46 
and RT = 2605.70, respectively. Considerable changes in the value 
of the time interval between individual object maintenances should 
be noted.

Fig. 2. The results of determining the optimal structure of the maintenance 
cycle with the use of the optimisation model for different variants of 
input data (abbreviations – as in table 4).

Table 4. Parameters of the optimisation model of the technical object maintenance system

Item i * Element name / (type of 
maintenance activity) ID ** Hazard connected with damage  

to tram element

Value of the meas-
ure of risk compo-

nent expressing 
damage/losses 

after hazard acti-
vation 

1ir

Cost ci of 
risk handling 

procedures 
expressed in 
time losses

[min]

Threshold value of 
the number of work 

units for the ele-
ment

GT
il

[days]

1 2 3 4 5 6 7 8

1 5
Resistance lamination 
sheets of the GBT-373 
starter/(replacement)

BO H5 – risk of tram stopping while 
in use 0.250 360 448.01

2 4 Current collector contact 
shoe/(replacement) SO H4 –   risk of traction network dam-

age 0.375 180 359.86

3 2 Current converter motor 
brushes/(replacement) SS H2 – risk of tram stopping while 

in use 0.250 60 255.48

4 1 Brake lever mechanism/
(adjustment) MD H1 – risk of extending the braking 

distance 0.500 240 70.96

5 9 Universal joint/(replace-
ment) PK H9 – risk of tram stopping while 

in use 0.250 420 934.52

6 6 R15 transmitter/(re-
placement) PR H6 – risk of tram stopping while 

in use 0.250 120 677.28

7 3 Door controller/(replace-
ment) SD H3 –   risk of passenger being hit 

and/or knocked over 0.375 300 320.23

8 7
Electronic starting trans-
mitter (EST)/(replace-
ment)

PE H7 –   risk of tram stopping while 
in use 0.250 960 813.82

9 8 Door mechanism cam/
(adjustment) KM

H8 – risk of doors not closing prop-
erly preventing the tram from 
departing

0.250 120 896.96

* – identifier of object element resulting from the increasing threshold values of the numbers of work units of elements
** – identifier of the element in the maintenance cycle structure diagram
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6. Conclusions

The problem of the optimisation of the technical object mainte-
nance system taking account of risk requires proper formulation of the 
objective function. It may be based on the risk model or take account 
of the component concerning risk. In the method developed here, an 
original form of the objective function was formulated. Its compo-
nents are risk handling procedure costs and the values of reducing 
the risk measure obtained as a result of avoiding damage to object 
elements. In the objective function of the optimisation process, a risk 
model based on two criteria was applied: the criterion of damage/
losses suffered as a result of hazard activation and the criterion of the 
possibility of these hazards’ activation. Within the scope of the first 
criterion, a finite set of damage/loss value levels is used. The second 
criterion is dependent on the object’s working time. Its values are ex-
pressed by the probability of the event in which the element requires 
maintenance activities after having worked for a specific number of 
working time units. It was assumed that the risk measure model is a 
sum of the products of risk components according to individual crite-
ria and the significance of these criteria.

The process of making maintenance-related decisions is armed 
with procedures based on a risk valuation pattern. The author’s origi-
nal risk valuation pattern was used, classifying risk into three catego-
ries (acceptable, tolerable, and non-acceptable). When the risk meas-
ure value is included in the area of the non-acceptable or tolerable risk 
category, risk handling procedures (maintenance activities) should be 
implemented. Special cases of risk valuation resulting from the use of 
the patterns applied were discussed.

The structure of the maintenance cycles in preventive strategies 
renders the objective function of the decision-making problem dis-
continuous. It is therefore suggested to solve the problem with the use 
of dynamic programming methods. For this purpose, a mathematical 
notation of such modelling was developed and presented. It is a rela-
tively difficult task to determine the range of values that the decision 

variables may assume in this modelling. The problem was illustrated 
by showing a formula for obtaining a sample acceptable solution. 
Moreover, a formal/mathematical notation of generating value ranges 
of decision variables was presented.

The complexity of the formulated optimisation task required com-
puter assistance in order to obtain solutions. A dedicated computer 
program was developed and with its use, solutions to the task of op-
timisation of the process of planning maintenance of selected tram 
devices were obtained. The results of the optimisation were also pre-
pared and their visualisation carried out with the use of the program. 
The program also makes it possible to check the “reaction” of the 
optimisation model to parameter changes. Above all, changes signifi-
cant from the point of view of risk estimation, but small in the sense of 
changes in the values of the parameters were checked. Among others, 
a situation involving damage to the current collector (pantograph) of 
the tram and parts of the overhead contact line resulting from exces-
sive wear of the current collector’s graphite cover (contact shoe) was 
analysed. A significant change in the structure of the maintenance 
cycle and a change in the value of the RT index was observed. This 
leads us to believe that the prepared method will make it possible to 
solve decision-making problems concerning: the manner, scope, and 
schedules of replacements, repairs, and regular maintenance of tech-
nical object elements, the manner and schedules of diagnosing and 
preventive replacement of elements, and the problems of providing 
the maintenance subsystem with spare parts.
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1. Introduction

Accelerated test is an efficient method to collect information of 
products by measuring performance data directly over time from 
the test at high stress while the collected data are used to extrapolate 
the information through a physically reasonable statistical model to 
obtain the estimate of life or long-term performance at lower stress, 
normal use or storage condition [12]. the frequently used stresses 
include use rate, voltage, humidity, pressure, especially temperature 
[13, 16, 23]. long-term reliability of gold (au) and copper (cu) ball 
bonds in fineline ball grid array package under storage condition 30°C 
was estimated by high temperature storage bake test at elevated tem-
peratures of 150°c, 175°c and 200°c [8]. Wang predicted the stor-
age life of aerospace electromagnetic relay under storage temperature 
25°C -32°C based on auto-regressive and moving average model and 
wavelet transform model [21]. anisotropic magnetoresistive read 
sensors were exposed to elevated temperatures to estimate end-of-life 
conditions under normal operating temperatures [5]. huang predicted 
the life of tantalum capacitors under working temperature which was 

specified as 35°c [4]. Vakulov studied the properties changing in 
storage condition by accelerating ageing test on the example of rub-
bers К-14-1 and К-14-2 [18]. 

From the examples above, a common phenomenon is observed 
that the temperature in storage condition or normal operating is often 
assumed as a constant temperature [7](e.g. 25°c,30°c), or a tempera-
ture interval. However, the temperature in real storage or operating 
condition often varies with the season and region. For some long-life 
products, a minor temperature difference may lead to a major differ-
ence in the result of life assessment. As a result, it is important to 
consider the impact of the changing temperature appropriately. Par-
ticularly, it is of interest to wonder whether there is a temperature 
under which the life or performance of the product is equal to the life 
or performance at real storage or operating temperature. This issue 
consists of the primary goal of this paper, proposing an equivalent 
temperature model.

In literature, a substantial number of degradation models have 
been developed to model the accelerated degradation data [10]. in 
general, these existing models can be divided into linear and nonlinear 
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a generalized equivalent temperature model 
in a time-varying environment

uogólniony model temperatury równoważnej  
w zmiennym w Czasie otoCzeniu

Accelerated degradation test at high temperature level is a common method to accelerate the degradation of products by elevating 
temperature, and the obtained degradation data are then used to obtain the estimate of the performance at normal temperature 
after extrapolating the degradation through accelerating model. However, the normal temperature is ever-changing rather than 
constant. Therefore, a generalized equivalent temperature model based on power law degradation path is proposed to establish 
a connection between accelerated degradation data and degradation data at normal temperature. The model takes the equal 
degradation measure as a principle and the conclusion is demonstrated that the increments of the degradation under the same 
magnitude, same time and different orders of temperature stresses are same. The result shows that the empirical equivalent tem-
perature model is a special case of the proposed model. The accuracy of the proposed model is finally demonstrated by a case 
study of nitrile rubber O-rings.

Keywords: accelerated degradation test, equivalent temperature, nature storage, degradation path, rubber O-
rings.

Przyspieszone badania degradacji (badania starzeniowe) prowadzone w warunkach wysokiej temperatury stanowią powszechnie 
stosowaną metodę przyspieszania starzenia produktów poprzez podwyższanie temperatury. Otrzymane w takich badaniach dane 
degradacyjne wykorzystuje się do szacowania wydajności produktu w temperaturze normalnej na zasadzie ekstrapolacji. Głów-
nym ograniczeniem tej metody jest fakt, że normalna temperatura nie jest stała lecz zmienia się w czasie. Dlatego też, aby skorelo-
wać dane z przyspieszonej degradacji z danymi dotyczącymi starzenia w normalnej temperaturze, zaproponowaliśmy uogólniony 
model temperatury równoważnej oparty na krzywej degradacji opisanej prawem potęgowym. W modelu przyjęto zasadę równego 
stopnia degradacji i wykazano, że przyrosty degradacji przy tej samej wartości i czasie działania  naprężeń termicznych różnego 
rzędu są takie same. Wyniki pokazują, że empiryczny model temperatury równoważnej jest szczególnym przypadkiem proponowa-
nego przez nas modelu. Trafność opisanego w pracy modelu wykazano na podstawie studium przypadku dotyczącego uszczelek 
nitrylowych, tzw. oringów.

Słowa kluczowe: przyspieszone badania starzenia, temperatura równoważna, przechowywanie w warunkach 
naturalnych, krzywa degradacji, oringi nitrylowe.
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models. In these models, power law degradation path model can de-
scribe both linear degradation path and nonlinear degradation path by 
different powers, and several empirical studies show that the expected 
degradation at time t is often proportional to a power law [2, 17, 19]. 
Moreover, this kind of model is widely used in engineering fields like 
electrical connectors, rubber materials [9], green laser diodes [11] and 
film resistances [1]. in addition, the power law degradation path has 
also been used to optimize the accelerated degradation experiment. 
These observations indicate the wide application of the power law 
model [24, 25]. accordingly, the proposed equivalent temperature 
model is based on power law degradation path due to its flexibility 
and good performance.

In the inference process of the model, the conclusion is demon-
strated to simplify the model that the increments of the degradation 
under the same magnitude, the same time and different orders of tem-
perature stresses are same. Meanwhile, the influences to equivalent 
temperature of the two key parameters in the model, the time index 
α and accelerated parameter β, are analyzed by taking the first partial 
derivative of the equivalent temperature model. The result shows that 
equivalent temperature would decrease with the increasing of β and α. 
Besides, the model is compared with the average temperature model 
and the empirical equivalent temperature model which is a special 
case of the proposed model in the linear case while α=1. Thus the 
proposed model is also known as generalized equivalent temperature 
model. Moreover, the validity of the proposed model is proved by rub-
ber O-rings data from the accelerated degradation test and the nature 
storage test. Finally, the fitness of three equivalent temperature mod-
els are compared by the criterion of mean squared error (MSE).

Compared with accelerated degradation test, degradation test un-
der normal temperature could obtain more precise results but become 
increasingly difficult owing to the characteristics of long-period and 
high-cost which conflicts with the marketplace demands for decreas-
ing development time. In this case, equivalent temperature model es-
tablishes an effective connection between accelerated degradation test 
and degradation test at normal temperature. In terms of actual usage, 
the equivalent temperature of nature storage test can be obtained by 
directly substituting the statistical data of temperatures in normal con-
dition and the relevant parameters derived by accelerated degradation 
test into the model. By means of this model, the life or degradation 
performance information of the product under normal non-constant 
temperature can be predicted directly without the time-consuming and 
costly degradation test. The model can be applied to all of the prod-
ucts whose degradation follows the power law degradation path. 

The remaining segments of this paper are organized as follows. 
Section 2 introduces the derivation of the empirical equivalent tem-
perature model and the generalized equivalent temperature model. In 
Section 3, parameters in the model are estimated based on acceler-
ated degradation data. Section 4 introduces the sensitivity analysis of 
parameters to equivalent temperature. A case study of rubber O-rings 
is presented to verify the high performance of generalized equivalent 
temperature model compared with other two equivalent temperature 
models in Section 5. Section 6 presents the conclusion of the paper 
and application of the model.

2. Equivalent temperature model

2.1. Empirical equivalent temperature model

The relationship between the degradation rate and temperature T 
could be descripted as arrhenius function which is written as [14, 20]:

 
E

RTdy Ae
dt

− 
  =  (1)

where y is the degradation, dy/dt is the degradation rate, A is the pre-
exponential factor of the Arrhenius rate constant, E represents mate-
rial apparent activation energy, R is the universal gas constant(8.3145 
kJ kmol−1 K−1) and T is the absolute temperature in Kelvin. Specify 
ω=lnA, β=-E/R to get the simple model of the function and it is obvi-
ously that β<0 from its physics meaning. Then the degradation can be 
derived as:

 y e t yT= +[ ]ω β+ /
0  (2)

where y0 is a constant.

Accelerated degradation test accelerates the degradation of prod-
ucts by means of increasing the temperature stress to obtain the deg-
radation at accelerated temperature and the temperature stress is as-
sumed constant during the test [3]. however, the temperature stress 
is often changing during nature storage test which is recognized that 
T=f (t). It is assumed that there is an equivalent temperature T0 during 
which the degradation in a certain time ζ is equal to the degradation at 
a time-varying temperature T(t) in the same time. As such, the follow-
ing equation must be satisfied:

 e e dtT T tβ βςς/ /0
0

[ ] ( ) = ∫ . (3)

For a giving T(t), the equivalent temperature T0 can be simpli-
fied as:

 T
e dtT t

0

0
1

= β

ς
βςln /− ( )( ) ∫









 (4)

However, in real environment, the equation of T0 is difficult to 
have its analytical expression because T(t) is unavailable to model 
continuously. So the integral expression in denominator is discretized, 
then:
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  (5)

where ti(i=1,2,...,n) is the time at temperature Ti and the total storage 

time is ς = ti
i

n

=
∑

1
.

2.2. Generalized equivalent temperature model

However, sometimes the degradation rate k is correlative with 
test time t, then Eq. (1) and Eq. (2) can be rewritten as:
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This form of degradation process is also called power law model 
where time index α is a constant related to the degradation mechanism 
with α>0. The degradation path is an up-convex curves while 0<α<1, 
and a straight line while α=1, and an up-concave curves while α>1. 
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It is also assumed that y0=0 without loss of generality by certain cor-
responding transformation. 

Similarly, in time-varying environment, the equivalent tempera-
ture T0 can be expressed as:

 T
e t dtT t

0
1

0
1

=











( )  −∫

β

αςα
β αςln /

 (7)

For equation (4) and (7), the expression of T0 in equation (7) 
can be reduced to the equation (4) exactly while α=1. Undoubtedly, 
the analytical expression of T0 in equation (7) is hard to handle even 
by discretizing. Based on the equal degradation measure principle, a 
generalized equivalent temperature model is derived.

For the requirement of derivation of the generalized equivalent 
temperature model, the following assumption is introduced. 

The increments of the degradation under same magnitude, same 
time and different orders of temperature stresses are same in natural 
environment.

To illustrate the idea of the above assumption, Fig. 1 is given. As 
shown in Fig.1, it is assumed that a product is aged at the temperature 
T1 for time t1 first and the increment of the degradation is y11. Then, 
the product is aged at temperature T2 for time t2, and the increment of 
the degradation is y12. The degradation path is shown as the short dash 
line in Fig. 1. In addition, the degradation rate is k1 at the temperature 
T1, and k2 at the temperature T2. In general, t1, t2, k1, k2 are greater 
than 0.

From Eq. (6), we can get:

 k T1 1= ( )+exp /ω β  (8)

 k T2 2= ( )+exp /ω β . (9)

 y k t11
1 1= α . (10)

The degradation is continuous and only depends on the accumu-
lated degradation and the current temperature stress. As a result, the 
degradation y11

 should be converted to the equivalent time τ12 at tem-
perature T2:

 y k11
2 12= τα . (11) 

Put Eq.(8), Eq.(9) and Eq.(10) into Eq.(11) and we can obtain:
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Through the derivation above, y12
 can be formulated as:
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On the contrary, the product is aged at the temperature T2 for time 
t2 firstly and the increment of the degradation is y21. Then, the product 
is aged at the temperature T1 for time t1, and the increment of the 
degradation is y22. The degradation path is shown as the heavy line in 
Fig. 1. Similarly, we have:

 y k t21
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It is proved that y12=y22 and the proof is given as follows:
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In the nature storage test, the storage time is ti(i=1,2,...,n) at tem-

perature Ti and the total storage time is ς = ti
i

n

=
∑

1
. The degradation after 

the whole nature storage test is equivalent to the degradation at tem-
perature T0 for time ζ. The generalized equivalent temperature model 
can be written as:
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where τ1,τ2,...,τn are equivalent time, and k
k T T
n

n n n
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Fig. 1. The degradation path under different stress orders
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3. Parameter estimation based on accelerated degrada-
tion data

In constant accelerated degradation test, there are N accelerated 
temperature stresses, and the number of the samples under each stress 
are ni. The degradation path is described by Eq (14).

 
y t T y k t

i N j n l L
ijl ijl i ij ij ijl

i

| ,

, , , , , , , , , , ,
( ) = +

= = =
0

1 2 1 2 1 2

α

   iij
 (14)

where yijl(tl|Ti) is the measured degradation of the jth sample at time tl 
under temperature Ti, yij0 is the initial value of the degradation and it 
is assumed that yij0=0 without loss of generality, kij is the degradation 
rate of the jth sample at temperature Ti and kij>0, Lij is the mumber of 
measurement time for each sample.

First, the value of α is calculated by a least square method 
which minimize the value of I and the expression of I is shown as 
the formula below
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where the value of îjk  can be estimated by linear fit with an exact 

value of α and ˆijly  is the estimated degradation. 

Then, combing Eq.(6) and Eq.(15), the following relationship can 
be obtained

 k T eij i
Ti( ) = [ ]ω β+ /  (16)

Taking the logarithm of the left and right sides of the above for-
mula, the parameter ω, β can be estimated by a least square method.

4. Sensitivity analysis of parameters

The equivalent temperature in M0 is closely related to the param-
eters β and α. Next, we would discuss how equivalent temperature 
varies with them. 

4.1. Sensitivity analysis of parameter β

Taking the first partial derivative of Eq. (13) with respect to β, the 
following equations can be given.
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It could be obtained that lim
β β→−∞

∂
∂

=
T0 0 , lim

α β→∞

∂
∂

=
T0 0  by 

Eq. (17). Because of the complexity of ∂
∂
T0
β

, it is achieved by nu-

merical calculation rather than analytical approaches. Take a store-
house in Nanjing for example. Its daily average temperature in 2014 
is shown as Fig.2. The partial derivative of equivalent temperature to 
β is shown in Fig.3 in which the range of β is -10000~0 and the range 
of α is 0~5. The partial derivative of equivalent temperature to β is 
less than 0 in the numerical range of Fig.4 and it increases with the 
rise of α but decreases with the rise of β. Combined with the limit 
value, we can get the conclusion that equivalent temperature would 
decreases with the increase of β but its descent rate would gradually 
increase while the value of α is generally taken as a constant.  

4.2. Sensitivity analysis of parameter α

Taking the first partial derivative of Eq. (13) with respect to α, it 
can be obtained
 

Fig. 2. Daily average temperature in 2014 of a storehouse in Nanjing

Fig. 3. The partial derivative of equivalent temperature to β
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Similarly, the partial derivative of equiva-
lent temperature to α is shown in Fig.5 in which 
the range of β is -10000~0 and the range of α 
is 0~5. The partial derivative of equivalent 
temperature to α is less than 0 in the numerical 
range of Fig.4 and it increases with the rise of 
both α and β. So we can get the conclusion that 
equivalent temperature would decreases with the increase of α but its 
descent rate would gradually reduce while the value of β is generally 
taken as a constant.

5. Practical Calculation

5.1. Experiment

5.1.1. Accelerated degradation test

Accelerated degradation test of nitrile rubber O-rings was carried 
out at 50°C, 60°C, 70°C and 80°C, with 8 samples at each temperature 
[22]. in order to simulate the stress state of nitrile rubber o-rings in 
practical application environment, the sample was placed in a special-
ly-made jig which was composed of two compression plates and a 

spacer ring to control the compression ratio, as shown in Fig. 5. Tight 
the four bolts to compress the rubber O-rings to achieve the specified 
thickness while putting the rubber O-rings in the jigs.

When rubber O-rings are held under compression, physical or 
chemical changes could occur that prevent the rubber returning to 
its original dimensions after the release of the deforming force. The 
result is a compression set and the magnitude of which depends on 
the time and temperature of compression as well as on the time and 
temperature of recovery. At elevated temperature, chemical changes 
become increasing more important and lead to a permanent [6]. as 
such, the compression set ε was chosen as the performance parameter, 
which is formulated as:

 ε =
−
−

×
D D
D D

t0

0
100

x
%

where D0 is the initial thickness of the test sample, Dx is the height 
of the spacer ring, Dt is the sickness after time t in the aging chamber 
which is measured by releasing the deforming force on the samples 
and allowing a 1 hour recovery period at 25°C. ε=31% is set as the 
failure threshold for rubber O-rings since the internal air tightness of 
the structure will be destroyed along with the reduction of safety and 
reliability while ε is greater than 31%.

Place the loaded rubber O-rings with jigs to aging chamber, after 
the required test duration, remove the compression assembly from the 
aging chamber, allow it to cool to a standard laboratory temperature 
25°C for 1 h, then release the O-rings, and after a further 1 h at stand-
ard laboratory temperature, measure their thickness. Each O-ring was 
measured at four points around the circumference and the results were 
averaged. Put the measured thickness at each time point to Eq. (12) 
and get the compression set curve as shown in Fig. 6.

Fig. 4. The partial derivative of equivalent temperature to α

Fig. 6. The compression set curve of accelerated degradation test

Fig. 5. The specially-made jig

(18)
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5.1.2. Nature storage test

The nature storage test of 8 nitrile rubber O-rings was carried 
out at laboratory in June 2013. The rubber O-rings were preserved at 
room temperature and prevented from light, refrigerating equipment 
in summer and heating equipment in winter. The jigs, samples, instal-
lation method and measurement method were same with the acceler-
ated degradation test. The daily average temperatures during the test 
are shown in Fig. 7. By the end of the last measurement, the test was 
carried out for 856 days and there were 12 data were measured for 
each sample. Fig.8 shows the connection of compression set between 
adjacent measuring points. Non-monotonicity is observed from Fig. 8 
compared with the data from accelerated degradation test.

5.2. Parameter estimation of accelerated degradation test

The degradation of nitrile rubber O-rings is a function of com-
pression set which can be formulated as:

 y = − −( )ln 1 ε . (19)

The data obtained from accelerated degradation test can be fitted 
by Eq.(14). The estimate of the parameter α is 0.37 and the results of 
the parameter kij are shown as Table 1.

Then the value of ω and β are estimated by a least square method 
as Table 2 and the correlation coefficient r is greater than critical value 
at 1% level which validates the good fit to Arrhenius function.

 ln 14.7218 5913.0224 /i ik T= −

Fig. 7. Comparison of equivalent temperature under M0, M1 and M2 during 
the nature storage test

Fig. 8. The compression set curve of nature storage test

Table 1. Degradation rate îjk  under accelerated degradation test

Stress 
number i

Temperature 
stress Ti

Sample serial 
number (j)

Degradation rate 

îjk

1 323.15

1 0.0315

2 0.0310

3 0.0255

4 0.0305

5 0.0296

6 0.0244

7 0.0207

8 0.0213

2 333.15

1 0.0537

2 0.0594

3 0.0598

4 0.0484

5 0.0604

6 0.0551

7 0.0465

8 0.0424

3 343.15

1 0.0858

2 0.0922

3 0.0795

4 0.0889

5 0.1053

6 0.0757

7 0.0700

8 0.0610

4 353.15

1 0.1280

2 0.1455

3 0.1415

4 0.1249

5 0.1567

6 0.1242

7 0.1148

8 0.1007

Table 2. The parameters and correlation coefficients of accelerated model

Distribution 
parameters ω β r

14.7218 -5913.0224 0.9665
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5.3. Model comparison

For comparative studies, we refer to the model M1 for comparison 
which is expressed as Eq. (15). In addition we choose the average 
temperature model as M2 which is shown as Eq. (20). And the pro-
posed model is written as M0. 

 M2: T t Ti i
i

n
0 =

=
∑1

1ς
 (20)

Based on M0, M1, M2, we respectively obtain the equivalent tem-
peratures of these models as shown in Table 4. The 2.36°C tempera-
ture difference between M0 and M1 and the 3.84°C temperature differ-
ence between M0 and M2 are observed from Table 3.

Table 3. Comparison of T0 under M0, M1, M2

M0 M1 M2

T0/°C 23.32 20.96 19.48

5.3.1. The effect of β on equivalent temperature for the three 
models

The effect of parameter β on equivalent temperature is shown in 
Fig.9 that the range of β is -100000~0. From Fig. 9, we can see that 
both T0 from M0 and M1 both increase with the decrease of β. At the 
same time, their increase rates decrease gradually which is consistent 
with our discussion in 4.1.

5.3.2. The effect of α to equivalent temperature for the three 
models

The effect of parameter α on equivalent temperature is shown in 
Fig.10 that the range of α is 0~10. From Fig. 10, we can see that T0 
decreases with the increase of α in M0. At the same time, its decrease 
rate decrease gradually which is consistent with our discussion in 4.2. 
Moreover, the equivalent temperatures in M0 and M1 are equal while 
α=1 which indicates that the proposed model is more general and M1 
is a special case of the proposed model in the linear case.

5.3.3. Model verification

Substitute the daily average temperature in Fig. 8 to M0, M1 and 
M2, respectively. The equivalent temperatures of these three models 

are shown in Fig.7 during the nature storage test. From Fig.7, we can 
see that the change range of equivalent temperature along with the 
change of daily average temperature is relatively large in the first year 
of nature storage test. However, the equivalent temperature will not 
produce significant motion following daily average temperature dur-
ing the second year of the test. Accordingly, there is a more slight 
fluctuation of equivalent temperature in the third year compared with 
the second year. And it would be predicted that equivalent tempera-
ture will eventually approach to a constant temperature while testing 
time is long enough.

Degradation rates during the nature storage test can be calcu-
lated by substituting equivalent temperature in Fig.7 to accelerated 
model shown as Eq.(6). To quantitatively compare the above models, 
the MSE is used to assess the estimation accuracy of the model. Let 
( )ˆ j ly t  demote the estimated value of degradation of rubber O-rings 

at time tl for the jth sample, and ( )j ly t  can be calculated by the meas-
ured compression set in Fig.8. 

 
( ) ( )( )2

1 1

1 1 ˆ
jLN

j l j l
jj l

MSE y t y t
N L= =

= −∑ ∑
.

Using the MSE, the smallest MSE value corresponds to the best 
estimation accuracy [15], and thus it could serve as the criteria for 
model selection. For comparison, the MSEs under M0, M1 and M2 
is listed in Table 4. From Table 4, it we can be observed that MSE 
of M0 is the smallest and the result of M0 has higher precision in 
estimating the degradation of rubber O-rings in nature storage con-
dition.

Table 4. MSEs under M0, M1, M2

M0 M1 M2

MSE 0.0005676 0.0008791 0.0015947 

6. Conclusion

Motivated by the need of practical engineering, a generalized 
equivalent temperature model is proposed in this paper. Therefore, 
the degradation at normal temperature which is ever-changing 
rather than constant can be derived by accelerated degradation test. 
The degradation at changing temperature for quite a time is equal 

Fig. 9. The effect of parameter β on T0

Fig. 10. The effect of parameter α on T0
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to the degradation at equivalent temperature for the same time. And 
the influences of the two key parameters in the model are analyzed 
by taking the first partial derivative of the equivalent temperature 
model.

It is demonstrated that the empirical equivalent temperature mod-
el is a special case of the proposed model by numerical computation. 
Meanwhile, the excellent performance of the proposed model is veri-
fied by nitrile rubber O-rings nature storage test. The result shows that 
the proposed model has the minimum MSE compared with other two 
equivalent temperature models.

The proposed model can be widely used in other products whose 
degradation at time t is proportional to a power law degradation mod-
el. For the long-lifetime products, the parameter α and parameter β 
in the model can be calculated by accelerated temperature stress test 
firstly. Then extrapolate the information in accelerated condition to 
equivalent temperature condition to obtain the information of life or 
degradation parameters in nature storage condition or real-use condi-
tion directly. It is quite time-saving and could get results with good 
accuracy. 
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1. Introduction 

Military aircraft crew’s safety is a very complex problem. The 
complexity of the problem emerges from necessity to rescue pilot’s 
life in dynamic emergency condition, when time for making a deci-
sion is short [1, 8-9, 16-17,]. therefore, element of “human factor”, 
cannot be overlooked [3, 14]. World literature on this issue has an 
interdisciplinary nature and relates to these matters in a general way, 
often purely descriptive. In aviation, pilot’s life rescue in emergency 
situation is realised with use of special devices which are called ejec-
tion seats. They are mounted only on military aircraft, what can re-
strict an access to information about their usage. Hence, specialised 
literature on this issue is not too extensive. 

In Poland, studies of a practical and application nature in these 
field were mainly carried out in the Air Force Institute of Technology 
and years ago also in the Institute of Aviation, however analytical stud-
ies were performed in the Military University of Technology, Military 
Institute of Aviation Medicine and Warsaw University of Technology 
as well as other research centres worked on aerospace technology e.g. 
Rzeszow University of Technology.

World literature consist publication related to different areas of 
ejection process. Some of them raise anthropometric question con-
nected with ejection [4], medical question as well  as conditioning 
which may occur during ejection process [2, 3, 7, 10-14, 22-24]. Pub-
lications relating to collected combat experience also occur [13, 22]. 

One of the line of research is computer modelling of ejection process 
[5, 6, 9, 15, 25, 26], which enable to simulate various scenarios of the 
process, analysis of conditions of safety escape from an aircraft as 
well as examination of factors that affect pilot’s organism in different 
situations of emergency escape. Huge diversity of the publications 
confirms interdisciplinarity of the subject area. 

In the domestic literature, major part of the papers concern medical 
problems of ejection process and was published by scientists from the 
military institute of aviation medicine [23, 24]. operating and main-
tenance manuals for particular type of ejection seats are also available. 
However, papers such as that on quantitative evaluation of crew safety 
with regard to ejection seat usage, are extremely rare [18]. 

In today’s world, various types of ejection seats are employed in 
different types of military aircraft. The ejection seats differ in their 
design solution, dimensions (size, weight), established stabilisation 
system, survival equipment and accessory. [17, 19]. the direct in-
spiration for researching in the field of ejection seats development 
was necessity of perpetual modernisation of military aircraft towards 
performance and effectiveness improvement, which in turn involves 
indispensability of emergency escape subsystem perfection [21]. in 
the course of modernization, the question arises: how to assess pilot’s 
safety for military aircraft equipped with particular rescue system? 

Currently, about the idea of what type of ejection seat is installed 
in particular aircraft decides more often than not: type of an aircraft 
(who is a manufacturer), tactical and technical capabilities as well as 
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economic conditions. It also happens that, various types of ejection 
seat manufactured by different producers are installed on the same 
type of aircraft. Furthermore, each of producers have in his tender 
from several to over a dozen types of ejection seats, resulting signifi-
cant diversity of possible technical solutions [19]. For an analysis of 
military aircraft crew safety, disparity of tasks in time of peace and 
war must also be count. Hence, further questions need answers: How 
to evaluate aircraft crew safety? What tool for such assessment apply? 
Thus, authors of present paper proceeded to study of the method (tech-
nique) which allows such an assessment, and is helpful in utilisation 
planning as well as aircraft and their rescue systems modernisation.

Presented method bases on probabilistic calculation, which take 
into consideration aircraft and ejection seat reliability. Carried out so-
lutions do not exhaust the problem, but represents distinct progress 
in the quest for answers to the questions raised and provide the inspi-
ration for formulation further questions connected with ejection seat 
usage for aircraft crew life rescue.

Ejection seats represents very complex technical objects, which 
are essential elements of the aircraft equipment and enable pilot to 
escape from an aircraft in very short time in emergency situation. So, 
it was assumed that pilot’s safety during flight depends on:

1) aircraft reliability;
2) ejection seat reliability;
3) pilot health and calmness in emergency situation [1]. 

Additionally, in case of enemy counteraction, following elements 
have influence on pilot’s safety:

1) military aircraft vulnerability;
2) ability to self-defense;
3) effectiveness of enemy impact on aircraft in order to destroy 

it during fighting;
4) quality of air traffic organisation (dynamic of operation) and 

crew’s skills [18].
Pilot’s safety was considered under the following assumptions:

on airfield (military base) possibility of aircraft destruction 1) 
(as well as ejection seat) is negligible;

2)  aircraft is destructed by enemy during combat mission;
3)  probability of aircraft destruction during one sortie equals  

 Q, and ejection seat remain operable (exist possibility to  
 utilise the seat);

4)  ejection seat durability is the same as aircraft durability.

The leading role in pilot’s safety evaluation plays aircraft dura-
bility, which is defined as a number of sorties or flying time until 
destruction of aircraft in combat condition. „Lifetime” of the ejection 
seat can be measured by the number of the aircraft successful flights 
until destruction. The main subject of the presented paper was deter-
mination of the ejection seat durability in the above mentioned scope 
and assessment of crew’s safety indicators. 

2. Method of durability assessment with use of differ-
ence equation

This chapter presents method of determination of distribution of 
successful flight’ number for assumed time range or for the whole 
aircraft’s durability in terms of fighting. With the distribution of the 
number of successful flights considered one tried to calculate interest-
ing parameters. The process of increment of the number of successful 
flight was considered as a function of time or number of sorties. 

It was assumed that the sorties occurs randomly with a certain 
intensity λ. Therefore, for the range ∆t following condition is fulfil:
 λ∆t ≤1 ,

where: ∆t can be considered as a duration time of one sortie. Above 
mentioned condition states that aircraft do not fly continuously but 
there are exist random intervals between consecutive sorties. For the 
sake of completeness, it was assumed that probability of aircraft’s de-
struction during one sortie equals Q.

Let Uz,t denote the probability that for the moment t the number of 
successful flights is z. For the applied symbols, the increment of the 
number of flights will be described in probabilistic way by the follow-
ing difference equation: 

 U t U t Q Uz t t z t z t, , ,+ −= −( ) + −( )∆ ∆ ∆1 1 1λ λ . (1)

The difference equation (1) means what fallows: the prob-
ability that for the time t+∆t the number of successful flights amount 
to z is equal to the sum of probabilities of the following events: 

flight did not happen during  – ∆t and aircraft have accomplished 
z successful flights until the moment t,
successful flight was accomplished during  – ∆t, aircraft’ destruc-
tion did not happened and aircraft have accomplished z-1 suc-
cessful flights until the moment t.

After rearranging to the functional notation:

 u z t t t u z t t Q u z t, , ,+( ) = −( ) ( ) + −( ) −( )∆ ∆ ∆1 1 1λ λ , (2)

where: ( ),u z t  is a probability density function of the successful 
flights’ number for the moment t.

Taylor’s expansion was used for above mentioned equation.
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For t it is two elements of expansion, and for z three elements. After 
transformation and rearrangement of the equation (2), there was ob-
tained:
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Let introduce the notations: c Q b Q a Q= = −( ) = −( )λ λ λ: :1 1 .

Coefficient c indicates aircraft’ destruction intensity. Then coef-
ficient b and a despite the same description have somewhat different 
meaning, b is an average increment of the number of successful flights 
in the time range ∆t, instead a is an average square of increment of the 
number of successful flights in the time range ∆t. Convergence of the 
descriptions for a and b result from the fact that in the time range ∆t 
can occur increase only by one flight, so an increment and square of 
increment are equal. Then:
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To present solution of equation (4) authors made use of equation’s 
solution of the Fokker-Planck type [21] in the following form: 
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We search for the solution of the particular equation (5), which, by 

0t →  is concurrent to the so-called Dirac function: ( ), 0u z t →  for 

0z ≠  and ( )0,u t →∞ , but in this way that the integral of function 

( ),u z t  equals a unity for all t > 0. For above mentioned condition, 
the solution of equation (5) takes the form [21]:

 u z t
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Having taken account of these considerations one can present par-
ticular solution of equation (4) which takes the form:

 ( ) ( ), ,ctu z t ce u z t−= . (7)

In order to verify the correctness of the solution, following trans-
formations have been made:
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Having put above relationships into (4), one gets:
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As seen, left side of the relationships is equal to right side, which 
proves the correctness of this solution.

Finally, the distribution of the number of aircraft successful flights 
was obtain:

 u z t ce
at

ect
z bt

at,( ) = − −
−( )

1
2

2

2
π

. (8)

Function (8) has features of density function since: 

 u z t dzdt,( ) =
−∞

∞∞

∫∫
0

1 . 

Having determined the distribution of the number of aircraft suc-
cessful flights (density function (8)) it is possible to obtain: 

average value of the number of aircraft successful flights:1) 
for the lifetimea) ;
for the finite period of time;b) 

for established number of successful flights 2) z1:
probability that the number of successful flights is less a) 
than or equal to z1;
probability that the number of successful flights is greater b) 
than z1 as a function of time.

Expected value of the number of successful flights for time less 
than t1:
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If we take into account longer time period, i.e. time 1t →∞ , we 
received well known relationship which describe average value of the 
number of successful flights for the aircraft’ lifetime:

 [ ] ( )1
T

Q
E z

Q
−

= . (10)

Hence, the number of successful flights for finite range of time is 
described by equation (9). 

Probability, that the number of successful flights is less than or 
equal to z1 for time t1 with possibility of aircraft’ destruction is rep-
resented by: 

 P t u z t dzdtz

zt

1

111
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0

( )

−∞
( ) = ( )∫∫ , . (11)

Probability, that the number of successful flights is greater than z1 
for time t1 with possibility of aircraft’ destruction is represented by: 
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Probability, that in the range of time (0, t1) aircraft will not be 
destroyed has following form: 
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It can be demonstrated that specified probabilities bring the total 
number to one. 
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The equation (13) can be written down in the form: 

 ( )( )3 QkP k e−= , (14)

where: k t= λ 1  - number of sorties performed until time t1.

Probability that in the range of number of sorties (0, k) aircraft 
will be destroyed adopts the following form:

 ( ) 1 Qk
kQ k e−= − . (15)

3. Outline of the pilot’s safety assessment

In case of rise to loss of the ship hazard, pilot for the sake of sav-
ing one’s own life is forced to trigger ejection seat. The success of 
ejection process depends mainly on the following factors [18]:

time to reach a decision about ejection;1) 
course of ejection (including pilot’s landing after ejection 2) 
process); 
conditions of the ejection process;3) 
type of aircraft and type of ejection seat; 4) 
behaviours and skills of pilot during ejection process.5) 

In real situations time for reaching decision about emergency es-
cape is predominantly very short. Additionally, in this kind of situa-
tion pilot often tries to remedy the threat to aircraft. great influence on 
making the right decision about ejection has “human factor” and other 
factors which determine pilot’s mental state. 

Taking decision about ejection necessitates the implementation of 
a series of activities which influence ejection process. These activities 
are more or less automated. Reliable performance of the operations 
has significant influence on the results of ejection. As mentioned in 
the introduction above, reliability of the emergency escape depends 
on aircraft’s and ejection seat’s type. Emergency escape does not al-
ways end successfully, to a large extent the results depends on condi-
tions in which it occurred. Probabilistic evaluation of the pilot’s safety 
can be, depending on the assumptions and simplifications, more or 
less accurate.

In this paper, model is limited by taking into account aircraft and 
ejection seat reliability. Reliability of an aircraft and ejection seat, by 
virtue of assumptions, are considered as a separate sets of events:

 ( ) ( ) 1S SR t Q t+ = , (16)

 R QF Fτ τ( ) + ( ) =1 , (17)

where:     ( )SR t  - aircraft reliability in the time range (0, t);

 ( )SQ t  - unreliability i.e. probability of the aircraft de-
struction for the time range (0, t);

 ( )FR τ  - ejection seat reliability at the time of its use;

 ( )FQ τ  - ejection seat unreliability at the time of its use.

The above equation (16) refers to the aircraft, and equation (17) to 
the ejection seat. Using formulas (16) and (17), probability of pilot’s 
survive in the time range (0, t) can be determined in the following 
form:
 R R t Q t RS S F= ( ) + ( ) ( )τ , (18)

where: R - probability that, in the time range (0, t), aircraft was 
not destroyed or the destruction of an aircraft occurred 
and pilot survived thanks to use of the operable ejec-
tion seat.

Probability of loss of pilot’s life during sorties in the time range 
(0, t) takes the form:

 Q Q t QS F= ( ) ( )τ , (19)

where: Q - probability of loss of pilot’s life during sorties in the time 
range (0, t).

Dependency (18) shows that pilot’s safety depends on reliability 
of an aircraft and reliability of ejection seat. Dependencies (18) and 
(19), how easy it is to check, bring the total number to one, which 
proved the correctness of the above formulas for the assumptions 
made. Equation (18) for exponential distribution as a function of 
number of sorties has following form:

 R e e Rk
Qk Qk

F= + −( ) ( )− −1 τ , (20)

where: k – number of sorties.

4. Illustration of the calculations 

Due to lack of available and reliable data relating to combat use 
of aircraft, which are indispensable for evaluation of required results, 
below hypothetical data were used. 

Input data for the calculations: 
sorties intensity  – λ = 2 [1/day];
probability of aircraft destruction during one sortie  – Q = 0,05 
[-].

The input data illustrate situation, where sorties are curried out 
twice daily, and probability of aircraft destruction during one sortie 
equals 0,05. 

Figure 1 presents changes over time of an average value of the 
number of successful flights E[z] (calculated according to (9)) and 
dashed line presents stationary value ET[z] pursued by E[z] (calcu-
lated according to (10)). ET[z] = 19.

While, figure 2 presents changes over time of probabilities 
( )( )
1

1
1zP t , ( )( )

1

2
1zP t , ( )( )3

1P t  calculated according to the equations 

(11), (12) and (13).

Fig. 1. Average value of the number of successful flights 
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5. Summary

The requirements of the modern battlefield in the field of aircraft 
engineering forces us to seek reliable (not only intuitive) answers to 
important questions: what effect should be expected on battlefield as a 
result of activity of specified type of one’s own or enemy aircraft, and 
how aircraft engineering should be formed in order to achieve a goals 
for assumed probability and under particular conditions. Furthermore, 

very important aspect of effectiveness evaluation of military aircraft 
usage is assessment of aircraft durability and crew safety during com-
bat mission [20]. it seems that presented method of crew safety evalu-
ation in terms of the enemy counteracting can be used for the prelimi-
nary assessment of pilot safety with specific rescue system applied to 
the aircraft. Additionally, the method supports decision-making dur-
ing combat mission as well as facilitates obtaining required indicators 
in the field of safety and reliability for combat use of aircraft. 

With the use of distribution of the number of successful flights 
obtained in presented work it is possible to determine average value 
of the number of successful flights (as presented at figure 1) as well 
as probability of achievement established number of successful flights 
and probability of aircraft endurance for specified time (figure 2). Pre-
sented numerical example shows possible utilitarian aspects of use the 
method outlined in the work.

Fig. 2. Graphs of calculated probabilities: ( )( )
1

1
1zP t  – probability, that the 

number of successful flights is less than or equal to z1=19 for time t1, 
( )( )
1

2
1zP t  - probability, that the number of successful flights is greater 

than z1=19 for time t1, ( )( )3
1P t  - probability, that in the range of time 

(0, t1) aircraft will not be destroyed
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Traditional Earth observation satellite cannot work well in terms of emergencies, environmental uncertainties and scientific events 
discovery. Therefore, it is of significance to study the new generation of autonomous Earth observation satellite. In order to devel-
op an autonomous satellite system with distributed and coordinated functions, this paper proposes an autonomous satellite system 
based on distributed multi-agent blackboard model. Multiple agents including functions of pre-processing, planning, scheduling 
and execution are designed. Agents share information and communicate through a blackboard which stores the task sequence, 
the action sequence and the satellite status. An adaptive rule-based heuristic scheduling algorithm and a forward search plan-
ning algorithm are proposed. The simulation experiments and computational results prove that the system can deal with scientific 
events discovery, satellite faults, cloud obscuration and emergencies without human intervention, which can greatly enhance the 
efficiency and reliability of Earth observation satellites. The validity of the proposed model and algorithm is proved.

Keywords: autonomous satellite, blackboard model, multi-agent, adaptive scheduling, planning.

Tradycyjne satelity obserwacji Ziemi nie nadają się do pracy w sytuacjach kryzysowych, warunkach niepewności środowiskowej 
oraz w okolicznościach związanych z odkryciami  naukowymi. Dlatego też istotne znaczenie ma badanie nowej generacji autono-
micznych satelitów obserwacji Ziemi. W celu opracowania autonomicznego systemu satelitarnego o rozproszonych i skoordyno-
wanych funkcjach, w niniejszej pracy zastosowano rozproszony wieloagentowy model tablicowy. Zaprojektowano agenty, w tym 
funkcje wstępnego przetwarzania, planowania, harmonogramowania i wykonania. Agenty te wymieniają między sobą informacje 
i komunikują się za pośrednictwem tablicy (ang. blackboard), na której przechowywane są informacje dotyczące sekwencji zadań 
i działań oraz stanu satelity. Zaproponowano adaptacyjny, regułowy, heurystyczny algorytm harmonogramowania oraz algorytm 
planowania metodą wyszukiwania w przód. Przeprowadzone eksperymenty symulacyjne oraz wyniki obliczeń dowodzą, że oma-
wiany system sprawdza się w przypadkach odkryć naukowych, awarii satelitarnych, zachmurzenia oraz w sytuacjach kryzysowych 
nie wymagając  interwencji człowieka, co może znacznie zwiększać wydajność i niezawodność satelitów obserwacji Ziemi. W 
pracy wykazano trafność proponowanego modelu i algorytmów.

Słowa kluczowe: satelita autonomiczny, model tablicowy, wieloagentowy, harmonogramowanie adaptacyjne, 
planowanie

he l, lI G, XInG l, chen y. an autonomous multi-sensor satellite system based on multi-agent blackboard model. eksploatacja i niezawod-
nosc – maintenance and reliability 2017; 19 (3): 447–458, http://dx.doi.org/10.17531/ein.2017.3.16.

1. Introduction

The Earth observation satellite (EOS) is becoming one of the major 
platforms for spatial information access, whose task is to get remote 
sensing data of specified targets on the surface of Earth according to the 
users’ observation requests. EOS has the advantages of wide range and 
long imaging time, and is not restricted by national boundaries. There-
fore, eoS is applied in many fields including disaster monitoring [21] 
and information support [15]. eoS is regarded as an important part of a 
country’s comprehensive national power. The development of EOS has 
attracted the attention from all over the world.

The problem of EOS task planning and scheduling is mainly to 
study the resource allocation of multiple satellites and sensors, sched-
uling and planning multiple tasks, producing the action sequences and 
uploading to the satellites, i.e., deciding what the satellite should do at 
a certain time. Its working flow chart is shown in Fig. 1.

Currently, almost all the command and control instructions for 
satellite systems are issued by the ground control station and most 
of satellite tasks are time driven. The data acquired by the satellites 

Fig. 1. Earth observation satellite management mode
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is also downloaded, processed and analysed by the ground stations. 
With the increasing number of the demands for the space information, 
this management mode is facing a series of challenges [17]:

The satellite system needs the ability to deal with emergencies • 
within a short period of time. However, due to the presence of 
satellite-ground communication delay and the limited commu-
nication bandwidth, the response time is too long to respond the 
emergencies and other uncertain changes;
The deployment of ground stations is limited by geographical • 
conditions and national boundaries;
The number of satellites and the amount of information to be • 
downloaded both increase dramatically, which brings difficul-
ties to the control, communication, coordination and ground op-
erations of the whole system.

Therefore, a new satellite management mode is necessary. An 
effective mode is to reduce the human intervention and make the 
satellite system more intelligent, so that it can work independently 
to complete the tasks. With the development of satellite technology, 
a new generation of satellite has a certain capability of computing 
and processing, which makes the development of autonomous satel-
lite become the focus of research in the satellite field [10]. compared 
with the traditional satellite, the autonomous satellite includes the fol-
lowing advantages: higher performance, better fault tolerance, higher 
reliability and lower maintenance cost. The system can deal with the 
uncertainties caused by environmental changes. The response time for 
emergencies will be shorten. Science events, such as floods and vol-
cano eruptions, can be found by the satellite. The system also has high 
reconfigurability and extendibility.

There are several autonomous satellite in service currently. The 
uS national aeronautics and Space administration (naSa) eo-1 [6] 
is an autonomous satellite and is able to discover science events on 
the Earth surface. Because of this autonomous management, EO-1 
can save more than one million dollars every year and the events 
discovered annually worth more than 1.8 million dollars [7]. eo-1 
uses SVm [4] to classify land, ice, cloud, etc. the software system 
on eo-1 is called aSe [24], and uses a scheduling method called 
CASPER. CASPER is quite fast and uses a simple iterative repair-
ing algorithm to search for feasible solutions [24]. uS air Force’s 
tacSat-3 [22] is another autonomous satellite designed to allow end 
users to send requests to the satellite directly. The satellite can respond 
to these requests automatically. FireBIRD is an autonomous satellite 
developed by german Aerospace Center (DLR) to discover and moni-
tor high-temperature events such as forest fires [21]. however, the 
planning and scheduling processes are mostly done on the ground. 
The on-board part only optimizes the results and gives feedbacks ac-
cording to the on-board information [18]. So, the application of Fire-
BIRD is quite limited. French PLEIADES project started in 2000 and 
two autonomous satellites (Pleiades 1A and 1B) were launched in 
2011 and 2012 respectively [12]. Pleiades has a powerful on-board 
autonomous planning ability. The planning process is regarded as a 
decision problem and solved by the constraint network on timelines 
(cnt) structure [3]. 

There are also some theoretical research. In 2010, European 
Space Agency (ESA) developed a distributed multi-agent system in 
its distributed agents For autonomy (daFa) study [5] and showed 
the advantages of performing on-board autonomy using agent tech-
nology in the satellite system. araguz et al. [1] proposed a distributed 
satellite system to decompose the complex planning problem into 
several local planners. And they are coordinated by a global planner. 
The resource exchange management is not considered and there are 
no experimental results. golkar’s Federated Satellite Systems (FSS) 
[13] has similar ideas. they both use distributed modules to deal with 
complex missions but the FSS is mainly designed for constellations 
with multiple satellites.   

From the above analysis, it can be seen that the current autonomous 
satellite systems are mostly mission-specific and the extendibility is 
low. And distributed modules and decomposition of tasks are two main 
trends of autonomous satellite development. Considering the advan-
tages and disadvantages of these systems, this paper has designed a sin-
gle autonomous multi-sensor satellite system based on the distributed 
blackboard model, which is a multi-agent system (MAS), to provide a 
reference for the research of the future autonomous satellite. 

The remainder of this paper is organized as follows: Section 2 
introduces the structure of this autonomous satellite system based on 
the blackboard model. Section 3 describes the mathematical model 
of the agile satellite observation task scheduling. Section 4 proposes 
an adaptive rule-based heuristic scheduling algorithm and a forward 
search planning algorithm. In section 5, simulation experiments are 
presented. Section 6 concludes the paper.

2. The system structure based on the blackboard 
model

2.1. Blackboard model

The first blackboard model was proposed for a speech under-
standing system [8]. the blackboard model is used to coordinate the 
relationship of each agent in the system, controlling the establishment 
of agents, communication and cooperation. 

The basic idea of the blackboard model is as follows. A complex 
problem will be solved by multiple experts together, and the black-
board is a shared working space. All experts can see the blackboard. 
When the problem and initial data are written on the blackboard, the 
solving process starts. All the experts monitor the blackboard and 
when one finds the information on the blackboard is enough to sup-
port his work, he will start calculation and then write the results on 
the blackboard. The new information can be used by other experts. 
The process goes on until a final result is obtained and the complex 
problem is solved. 

The blackboard model is widely used for establishing multi-agent 
intelligent systems [2, 20, 23], especially for the ones with dynam-
ic, uncertain and complex tasks. It provides a flexible and efficient 
method of communication among agents. The agents have different 
solving skills and work independently. Because the different modules 
do not interact with each other, the blackboard model is suitable for 
the system that already has some existing software. Adding new func-
tions to this structure is quite convenient. And for this satellite system, 
some functions (such as task execution) already exist in a traditional 
satellite. Therefore, the blackboard model is quite suitable for this au-
tonomous satellite system.

2.2. System structure design

As shown in Fig. 2, the structure realizes a distributed manage-
ment of the functions of the satellites. The sub-systems have inde-
pendent functions but are connected with each other to complete the 
imaging tasks.

The blackboard model is a BDI model, including three basic sets: 
the belief set, the desire set and the intention set. The three sets refer 
to the current resources the agents can use, the tasks the agents want 
to complete and the actions must be performed to complete the tasks 
respectively.

The blackboard module stores the status information of all the 
agents, including the task queue, the resource queue, belief and task 
execution evaluation results, which are the initial solution, partial so-
lution, final solution and other system status. The function plug-ins 
“read from/write on” the blackboard by the subscriber and the releas-
er. All plug-ins exchange information through the blackboard and ad-
just the information on the blackboard. The task queue includes tasks 
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to be planned which form the desire set D of agents. The resource 
queue records the status of all the resources of the satellite. The status 
of these resources forms the belief set B of the agents. The planning 
and scheduling agent is used to generate the final task execution plan, 
which is the action sequence of the satellite. And this sequence forms 
the intention set I of the agents. The satellite completes tasks through 
the implementation of the actions. 

The core module is used to provide the necessary basic func-
tions for the satellite. Every single autonomous satellite has the 
same core structure.

The agent plug-in set includes some basic plug-ins which are the 
agents. These agents are also called knowledge source (KS). These 
agents are the function modules of the autonomous satellites, deter-
mining all the functions that can be used to complete a certain task. 
New agents of plug-ins can be added to extend the abilities of the sat-
ellites to meet the different demands. All the agents solve the problem 
related to their functions and work independently.

Subscriber and releaser: The subscriber is a monitoring mecha-
nism of the blackboard model. It can select and activate a proper KS 
(agent) according to the information on the blackboard, to make the 
KS respond to the changes of information. Releaser is used to write 
the partial results from KSs on the blackboard. 

The external environment: An autonomous satellite should have 
the ability to sense the environment and use the information to adjust 
plans and find new events on-line. We assume that this multi-sensor 
satellite carries a cloud detector, a visible optical sensor and an in-
frared sensor for observation, and there are some other sensors for 
monitoring the status of the satellite. The external environment has 
the following features:

Partly-accessible: The cloud detector on the satellite can partly • 
sense the cloud information in a few minutes, such as the loca-
tion of clouds;
Non-deterministic: Due to the real-time changes of environment • 
and the complexity of the outer space, the implementation of an 
action can bring about different results, which also shows the 
importance of the autonomy;
Non-episodic: When the satellite is executing a task, it should • 
consider not only the current episode, but also the continuously 
changing environment as well as the information from other 
agents, and sometimes some simple predictions are also needed. 
Therefore, it is non-episodic;
Dynamic: The environment is highly variable, such as clouds • 
moving and various dynamic changes in the outer space;
Continuous: The change of the environment is continuous and • 
not discrete.

Therefore, the external environment of the satellite is very com-
plex. Many uncertainties need to be considered. 

There are many agents supporting each kind of functions in this 
satellite system. The function of each agent is as follows: 

Pre-processing agent: This agent can calculate the visible time (1) 
windows (VTW) of each task according to the satellite track 
forecast and the locations of the targets. Here, VTW means the 
time period when the target is visible for the satellite. It is also 
known as the meta-task. Within the VTWs, the satellite can 
observe the targets and complete the imaging process. 
Planning and scheduling agent: This agent schedules the tasks (2) 
according to the belief set and desire set and produces a task 
sequence with timestamps. According to the sequence, the sat-
ellite action sequence is then produced. This process is called 
planning. At the same time, this agent can also deal with some 
abnormal conditions to improve the reliability and reduce the 
maintenance cost.
Belief agent: It is used to sense the status of resources and the (3) 
satellite faults.
Execution agent: Sensors and other devices on the satellite (4) 
are controlled by this agent. At the same time, the latest in-
formation in the execution process is generated. For example, 
if a task is not executed as planned, such as delaying several 
seconds, the following task execution plan should be adjusted 
accordingly.
Data processing agent: After an image is acquired, the agent (5) 
can analyse it and check whether the target is successfully im-
aged. If not, it can generate a new task to image the target 
again.
Sensing agent: This agent is used to sense the external environ-(6) 
ment and discover new tasks. By sensing the external environ-
ment, the impact of environmental uncertainties on imaging 
can be detected. The satellite can perform actions accordingly. 
The reliability can be increased. And new tasks of science 
events can be discovered.
User interface agent: This agent is used to monitor the black-(7) 
board information. When the content of the blackboard chang-
es, the interface is updated to facilitate the users to monitor 
the system. This agent can process the orders from the ground. 
Besides, the agent also allows us to upgrade and reconstruct 
the different modules on the satellite, such as adding a more 
efficient scheduling algorithm. This mechanic can extend the 
abilities of the satellite. 

In a cycle of this system, the agents work as follows:

Fig. 3 shows the relationship between the agents and the black-
board. The subscriber acts as a role of monitoring mechanism of the 
content on the blackboard.  When the corresponding data is available, 
it dynamically selects and activates the appropriate agent.

Fig. 2. Multi-agent system structure

Fig. 3. Workflow of this system
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Fig. 4 shows the hardware structure of this satellite system. In 
this paper, the autonomous satellite system adopts a distributed struc-
ture, which is shown in Fig. 4(a). To show the characteristics of this 
structure, we also give the centralized structure as a comparison in 
Fig. 4(b). There is only one blackboard in the system in the logic and 
software level (shown in Fig. 2), while in the physical and 
hardware level, there is one local blackboard in each agent, form-
ing a distributed blackboard structure. This structure enables parallel 
and distributed computing of multiple agents on different units to co-
operate and complete tasks. The local blackboards keep information 
consistency by the network broadcast. The contents in all the local 
blackboards are identical. Therefore, the agents in this system have a 
shared blackboard in the logic level, which provides data and inter-
mediate results for the agents. Because the agents are distributed in 
different processors, all agents can work independently. The failure 
of one agent does not affect the ability of other agents, which can 
improve the reliability of the system. By contrast, in the centralized 
structure, there is only one blackboard in the physical level. All the 
agents work depending on the only one blackboard, making it difficult 
to realize the parallel computing of different agents. Besides, if the 
blackboard fails, the agents cannot work anymore. The reliability of 
this centralized structure is lower.

2.3. Pseudo code

The pseudo code of the planning and scheduling agent is shown to 
demonstrate the working principle.

3. Mathematical model of agile satellite task scheduling 
problem

The main parameters involved in the mathematical model of agile 
satellite task scheduling are listed as follows:

1 2{ , , , }
TNT t t t= • : task set, where TN  represents the total 

number of tasks;

iP• : [1,10]iP ∈ , the priority of task it , whose maximum is 10 and 
minimum is 1;

iN• : the number of VTWs of task it ;
0
ikt• , mid

ikt , end
ikt : the start time, middle time and end time of the 

thk  VTW of task it ;

ig• : the reward of task it ;
id• : the length of the observation window, i.e. the time required 

for imaging the task it ;

tran
ijt• , stable

ijt : the transition time and stable time needed from task 

it  to task jt .
Decision variable:• 

ikx• : {0,1}ikx ∈ , if the thk  VTW of task it  is chosen to observe 

the task, 1ikx = ; otherwise, 0ikx = ;
0
ito• , end

ito : the start time and end time of the observation win-
dow.

The objective function is to maximize the total reward of all the 
tasks:
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Pseudo code 1: Planning and scheduling agent

public class SchedulePlan extends Agent {
 Releaser rel = new Releaser(); 
 Subscriber sub = new Subscriber();
 protected void setup() {
  this.addBehaviour(new CyclicBehaviour() {
   public void action() { 
    ACLMessage msg = receive();
    if (msg != null) {
     tasklist = sub.readtask();

Fig. 4. Comparison of two kinds of hardware structures
(b) Centralized structure

(a) Distributed structure

     timelist = sub.readVTW();
     tasklist = schedule(tasklist,timelist);
     actoutlist = plan(tasklist);
     rel.writeschedule(tasklist);
     rel.writeplan(actoutlist);
     ACLMessage msg1 = new ACLMessage(ACLMessage.INFORM);
     msg1.setContent(“action sequence ready”);
     send(msg1); 
    }
   }
  });
 }
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Equation (2) means that each task can only be observed at most 
once. Equation (3) is the VTW constraint, restricting that the imaging 
time of each task must be inside the VTW of the task. Equation (4) is 
the transition time constraint, meaning that the imaging of the previ-
ous task does not affect the beginning of the latter task. This is the 
time-dependent characteristic of agile satellite scheduling. The transi-
tion time depends on the attitude of the satellite, which depends on the 
observation time of two successive observations. Equation (5) is the 
observation time constraint. The imaging must last for some time in 
order to ensure the integrity of the picture. 

According to the characteristics of the agile satellite imaging proc-
ess, the image with the best imaging quality can be acquired when the 
satellite is right above the target, i.e., when it is acquired at the middle 
of the VTW. Therefore, the reward of the task it  can be calculated by 
the following equation:

 0

9
10

10

mid
iki

i mid
ik ik

t tPg
t t

 −
 = − −  

  (6)

As shown in Fig. 5, the highest score for the imaging quality is 10. 
And according to equation (6), 10 can be acquired in the middle of the 
VTW. When the picture is imaged at the two margins, the score is 1. 
Finally, the reward of a task can be calculated considering the priority 
and the imaging quality, as shown in equation (6).

4. Autonomous satellite system algorithm design

4.1. Adaptive Rule-based heuristic scheduling algorithm

The scheduling problem of agile satellite is a typical NP-Hard 
combinatorial optimization problem [16], whose solution space is 
very large, and with the increasing number of the tasks, the complex-
ity of the problem grows exponentially. Besides, because the comput-
ing resources on the satellite are limited, the scheduling and planning 
processes cannot be too complex, otherwise it will influence the ex-
ecution of the plan. Therefore, this paper uses an adaptive rule-based 
heuristic algorithm (ARHA) to generate a feasible and near optimal 
schedule.

We have designed four operators to sort the tasks to be scheduled. 
They are:

Priority sorting: tasks with higher priority will be considered • 
preferentially.
Opportunity sorting: tasks with fewer VTWs will be chosen first • 
because those with more VTWs are easier to schedule. 
Observation time sorting: this operator chooses tasks whose • 
VTWs are earlier.
Conflict sorting: the operator sort the tasks by a descending order • 
of the overlapping degree. Here the overlapping degree means 
the length of time one VTW overlaps with other VTWs. Because 
the tasks with higher overlapping degree may have conflict with 
other tasks, they might reduce the total reward.

To increase the adaptability of this algorithm, we have designed 
an adaptive mechanism. Each operator has a score and a weight and 

both of them depend on the performance of the operators. We regard 
every 50 times of scheduling as a section. At the end of each section, 
the weight for each operator is updated. The score is updated in every 
time of scheduling and initialized at the end of each section. Every 
time an operator is chosen, its score is update according the following 
equation:

 'i is s γ= +   (7)

where, is  and 'is  are the current score and updated score respec-
tively, and γ  is the reward rate, which equals to the proportion of the 
total reward divided by the total priority. At the end of each section, 
the weights of operators are updated:
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where, iω  is the historical weight and [0,1]λ∈  is a reaction factor 
controlling the sensitiveness of the weights.

Roulette wheel mechanism is used to choose the operators. And 
the probability one operator can be chosen is calculated as follows:
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The flow of the algorithm is as follows:
Step 1: get the task information and the satellite VTW data;
Step 2: Choose a sorting operator using the roulette wheel mecha-

nism. generate a task sequence according to this operator. 
If one operator cannot determine the order, choose another 
operator until the tasks are sorted;

Step 3: Set the counter 0k = ;
Step 4: Find all VTWs of task kt ; 
Step 5: Find the n VTWs with the smallest overlapping degree; 
Step 6: Calculate the best imaging quality of each VTW;
Step 7: Choose the VTW with the highest imaging quality;
Step 8: Update the scores of all the operators. If this is the end of a 

section, update the weights of all the operators and initialize 
the scores;

Step 9: If nk = , or all the tasks are successfully scheduled, or the 
maximum iteration time is met, the algorithm terminates; 
otherwise, go to Step 3.

The flow chart of scheduling algorithm is shown in Fig. 6:

Fig. 5. The influence of imaging time on the imaging quality

Fig. 6. Flow chart of scheduling algorithm
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4.2. Cutting the VTWs

Before determining the best imaging quality of a VTW, the VTW 
should be cut in order to meet the transition time constraint. By judg-
ing the relationship between the determined observation time window 

and the VTW, the VTW can be cut accordingly. Assuming that task jt  

has been determined for observation. And thk  VTW of task it  can be 

cut according to the observation time window of task jt . As shown in 
Table 1, the VTW is cut according to the six different relationships.

4.3. A forward search algorithm based on STRIPS

The satellite action sequence can be generated according to the 
task sequence produced in the above section. A forward search algo-
rithm based on StriPS [9] is used. the StriPS operator can describe 
an action as a process from a previous state to a subsequent state. 
Typically a STRIPS operator consists of the following three parts:

Set PC: the preconditions of the operator. An action can be per-• 
formed only when all the preconditions in PC are met;
Set D: delete list. It shows the states changed when an action is • 
performed; 
Set A: add list. It includes the changes brought by an action.• 

According to the above description, a typical satellite action, such 
as turning on the camera, can be described by STRIPS as the follow-
ing format:

Therefore, for the action of turning on the camera, the precondi-
tions include: the camera is off, the camera preheating has been fin-
ished and the imaging time is due; delete list includes the state that the 
camera is off; the add list includes: the camera is on and the photo is 
imaged. The preconditions of the next action “turn off the camera” are 
PictureCaptured () and Ontime (). Thus, when the image is captured, 
the camera will be turned off.

As shown above, if an action’s preconditions are all met, this ac-
tion will be performed. Using a forward search algorithm, the action 
sequence can be generated.  

5. Simulation experiments and results discussion

A laptop with Intel Core i5-3317U CPU 1.70gHz, 8g memory 
and Windows 10 system is used to develop and run the system. The 
developing platform is JDK 1.8+ NetBeans IDE 8.1 + Jade 4.0.

5.1. Online events simulation

In order to show the system’s autonomy characteristics, this paper 
has designed four kinds of online events:

5.1.1. The discovery of new tasks

If there is no task on the blackboard, the system will be in a wait-
ing state. By clicking the user interface button “new task”, we simu-
late the process that the sensing agent (Sense) discovers a new task 
and the task is written on the blackboard.

Fig. 7 shows the interface of this system. The above four buttons, 
respectively, represent the four types of events. The VTW window is 
used to display a list of all the VTWs whose tasks are not executed. 

Table 1. Cut the VTWs  

ID Relationship Diagram

1 0 0 end end
j ik ik jto t t to< < <

2 0 0 end end
ik j j ikt to to t< < <

3 0end
j ikto t<

4 0end
ik jt to<

5 0 0 end end
j ik j ikto t to t< < <

6 0 0 end end
ik j ik jt to t to< < <

Pseudo code 2: Action “turn on the camera” STRIPS
TurnOnCamera()
PC: CameraOff()∧CameraPreheated()∧Ontime()
D: CameraOff()
A: CameraOn()∧PictureCaptured(task.duration)

Fig. 8. System screenshots for the new task discovery

Fig. 7. Autonomous satellite system interface

(a) Task list

(b) VTW list

(c) Schedule / task sequence with timestamp

(d) Plan / satellite action sequence
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When one task is executed, all the corresponding VTWs will be de-
leted from the blackboard. The task window lists all the tasks that are 
not executed; schedule window and plan window show the schedule 
list and action list that are not performed respectively. The informa-
tion window is used to display the information of the satellite.

Here we assume that the satellite finds five new tasks. Fig. 8(a)-
(e) show the screenshots after the first task is executed.

Fig. 8(a) shows that task 1 is removed from the blackboard after 
the execution. Fig. 8(b)-(d) show that all the VTWs, task sequence 
and action list about task 1 are removed from the blackboard. From 
Fig. 8(e) we can monitor the satellite actions and all the information 
when the satellite is processing the event. Fig. 8(f) is the screenshot 
after all the five tasks are executed.

Fig. 9 shows the information flow between agents. “Anal” is the 
data processing agent. “Exec” is the execution agent. “PreP” is the 
pre-processing agent. “Satellite” is the user interface agent. “Sche” is 
the planning and scheduling agent. “Sens” is the sensing agent. After 
the discovery of new tasks, the agents cooperate with each other. The 
whole process of pre-processing, scheduling, planning, execution and 
picture analysis are performed automatically without human interven-
tion.

5.1.2. The image is obscured by clouds

In the real situation, after imaging a target, the picture will be 
analyzed by the data processing agent to check the usability of the 
picture. In our simulation, after imaging a task, the ID of this task will 
be recorded. If the system detects “cloud obscured” button is clicked, 
the last picture imaged is obscured by the clouds.

Here, after task 4 is executed, we click the “cloud obscured” but-
ton. Fig. 10(a)-(c) are the screenshots:

From Fig. 10(a), it can be seen that task 4, which is already ex-
ecuted, is added back to the blackboard. In Fig. 10(b), the VTWs of 
task 4 is added back too. But the VTW around 3:56 is deleted because 
the time has passed. In Fig. 10(c), we can find that after task 4 was ex-

Fig. 8. (continued) System screenshots for the new task discovery

Fig. 9. Information flow between Agents

Fig. 10. Screenshots for the cloud obscuration

Fig. 9. Information flow between Agents

(a) Task list

(b) VTW list

(c) System information after task 4 is obscured

(d) Information flow for cloud obscuration

(e) System information after task 1 is executed

(f) System information after all tasks are executed
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ecuted at around 3:56, the data processing agent find that task 4 is ob-
scured by clouds. Therefore, the picture is deleted from the hard drive 
and task 4 should be re-imaged, triggering the on-board re-scheduling 
process. Then task 4 is re-imaged at around 13:41 according to the 
results of the re-scheduling process.

Fig. 10(d) shows the information flow between agents. We can 
see that the data processing agent (Anal) sends two message, inform-
ing task execution agent to wait and informing user interface agent to 
update the user interface. Because task 4 is added back to the black-
board, the planning and scheduling agent are activated.

To sum up, after the picture is obscured by the cloud, the agents 
trigger the online re-scheduling process, delete the useless picture and 
re-image task 4. The storage is saved and useful data can be down-
loaded, increasing the reward rate and reliability.

5.1.3. Emergency task

This button represents the situation that a task with a higher prior-
ity has arrived or been found and if this task conflicts with some deter-

mined tasks, a re-scheduling and re-planning process will be triggered 
and the tasks with lower priorities will be re-scheduled to meet the 
requirement of the task with the higher priority. 

According to the original plan, after the execution of task 4, task 
3 should be executed (as shown in Fig. 8(d)). Here, we add an emer-
gency task with priority 11 after the execution of task 4 and make the 
new task conflict with task 3. The screenshots of the system are shown 
in Fig. 11(a)-(c).

In Fig. 11(a), there is a new task 6 listed in the task queue, and 
its priority is 11. Fig. 11(b) shows that the VTWs of task 6 conflict 
with those of task 3. Therefore, task 6 with higher priority should be 
imaged first. In Fig. 11(c), we can find that after execution of task 4, 
a new task with a higher priority arrives. And its VTWs conflict with 
those of task 3. In the re-scheduling process, the time for executing 
task 3 is used to execute task 6. And task 3 is postponed to be executed 
at 8:39. 

5.1.4. Satellite fault

This button simulates the existence of a satellite fault. If this but-
ton is clicked, the system will wait for five seconds (the speed of the 
simulation is 1000 times of the reality. Therefore five seconds in sim-
ulation is equivalent to 1.5 hours in reality), no observation task can 
be executed during this time period.

Fig. 12(a)-(b) are the screenshots after a satellite fault is detected. 
After the execution of task 4, a satellite fault occurs and lasts about 1.5 
hours. After the fault is fixed, the VTW for imaging task 3 has passed. 

Fig. 11. Screenshots for the processing emergency

(a) Task list

(b) VTW list

(c) System information when emergency arrives

(d) Information flow for processing emergency

(a) Task list

(c) Information flow for processing satellite fault

(b) System information when emergency arrives

Fig. 12. Screenshots for processing the satellite fault
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Therefore, a re-scheduling process is triggered to re-image task 3. In 
Fig. 12(b), we can find that after the fault is fixed, the re-scheduling 
process postpones task 3 to its second VTW (8:39) to be executed. In 
Fig. 12(c), the sensing agent (Sense) finds the fault and informs the 
task execution agent to wait and the user interface agent to update. 
After the fault is fixed, the planning and scheduling agent starts the 
re-scheduling process. The whole fault discovering and fixing process 
and scheduling process are conducted by the multi-agent structure, 
showing a high reliability of the satellite system.

5.2. Algorithm performance comparison

To test the performance of the proposed adaptive rule-based heu-
ristic scheduling algorithm (ARHA), we compare it with the ILOg-
CPLEX solver 12.6 and the ant colony optimization (ACO). ILOg-
CPLEX solver 12.6 is a powerful software for solving constraint 
programming problem. The algorithm of the CPLEX solver is an ex-
act algorithm, which can always find the optimal solution. ACO is an 
evolutionary algorithm for path optimization. We regard the sequence 
of tasks as the ants’ path and use ACO to optimize it. We use the im-
proved aco proposed in paper [14]. For arha, the weight update 
parameter 0.5λ =  and the maximum iteration is 5000. For ACO, the 
parameters are set according to paper [14].

In this section, 12 scenarios are designed to test the performances 
of the above algorithms. In each scenario, a certain number of targets 
are randomly distributed worldwide. Each algorithm is run for five 
times and the average results are reported in Table 2.

For the exact algorithm of CPLEX, the solution space of this agile 
satellite scheduling problem is too big. We can see that the CPU run-
ning time increases exponentially with the number of tasks. And for 
the scenario with 12 tasks, the CPU running time becomes too long 
to find the optimal solution. Therefore, in practice, CPLEX cannot be 
used in this kind of scheduling problem, especially for this autono-
mous satellite online scheduling problem.

For the other two algorithms, ACO and ARHA both performs very 
well in terms of the reward rate. In most cases, the reward rate is 
100% and ARHA is slightly better than ACO for Scenario 8, 10 and 
12. As for the running CPU time, ARHA performs much better than 
ACO. In almost all the scenarios, ARHA uses less time to find a 
near optimal solution. The proposed heuristics in ARHA are helpful to 
guide the algorithm to find a near optimal solution in a large solution 
space efficiently.

The efficiency and effectiveness of ARHA for this online autono-
mous satellite task scheduling problem is proved.

5.3. Reliability comparison

For a traditional non-autonomous satellite, 
the above four kinds of events cannot be 
finished automatically. The satellite cannot 
discover events by itself. Typically, it is the 
ground station which receives requirements 
from users and then uploads the commands. 
And because there is no computational abil-
ity on-board and the commands uploaded are 
fixed, the satellite cannot deal with any un-
certainties including cloud coverage, emer-
gencies and satellite faults. 
Here, we firstly compare the performance 
of traditional satellite and autonomous sat-
ellite under the consideration of the cloud 
information.

To represent the cloud information, a 
definition called cloud-obscuring time win-
dow (ctW) [19] is used. it refers to the time 
period that the target is obscured by clouds. 
All the ATWs should be cut according to 

CTWs to remove the time period that targets are obscured. Table 3 
shows some examples of CTWs:

In Table 3, the first row shows that this CTW (1:32:54-1:33:15) 
obscures the ATW 1 of task 1. Then the corresponding time of ATW 
1 should be removed. After all the ATWs are pre-processed, the tasks 
can be calculated by an off-line algorithm. For the two kinds of satel-
lites, they have the same off-line scheduling result. And the schedul-
ing for traditional satellite is fixed, but the autonomous satellite can 
re-schedule the task sequence according to the changes of the cloud 
information. We change the start and end time of CTWs by 2-10 sec-
onds to simulate the movement of clouds. 

Five scenarios with two kinds of distribution modes are designed. 
As shown in Fig. 13(a), the targets are densely-distributed randomly 
in the area of China (3°N-53°N, 73°E-133°E). And Fig. 13(b) shows 
the distribution that targets are sparsely-distributed randomly world-
wide. Table 4 listed the information of these five scenarios.

In Table 5, we use the reward rate to value the reliability of the 
system. It is clear that the reliability of the traditional satellite is 
much lower than that of the autonomous satellite. Although the tra-
ditional satellite has a high expected reward, the real reward is quite 
low because many pictures of the traditional satellite are obscured 
by clouds and the downloaded pictures are useless. By contrast, us-
ing the cloud detector, the autonomous satellite collects the real-
time cloud information, re-schedules those targets that are obscured 
and downloads the cloud-free pictures. Therefore, the reliability of 
the autonomous satellite are much higher than the traditional non-
autonomous satellite.

In order to show the effectiveness of the proposed distributed struc-
ture of autonomous satellite, we also compare the performance of this 
structure with the centralized structure of the satellite system. Compared 
with the centralized structure, this distributed structure has two advan-
tages. The first one is the parallel computing of all the agents, making 
the online computing process fast. The other advantage is the higher 

Table 2. Results of comparison of algorithms’ performance

Scenario 
ID

Number 
of Tasks

Number 
of VTWs

Reward rate(%) CPU time (s)

ARHA CPLEX ACO ARHA CPLEX ACO

1 1 2 100 100 100 0.01 0.57 0.09

2 3 7 100 100 100 0.02 1.19 0.43

3 5 13 100 100 100 0.02 4.42 1.29

4 10 23 100 100 100 0.02 936.53 1.88

5 11 26 100 100 100 0.02 10385.10 2.42

6 12 26 100 - 100 0.03 - 2.90

7 50 117 100 - 100 0.04 - 27.57

8 100 236 100 - 98.99 80.63 - 143.66

9 150 367 100 - 100 90.62 - 307.70

10 200 466 99.49 - 98.48 612.69 - 729.68

11 250 596 100 - 100 132.51 - 1059.17

12 300 701 99.66 - 98.32 962.93 - 916.74

Table 3. Examples of CTWs

CTW ID ATW Start End Task

1 1 1:32:54 1:33:15 1

2 2 13:36:48 13:36:59 1

3 3 3:10:36 3:10:56 2

4 4 15:12:46 15:13:43 2
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reliability. Because the agents are distributed on different processing 
units, the failure of one unit will not affect the others.

In this experiment, we simulate the circumstance of dynamic 
emergence of emergency tasks. There are two scenarios. In the first 
scenario, there are 200 tasks that are densely distributed in the task 
queue and the initial reliability is 70.54%. In every five seconds, the 
system will add five tasks into the task queue. In the second scenario, 
there are 300 tasks that are sparsely distributed and the initial reli-
ability is 100%. In every five seconds, the system will add five tasks 
into the task queue. The results of the reliability change with the emer-
gence of new tasks are reported respectively in Fig. 14(a) and (b). 
As is shown, the distributed structure has a higher reliability for the 
online computing of new emergency tasks. With the emergence of 

new tasks, the reliability of the centralized structure declines 
much faster than that of the distributed structure due to the 
lack of parallel computing.

In Table 6, we analyze the reliability change when differ-
ent agents fail for both the distributed structure and the cen-
tralized structure. In this experiment, we design a scenario 
with 40 densely distributed tasks and five emergency tasks. 
The emergency tasks are not visible for the ground station 
and should be found by the satellite itself. And using this 
scenario, we test the reliability of the system when each of 
the agents fails. The result is reported in Fig. 15.
Fig. 15 The reliability of the system when each agent fails

From Fig. 15, we can see that for the centralized struc-
ture, if one of the agents fails or the blackboard fails, the sat-

ellite will become a non-autonomous satellite and the system reliabil-
ity will be seriously affected. By contrast, for the proposed distributed 
structure, if one of the agents fails, the reliability is affected little. If 
the pre-processing agent and the sensing agent fail, the satellite cannot 
find new emergency tasks. If the plan-scheduling agent fails, the sat-
ellite cannot perform an online re-planning process so the reliability 
will be affected more. Due to the restricted space environment, the 
satellite can hardly be maintained and repaired after it is launched into 
space. Therefore, for the important processing unit, like the planning 
and scheduling agent in this paper, some redundancy can be used. The 
significance of other software and hardware units can also be calcu-

Fig. 13. Diagram of two kinds of distribution modes

Fig. 14. The reliability change when adding new tasks to the system.

(a) Example of a densely-distributed scenario

(a) Scenario 1

(b) Example of a sparsely-distributed scenario

(b) Scenario 2

Table 5. Result list

Scenario 
ID

Traditional satellite Autonomous satellite

Expected 
reward Real reward Reliability Reward Reliability

1 191.22 40.61 16.71% 121.27 49.91%

2 386.11 241.40 42.13% 357.74 62.43%

3 434.44 175.02 35.94% 417.89 85.81%

4 755.95 306.90 35.56% 715.68 82.93%

5 988.04 594.78 52.78% 976.72 86.67%

Table 4. Scenario list

Scenario 
ID

Number of 
tasks

Tasks with 
ATWs

Total prior-
ity

Distribution 
mode

1 40 38 243 Dense

2 100 99 573 Dense

3 100 99 487 Sparse

4 150 149 863 Sparse

5 200 200 1127 Sparse
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lated and ranked, in order to introduce redundancy for the important 
ones to improve the reliability of the whole satellite system [11].

In above, the proposed online scheduling algorithm and the dis-
tributed multi-agent blackboard structure are efficient and effective 
for the autonomous satellite.

6. Conclusions

With the wide application of satellite technology, the traditional 
satellite controlling mode becomes unable to meet requirements of 
new complex tasks. In order to solve the problems of rapid response 
to emergencies, the environment uncertainties and the satellite faults, 
the new-generation autonomous satellite has become the focus of the 
satellite development.

In this paper, an autonomous multi-sensor satellite system based 
on the distributed multi-agent blackboard model is designed. Seven 
agents with different functions are designed. The agents interact with 
each other through the blackboard. The blackboard stores the satel-
lite status information, task queue and action sequence, which are re-
garded as the belief set, desire set and intention set respectively. An 
adaptive rule-based heuristic scheduling algorithm is used to schedule 
the tasks. Four different operators are designed. And a fast forward 
search planning algorithm based on STRIPS is designed. The proto-
type system is realized by Jade 4.0. Four kinds of events are designed 
to verify the system’s autonomy. The simulation experiments verify 
that the system can deal with the four kinds of events without human 
intervention, which greatly improves the performance and reliability 
of the satellite. The performance of the proposed algorithms and the 
distributed multi-agent blackboard structure is proved.

This work proves the effectiveness of using multi-agent tech-
nology to build the autonomous satellite system and contributes the 
distributed multi-agent blackboard model, which shows a high reli-
ability and performance for those dynamic, uncertain and complex 
tasks. This structure also has high reconfigurability and extendibility. 
The blackboard model structure can be used to establish the future au-
tonomous satellite system structure. The next focus of this research is 
to build a multi-satellite system using multi-agent technology to deal 
with concurrent processing and cooperative behaviors of the satellite 
constellation.
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Fig. 15. The reliability of the system when each agent fails

Table 6. The reliability analysis when different agents fail

Agent type Distributed structure Centralized structure

Pre-processing The online calculation of VTWs fails. But for the tasks generated on the ground, 
the calculation can be done on the ground. This reliability is not affected.

All the agents are integrated on the one 
processing unit. If this unit fails, the whole 
system cannot work like an autonomous 

satellite. The satellite becomes a non-auton-
omous satellite.

Plan-scheduling
The online planning and scheduling ability fails. The satellite can still find new 
tasks, report and observe targets according to ground orders. The reliability is 

much higher than a non-autonomous satellite.

Belief
This failure will cause a wrong estimation of satellite resource such as the bat-

tery volume, making some of scheduled tasks fail. The reliability will be affected 
a little. 

Data processing Because parts of failed tasks cannot be found and deleted, some memory capacity 
will be wasted. The planning and scheduling are not affected.

Sensing The satellite cannot find new tasks by itself, but the current reliability is not af-
fected.

User interface The system’s reliability is not affected.

Blackboard -
The whole system cannot work anymore. 
The satellite becomes a non-autonomous 

satellite.
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1. Introduction

The worst mechanical effects acting on the transformer are under 
the sudden short-circuit. Since the currents flows through the wind-
ings in the case of short-circuit are enormously, forces generated by 
these currents are also large and in many cases exceed the value of 
the maximum mechanical strength of windings or other parts of the 
transformer. Because of the transient and dynamics entity of this phe-
nomenon the solution is very difficult.

It is therefore necessary, in the absence of scientific and research 
potential in distribution and transmission organizations (e.g. power 
plants, heating plants), to achieve the objectives of the proposed ac-
tivities, i.e. in-depth analysis of undesirable impacts of short-circuit 
currents on the state of transformers, design of modern methodol-
ogy of measurements and its verification, and design of a new in-
tegrated system of diagnostics with the possibility of analysis and 
classification of possible failures by short-circuit impact on power 
transformers.

Except the winding faults (inter-turn short-circuit, short time con-
nection with the tank) it could lead to the tank damage because of 
the arc pressure. The direct cause of the acting forces on windings 
is the action of the magnetic field with current paths. In the case of 

the transformer it is the field of the leakage flux. Normal conditions, 
when the currents in the transformer do not reach the rated ones, the 
forces acting on the windings are generally small. On the contrary, the 
short-circuit currents reach the values which are multiple of the rated 
ones; these forces could be dangerous for the windings and fixing 
construction.

Forces in transformer windings can be radial (transverse) and 
axial (lengthwise), since these two components of the force can be 
calculated and analyzed independently. Also, the two components 
have influence on different parts of the total transformer and it is 
necessary to obtain the two components for design purposes. The 
nomenclature axial and radial is applicable to concentric wound 
core type transformer.

Action of the forces on the windings could be separated to the 
radial and axial forces (Fig. 1). Both of these forces exist not only in 
the short-circuit conditions but also in the rated condition [3].

2. Theory of radial and axial forces 

Radial forces are generated by the interaction of the current and 
the axial component of the leakage flux density. They tend to squeeze 
the inner winding and burst the outer winding. The calculation of radi-
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al forces does not at present much difficult since the axial component 
of the leakage flux density is calculable fairly accurately.

Calculation of the stresses due to this force acting on the conduc-
tors is more complex, especially for inner windings. The compressive 
strength of winding is influenced by the radial thickness of conductors, 
its work hardening strength, number of blocks per circle and winding 
dimensions. Similarly, the outer winding experiences outward radial 
force which results in tensile stress. The tensile strength of winding 
depends on the work hardening strength of the conductors.

Radial forces are as a result of an effect of the longitudinal field 
– parallel to the axis of winding of the transformer. These forces 
stretched the outdoor windings and compress the internal winding, 
thereby increase the air space between windings. The sum of the ra-
dial forces is active to additional space between the windings – the 
outdoor primary winding has been moved to the outside space [3].

Axial forces are those that act in the axial direction and are gen-
erated by the interaction of the current and radial component of the 
leakage flux density. These forces are flux result which has made by 
the short-circuited conductor.

These forces can deform the windings in the lengthwise direction, 
and their overall addition operates on the coil of clamping ring and 
other clamping elements. The computation of these forces causes big 
problems since the radial element of the leakage flux density is dif-
ficult to compute exactly. When ampere-turns are exactly aligned so 
that the leakage flux pattern is symmetrical, then the leakage field is 
axial over the major part of the coil height. But due to the flux lines 
dispersing in the radial direction in the vicinity of the winding ends, 
the axial flux density tends to decrease, and the resultant flux density 
at the ends can be resolved into the radial component causing axial 
forces. These axial forces are unequally distributed between the outer 
and inner winding, due to the presence of core.

The axial forces at the top and bottom are in opposite directions 
as the currents are in the same direction. In case the ampere-turns are 
perfectly balanced and the leakage flux pattern is symmetrical, the 
resultant force on the winding would be zero. Any axial displacement 
between the magnetic centres of HV and LV windings will result in 
forces, which will increase the displacement [5, 10].

2.1. Forces calculation

Based on theoretical analysis and model measurements it is need-
ed to create a computing environment short-circuit forces. Based on 
this diagnostic approach it will be necessary to determine the possible 
effect of the devices and the insulation and mechanical condition of 
transformers.

The basic equation for the calculation of any electromagnetic 
force is:

 ( )F I l B= ×


 

, (1)

where B


 is flux density due to leakage flux at mean radial depth of 

winding, l


is the conductor length and I is the current during short-
circuit. An examination of equation (1) shows that, since F



 is the 
cross-product of I and B



, a radial flux will give rise to axial force 
while an axial flux will give rise to radial force. The right side of 

equation (1) involves only three quantities, I, B


, and l


. Of these, the 

current I and the length l


 are known exactly. The calculation of the 
transverse and lengthwise components of the leakage flux density is 
the most difficult task and forms the crux of the problem.

2.2. Calculation of the radial forces

A simple formula for the average radial force can be derived by 
evaluating the axial component of the leakage flux density and apply-
ing equation (1). An assumption is made that all the leakage flux is 
axial only and passes between top and bottom yokes in straight lines. 
This assumption is also made in calculation of leakage reactance and 
will lead to a slightly higher value of radial force. The calculation of 
flux density of radial depth on transformer windings is given by:
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The average value of the radial force after the substituting equa-
tion (2) to equation (1) given by:
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where μ0 is a permeability of vacuum, N is number of turns, ip is an 
asymmetric peak of the short-circuit current, Lu is height of the wind-
ing and Dm is a mean diameter of main inter-coil duct.

Due to the assumption that all the flux is axial in nature, equation 
(3) will result in a force larger than that due to any other formula. It is 
used in all stress calculations and in the design of windings.

The maximum force per turn will occur at the inner turn of inner-
most layer of the outer winding and the outer turn of the inner winding 
and will be given by:

 
R

Rmax
FF
N

= . (4)

If the turn experiencing this force has small radial dimension and 
is unsupported by any adjacent turns, the stress calculations are done 
using equation (4). Otherwise the average force of equation (3) is used 
for stress calculations. graphical interpretation of the radial forces 

Fig. 1. Forces affect the winding of power transformer during short-circuit: 
a – axial effects, b – radial effects, c –winding in normal state

Fig. 2. Typical leakage flux pattern in a two winding transformer
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acting on windings with interpretation of the symbols from equations 
(2) and (3) is shown in the Fig. 3.

2.3. Calculation of the axial forces

The electromagnetic forces arising due to a short circuit are os-
cillatory in nature, and act on an electric system immersed in oil 
and consisting of winding conductors, insulation components and 
clamping structure. Such forces, dynamically transmitted to various 
parts such as conductors, end supports, press plate, and clamps may 
be quite different, both in magnitude and in wave-shape from the in-
ternally generated electromagnetic forces depending on the relation-
ship between the excitation frequency and the resonant frequency 
of the system.

When evaluating axial forces, winding misalignments, caused 
by workshop tolerances need to be considered. The design force cal-
culations are performed both, for the symmetrical configuration and 
the displaced configuration of windings. In case of a symmetrical 
winding arrangement in axial direction having uniform current dis-
tribution, there is no resulting force against yoke, and the winding 
tends to be compressed in the axial direction only. Different yoke 
distances and tapping in the main winding and uneven current dis-
tribution in the axial direction can cause the force integral to reach a 
final value greater than zero. Two cases may occur. In the first case, 
the residual force is towards the bottom yoke. In the second case has 
a negative value at the bottom yoke, thus resulting residual force 
towards to top yoke.

While a simple formula could be obtained for radial forces, such 
is not the case for axial forces because must be taken into account the 
value of ampere-turns causing the radial leakage flux. An approxima-
tion to the ampere-turns causing radial leakage flux is the residual 
ampere-turns caused due to tapings, gaps in windings and unequal 
winding heights. This is only an approximation, since even perfectly 

balanced windings will still have fringing of flux at the coil ends, 
giving rise to radial component of flux. The approximation is on the 
conservative side, since the peak value of the residual ampere-turns 
are used for calculations. Fig. 4 shows examples of unbalanced wind-
ings causing radial forces.

The flux lines are influenced by the core legs, yokes, the clamping 
structure, the tank walls and all other magnetic structures within the 
tank, and follow quite complex paths for closure. An exact evaluation of 
the effective length of path is extremely difficult, if not impossible.

For an acquisition of the empirical formulas various attempts 
were made. hrabovcová V, et al. [1], Fergestad [2] and knaack [8] 
proposed various methods for effective length evaluation but the sim-
plest of all these approaches is that of Waters [12] which considering 
that there is an unbalance of ampere-turns.

The mean radial flux is given by:

 B a
N i
lR

p

eff

1
2

= ⋅ ⋅ ⋅
⋅

µ0 , (5)

where a is per unit unbalance between windings and leff is the active 
length of track of short-circuit current. 

Substituting (5) to the equation (1) and the follow fitting could be 
reached formula for axial force calculation:
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where π∙dm/leff is the residual ampere-turns factor that values are 
stated in [12] for various ampere-turns configuration.

3. Simulation analysis

Simulation analysis involves calculation of the distribution trans-
former 22/0.4 kV model in a no load and short circuit conditions us-
ing comSol multiphysics [6]. Second step is an approximation of 
the sinusoidal waveforms by calculating the values of the voltage and 
current using MATLAB Curve fitting tools. Next step consist the de-
termination of the values of asymmetric peak of the short-circuit cur-
rents for short circuit directly behind the transformer, short circuit in 
the distribution box and short circuit on the end of the 1 km length 
cable. The final step is a calculation of the forces acting on the wind-
ings and their application to the modeled LV winding order to observe 
of their deformation and of the value of stress pressure. By applying 
the formulas for transformer measurements from [3] it is possible to 
calculate the values of equivalent circuit elements (Tab. 1).

3.1. Determination of the short-circuit currents

For the forces calculation is necessary to determine the value of 
the asymmetric peak of the short-circuit current. Program is structured 
for three different locations (points) of the short circuit (behind the 
transformer, in the distribution box, on the end of the cable). Fig. 5 
shows connection diagram in MATLAB.

Fig. 3. Acting of the radial forces

Fig. 4. Unbalanced windings causing axial forces

Table 1. Values of the equivalent circuit elements

No load Short-circuit

IμR 4.386 A R1 40.160 Ω

IfeR 1.326 A R2 0.013 Ω

XμR 52.660 Ω Xσ1 91.016 Ω

RfeR 174.130 Ω Xσ1 0.030 Ω
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Parameters of the circuit behind the transformer for different loca-
tions of short circuit are written in Tab. 2.

Instantaneous value of short-circuit currents in LV windings is 
shown in Fig. 6. Values of the asymmetric peak of the short-circuit 
currents for different points of short circuit are shown in the Tab. 3.

Since the short-circuit current has the largest value in phase B, the 
calculation of the forces is carried out with those most unfavorable 
values. An asymmetric peak of short-circuit current values in phase B 
for each point of the short circuit are shown in the Tab. 3.

3.2. Simulation in considering of the short-circuit currents

Calculation of the radial and axial forces for single layer of the 
LV winding is made by using the equations (3) and (6), where N is the 
turn number, ip is an asymmetric peak of the short-circuit current, Lu 
is the height of the winding leff is active length of track of transverse 
leakage flux, a is per unit unbalance between windings and Dm is 
diameter of main inter-coil duct.

Values substituted to the equation for calculating of the forces are 
shown in the Tab. 4. The calculated values of the radial and axial 
forces for 5 % unbalance of the windings are shown in Tab. 5.

Fig. 7 shows the resulting pressure stress and permanent defor-
mation of the winding due to radial force. Simulation of the radial 

force acting is calculated for the maximum value of the force (short 
circuit directly behind the transformer) applied to single layer of the 
LV winding.

Fig. 8 shows the resulting pressure stress and permanent deforma-
tion of the winding due to axial force. Acting force is also propor-
tional to the maximal current for the short circuit directly behind the 
transformer.

The dependence of the axial force on the unbalance between 
windings is shown on the Fig. 9. It also shows the necessity of pre-
cisely attachment of all windings in order to prevent of the per unit 
unbalance. Even at small values of unbalance greatly increases size 
of the axial force.

Fig. 5. Short circuit directly behind the transformer in MATLAB Simulink

Fig. 6. Wave-shape of the short circuit behind the transformer

Fig. 7. Permanent deformation and distribution of the pressure stress due to 
radial force

Fig. 8. Permanent deformation and distribution of the pressure stress due to 
axial force for 5 % per unit unbalance between windings

Table 2. Impedance parameters of the short circuit behind the transformer

Point of the short circuit Circuit parameters

Behind the transformer R=0 Ω, X=0 Ω

In the distribution box (15 m Cu 
240 mm2) R=0.090 Ω/km, X=0.068 Ω/km

On the end of the cable (1 km Cu 
120 mm2) R=0.181 Ω/km, X=0.069 Ω/km

Table 4. Values fitted to the equations (3) and (6)

Variable Value

Conductor cross section 60 mm2 (12 ∙ 5)

Inner radius of the thread 141.4 mm (100 2⋅ )

Number of turns in layer 32 (64 / 2)

Height of the winding 508.0 mm (12 ∙ 32 + 4 ∙ 31)

Effective path length of radial 
leakage flux 112.8 mm (0.222 ∙ 508)

Mean diameter of thread 317.8 mm ( 2 100 2 35⋅ ⋅ + )
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4. The current experimental methods of diagnostics

The biggest problem of today’s energy transmission and distribu-
tion works is that the measured data from the diagnostic measure-
ments are not adequately studied, since there is no scientific and re-
search base. Therefore, to assess technical condition of equipment, 
for example, in terms of their residual lifetime is a major problem in 
deciding on the early decommissioning. In an unpredictable moment, 
a failure may occur, and the consequence may be the power failure 
for a long time. In an unpredictable moment a failure may occur, and 
as a consequence the power failure for a long time. Even when using 
expensive commercial measuring devices, it is necessary to deeply 
analyze the measured data in relation to knowledge of exposure to 
adverse effects on specific electrical equipment. Thus achieving the 
objectives of this project may help to clarify the adverse effects and 
propose new diagnostic procedures through which it can be detected 
forthcoming failure of the device, and to suggest certain steps in ad-
vance (e.g. the early exchange for a new device) [11].

With regard to the effects of short-circuit currents, over-currents 
and other phenomena which damage winding and magnetic circuit, 
the following measurements will be realized at disconnected trans-
formers:

measurement of frequency characteristics by the SFRA method • 
(Sweep Frequency Response Analysis),
measurement of time response of windings by the high voltage • 
impulse source (impact test),
measurement of parameters of windings at short circuited state,• 
combination of diagnostic methods according to the proposed • 
measurement procedures.

The use of different diagnostic methods and measurement proce-
dures enables to make measurements also at connected transformers. 
These are thermography measurements, and monitoring of changes 
in electromagnetic radiation of transformers and their influence on 
measure of interference with other devices, such as telecommunica-
tion or data devices.

At failure, e. g. as a result of shift or inter-turn short-circuit at the 
winding of a transformer, the electromagnetic interference with other 
electrical apparatuses may change.

That is why the following measurements at connected transform-
ers will be realized with the use of experimental technique:

thermography measurement,• 
measurement with the regard to electromagnetic interference of • 
distribution apparatuses,
additional measurements, or their combination, according to the • 
proposed measurement procedures.

Because of these measurements at transformers we can detect the 
effects of short-circuit currents, over-currents and other phenomena, 
which damage winding and magnetic circuit of the transformer, with-
out its dismantling and subsequent investigating of failures, which is 
time-demanding [6].

Measurement of frequency characteristics by the SFRA method, 
measurement of time response of windings by the high-voltage im-
pulse source and measurement of parameters of windings at short-

circuited state belong to diagnostic methods of transformers without 
dismantling. During measurements there is no need of intervention 
to the construction of measured machine, and they are performed at 
disconnected transformer [13].

5. Experimental analysis of the distribution transform-
er

On the basis of applied algorithms and procedures realized in the 
first phase of solution in the paper, there were determined individual 
diagnostic methods and measuring techniques, for measurements on 
distribution transformer 22 kV / 0.4 kV with defect on the high volt-
age phase A (Fig. 10). Our task was to compare the sensitivity of the 
two methods – SFRA method and high voltage impulse source by 
impact test.

The SFRA method and by the measurement of time response 
method (impact test) enable to determine the time response or fre-
quency response of characteristic quantities of transformers. Meas-
urement of a response in the time domain means finding out of time 
course to a certain voltage pulse at the input of windings. Measure-
ment of a response in the frequency domain consists finding out of 
amplitude (and phase in degrees) of a response to the harmonic volt-
age with a variable frequency at the input of winding. Whereas the 
response found out in the time domain is a record of time course of 
voltage, the response found out in the frequency domain is depend-
ence of the amplitude response to frequency [9].

5.1. Analysis of the transformer by SFRA

The distribution transformer measurement applies for a setting up 
of the frequency scale at least 20 Hz to 2 MHz at output impedance 50 
Ω and source voltage 0.2 – 20 Vpp using Megger FRAX 150 (Fig. 11). 
The measurements were performed in a no-load and short-circuited 
state according to established standards.

During no-load test is detected a mechanical state of tested wind-
ing and ferromagnetic core of transformer. The measured curves are 
typical for the most important information about changes in the trans-
former core, which are visible in low frequencies and higher frequen-
cies refer to problems into winding movements or turn-to-turn fault 
regarding to short-circuit forces [4].

Difference between behaviours at low frequencies about to 1 kHz 
it can indicate problems due to movements of transformer core, be-
cause it developed its resistance component. Difference between be-
haviors at middle frequencies about to 100 kHz it can indicate prob-
lems due to deformation and damage of transformer core, because it 
developed inductive component of coils. At high frequencies about 
from 100 kHz it can indicate problems due to damage of winding 

Fig. 9. Dependence of the axial force value on per unit unbalance between 
windings

Fig. 10. Distribution transformer 22/0.4 kV under the test in HV laboratory 
with defect on the A phase
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insulation or contact resistance of transformer taps, because it devel-
oped capacitance component.

During the short-circuit measurement mainly the winding state in 
primary or secondary part of transformer is detected. There tests noti-
fies reliably of deformation of inner winding and its movement as a 
result effects of short-circuit forces.

The using of analysis of phase curve depending on frequency is 
suited for more complete evaluation of winding state. This analysis 
enables to assess the processes of winding deformation during the par-
ticular short-circuit effects.

In the Fig. 12 it can be seen the comparison of measurement 
curves of the impedance attenuation (dB) depending on frequency in a 
state of no-load and short-circuit at the connection primary phase A-C 
of measured transformer, and consequently in the Fig. 13 comparison 
of the curves of measurement the phase (in degrees) depending on the 
frequency of the same connection.

According to comparison both figures it is highly visible differ-
ence of curves in depending phase from frequency in the Fig. 13, 
thereby increasing the analysis sensitivity of the transformer state. 

Fig. 14 shows similar and significant difference.  An inter-thread 
deformation on the coil A is most sensitive displayed by dependence 
of the phase on the frequency (about 1-10 kHz in lower figure). It 
should be noted that if the transformer windings are star connected, 
different curve between phases B – C means damage of other phase 
coil, thus coil A.

Analysis of the measured results is possible to carry out by nor-
malized mathematical standard „DL/T 911-2004”. This calculation 
method mathematically analyses differences between two curves (se-
quences) using relative factor Rxy in equations (7), (8) and (9).

Calculation of the two sequences standard variance:
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Calculation of the two sequences covariance:
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Calculation of the two sequences normalization factor covariance:

 XY
XY

X Y

CLR
D D

= . (9)

Finally, from equation (9) is determined relative factor Rxy.
The result of the analyses in no-load conditions according equa-

tions (7) till (9) is value of the relative factor Rxy = 0.35 in the frequen-

Fig. 11. SFRA test connection using FRAX 150

Fig. 14. Comparing the measurement of attenuation and phase in depending 
on the frequency in no-load test

Fig. 15. Frequency analysis of deformation coil A between the winding-phase 
A-C and B-C

Fig. 12. Measurement of impedance attenuation

Fig. 13. Measurement of phase in degrees
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cy range from 0.9 kHz to 20 kHz (Fig. 15), where prevails value of the 
inductive part which is dependent on the geometry of the winding. 

The finding above represents deformation anomaly due to inter-
thread short-circuit, thus damage of the coil A and threat of the trans-
former operation (Fig. 10 – visual defect).

5.2. Analysis of the transformer by impact test

Impact test is commonly used for testing of the insulation among 
threads of coils or windings themselves and for searching of the at-
tenuated winding sections of electrical machines. This test allows de-
tecting early stages of the winding faults. Short time voltage pulses 
are applied to the coil in order to create a voltage gradient across the 
whole wire of the winding. This gradient produces an immediate volt-
age stress among the threads.

In the time intervals between pulses the coil responds by damp-
ing oscillations with sinusoidal shape. Each coil has unique nature 
of the respond which could be analysed by oscilloscope. Wave shape 
is affected by transient circuit dependent on the coil inductance and 
internal capacity of the pulse generator. When inter-thread occurs, 
an inductance decreases, thereby increases the frequency of the re-
spond signal.

Fig. 16 shows a comparison of time-domain curves from impulse 
test measurement on the distribution transformer, where is possible to 

observe decreased time period from 9 ms to 12 ms caused by defect 
of the coil. Potential amplitude decrease is caused by the change of 
the circuit resistance and capacitance due to damaged conductor and 
winding insulation. The comparison is carried out on the windings of 
two phases, where phase A is affected by inter-thread short circuit and 
phase B is without fault.

In order to determine condition of windings it is necessary to un-
derstand that particular curves overlap when windings are identical 
and not damaged. Mutually shifted curves indicate damage on one of 

the windings, therefore it is useful to analyse differences in curves at 
pulse courses.

Splitting impulses into intervals ensure more detailed analysis. 
Fig. 16 shows values of amplitude coefficient related to particular ra-
tio in time intervals. So as to analyse changes in damaged windings, 
we compared the behaviour of ratio in time (see Fig. 17). In interval 
from 1 to 150 ms, maximum value of ratio is 5.47, in time interval 
from 151 to 350 ms, maximum of ratio is 8.11. These results show 
and prove that there is a short-cut as well as deformation on windings 
of A phases.

6. Conclusion

The article shows the importance of knowledge of simulation 
and theoretical analysis of the axial and radial forces, which cause 
irreversible deformation of the transformer windings. Above analysis 
shows that it is necessary to know the value of short-circuit current, 
because it represents a danger for the transformer.

Calculated values of short-circuit currents from the simulation in 
MATLAB were fit into the formulas for calculation of radial and axial 
forces. The calculated values were applied to the model of the wind-
ing by means COMSOL Multiphysics, which output of the simulation 
was to determine the size and distribution of compressive stresses.

The application of the short-circuit current is not possible on the 
real transformer. We can diagnose transformer by means of frequency 
SFRA (Sweep Frequency Response Analysis) method or time response 
of windings by the high voltage impulse source. Both methods, SFRA 
method and method of impact test, indicate a significant sensitivity 
to a relatively small inter-thread deformation. These methods allow 
clearly analysing of the short circuit impact in the transformer wind-
ings.

Although the relation between the response course and state of 
winding is clear, it is very complicated. It is impossible to expect, that 
from the found out difference in the course of response we can consid-
er the concrete damage of the winding. As the result of measurement 
we can only observe, that the state of winding changed. Such result of 
using of mentioned above methods could be useful in decision mak-
ing, whether it is necessary to open and examine the transformer.

In order to obtain frequency response curve, there is a procedure 
to recalculate time response of the impulse measurement to the fre-
quency domain. However, without IFRA method (Impulse Frequency 
Response Analysis) equipment, the calculation is demanding and re-
quires oscilloscope with large sampling frequency and memory. Infor-
mation and outcomes mentioned in the paper are the basis for future 
investigation, which will focus on enlarging the knowledge of and 
determining clear relation among the frequency domain, time domain 
and condition of the transformer windings.

These diagnostic methods of transformers considering the influ-
ence of short-circuit currents during the operation should be carried 
out to increase the reliability in real trouble-free process.
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modeling of software fault deteCtion and CorreCtion proCesses 
with fault dependenCy

modelowanie proCesów wykrywania i korekCji błędów opro-
gramowania z założeniem wzajemnej zależnośCi błędów

Software reliability modeling has undergone a continuous evolution over the past three decades to adapt to various and ever-
changing software testing environments. In existing models, immediate fault removal and fault independency are two basic and 
commonly used assumptions. Recently, models combining fault detection process (FDP) and fault correction process (FCP) were 
proposed to alleviate the immediate fault removal assumption. In this paper, we extend such a methodology by proposing a mod-
eling framework for the FDP and FCP incorporating fault dependency. Faults are classified as leading faults and dependent faults 
and the FCPs for both types of faults are explicitly modeled. Several paired models considering different assumptions for debug-
ging lags are proposed for the combined FDP and FCP. The applicability of the proposed models are illustrated using real testing 
data. In addition, the optimal software release policy under this framework is studied.

Keywords: fault dependency, non-homogeneous Poisson process (NHPP), software reliability growth model 
(SRGM), software fault detection and correction processes.

Modelowanie niezawodności oprogramowania w ciągu ostatnich trzech dekad ulegało ciągłej ewolucji, pozwalającej dostoso-
wać je do różnych, stale zmieniających się środowisk testowych. W przypadku istniejących modeli, dwoma podstawowymi i po-
wszechnie stosowanymi założeniami jest natychmiastowe usunięcie błędu oraz brak zależności między błędami. Ostatnio, badacze 
zaproponowali modele, które łagodzą pierwsze z tych założeń, łącząc proces wykrywania błędów (FDP) z procesem ich korekcji 
(FCP). W niniejszym artykule, rozszerzono tę metodologię, proponując paradygmat modelowania dla zintegrowanych procesów 
FDP i FCP uwzględniający zależności między błędami. W paradygmacie tym, błędy klasyfikuje się jako błędy nadrzędne i błędy 
zależne, a procesy FCP dla obu typów błędów są modelowane oddzielnie. Zaproponowano kilka połączonych w pary modeli 
rozważających różne założenia dotyczące opóźnień debugowania w procesach łączących detekcję i korekcję błędów. Możliwość 
zastosowania proponowanych modeli przedstawiono na przykładzie rzeczywistych danych testowych. Dodatkowo badano opty-
malną politykę aktualizacji oprogramowania, jaką można prowadzić w ramach proponowanego paradygmatu.

Słowa kluczowe: zależność błędów, niejednorodny proces Poissona, model wzrostu niezawodności oprogramo-
wania, procesy detekcji i korekcji błędów oprogramowania

1. Introduction

Software today plays important roles in almost every section of 
our society, and the software reliability has been a major concern 
in many integrated systems [3]. With continuous debugging, analy-
sis and correction, the software reliability will grow gradually with 
testing [33]. during the past three decades, numerous software reli-
ability growth models (SrGms) have been proposed [2, 7, 24, 26, 
35, 40, 41]. among these models, non-homogeneous Poisson Process 
(nhPP) models are the most commonly accepted [20, 30, 36, 39, 50]. 
Although NHPP models are mathematically tractable, they are devel-
oped under some strong assumptions on the software testing process. 
Specifically, NHPP models assume immediate fault removal and fault 
independency. To adapt to different practical software testing environ-
ments, generalizations of traditional models by relaxing the assump-
tions have been proposed [5, 9, 17, 23, 28, 29]. 

In practical software testing, each detected fault has to be report-
ed, diagnosed, removed and verified before it can be noted as cor-
rected. Consequently, the time spent for fault correction activity is not 
negligible. In fact, this debugging lag can be an important element in 
making decisions [16, 49]. therefore, it is necessary to incorporate 
the debugging lag into the modeling framework, i.e., to model both 
the fault detection process (FDP) and fault correction process (FCP). 
the idea of modeling FcP was first proposed in Schneidewind [34], 

where a constant lag was used to model the FCP after fault detection. 
Clearly, the constant correction time assumption is restrictive for vari-
ous types of faults and different correction profiles. For instance, data 
collected from practical testing projects show that the correction time 
can be fitted by the exponential and log-normal distributions [27]. in 
addition, the correction time may show a growing trend during the 
whole testing cycle, as later detected faults can be more difficult to 
correct. Some extensions were made in lo and huang [25] and Xie, et 
al. [44] by incorporating other assumptions of debugging delay. hu, 
et al. [8] studied a data-driven artificial neural network model for the 
prediction of FdP and FcP. [37] used the fault detection/correction 
profile to quantify the maintainability of software. Some paired FDP 
and FcP models were proposed in Peng, et al. [31], where testing ef-
fort function and fault introduction were included. 

Traditional NHPP models assume the statistical independency be-
tween successive software failures. Actually, it can hardly be true in 
practice, as some faults are not detectable until some other fault has 
been corrected because of logical dependency. Moreover, the common 
practice of mixing testing strategies can lead to the dependency of fail-
ures [6]. With a failure detected, there is a higher chance for another 
related failure or a cluster of failures to occur in the near future. From 
this point of view, faults can be classified into mutually independent 
and dependent types with respect to path-based testing approach. This 
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issue was addressed in [18], where an extended nhPP SrGm was 
proposed. huang and lin [11] studied the fault detection & correction 
process considering both fault dependency and debugging lags. Yang, 
et al. [46] discussed the statistical inference of the software reliability 
model with fault dependency. However, most of the studies only focus 
on the FDP, and only the FDP data are used for model parameters es-
timation. As a result, the collected information from FCP is neglected, 
which can lead to deficiency in model estimation.

To remedy the problem, we incorporate the fault dependency into 
the paired FDP and FCP model. Instead of assuming a single type of 
fault, this study classifies the faults in the testing process into leading 
faults and dependent faults.The leading faults occurs independently 
following an NHPP, while the dependent faults are only detectable 
after the related leading faults being corrected. Different from Huang 
and lin [11] which modeled the FdP and the FcP as a single, syn-
thesized fault detection & correction process, we model the FDP and 
FCP for the leading faults and the dependent faults separately. Sub-
sequently, the FDP&FCP model for the aggregated, observable faults 
can be readily obtained. With different formulation of debug delays, 
we can derive various FDP&FCP models. Hence, the proposed mod-
els admit a wide applicability that can account for different software 
reliability growth schemes.

The rest of this paper is organized as follows. Section 2 formu-
lates the general modeling framework of paired FDP and FCP with 
the incorporation of fault dependency. In Section 3, special paired 
FDP and FCP models are derived based on different assumptions for 
debugging lags. In Section 4, the proposed faults are fitted to two real 
datasets to illustrate the application.Section 5 derives the optimal soft-
ware release policy under the proposed framework. The conclusion is 
given in Section 6.

Notation

a The total number of faults in the software
a1 The number of leading faults in the software
a2 The number of dependent faults in the software
p The ratio of the number of leading faults to the total number 

of faults
b(t) Fault detection rate function at time t
b Constant fault detection rate
c Constant fault correction rate
δ(t) The time required to correct a fault which is finally cor-

rected at time t
md(t) Expected number of faults detected up to time t
mr(t) Expected number of faults removed up to time t
md1(t) Expected number of leading faults detected up to time t
mr1(t) Expected number of leading faults removed up to time t
md2(t) Expected number of dependent faults detected up to time t
mr2(t) Expected number of dependent faults removed up to time t
λd(t) The intensity function of fault detection process
λr(t) The intensity function of fault correction process
λd1(t) The intensity function offault detection process for leading 

faults
λr1(t) The intensity function of fault correction process for lead-

ing faults
λd2(t) The intensity function offault detection process for depend-

ent faults
λr2(t) The intensity function of fault correction process for de-

pendent faults

2. The general framework

In this study, we formulate the fault-oriented software testing 
process as a paired fault detection and correction process. During the 
test, a fault can only be corrected after being detected. For the faults 
embedded in the software system, they can be categorized into lead-
ing faults and dependent ones. The faults that can be detected and 
corrected independently are defined as leading faults or independent 
faults. Other faults that remain undetectable until the corresponding 
leading faults are removed are defined as dependent faults. Fig.1 illus-
trates the relationship between leading faults and dependent faults.

Suppose the leading faults are detected and corrected independ-
ently. Then, for the leading faults, their detection (FDPL) and correc-
tion process (FCPL) can be modeled by NHPP models, as in Xie, et 
al. [44]. For the dependent faults, their detection process (FdPD) can 
be modeled as a delayed process of FCPL, considering that they are 
only detectable after the corresponding leading faults are corrected. 
Consequently, the correction process for dependent faults (FCPD) can 
be modeled as a delayed process of FDPD. The modeling framework 
is characterized by the mean value function for each sub-process. 

2.1. Modeling FDPl

We assume that FDPL follows a NHPP, and the expected number 
of leading fault detected during (t, t+Δt] is proportional to the number 
of undetected leading faults at time t. Thus we have:

 dm t
dt

b t a m td
d

1
1 1

( )
= ( ) − ( )( ),  (1)

where b(t) is the fault detection rate at time t and a1 is number of lead-
ing faults at the beginning. With the initial condition md1(t)=0, it can 
be derived from (1) that:

 m t a b s dsd

t

1 1
0

1( ) = − − ( )






















∫exp .  (2)

Different md1(t) can be obtained based on different b(t). Specially, 
when b(t) is a constant, we have:

 m t a ed
bt

1 1 1( ) = −( )− ,  (3)

which is the G-o model [4]. When b t b t
bt

( ) =
+

2

1
,  we have:

 m t a bt ed
bt

1 1 1 1( ) = − +( )( )− , (4)

which has the same form as the Yamada delayed-S-shaped model 
[45].

Fig. 1. Relationship of leading faults and dependent faults
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2.2. Modeling FCPl

FCPL can be regarded as a delayed process of FDPL and different 
models can be used to accommodate the debugging delay. Xie, et al. 
[44] pointed out that debugging lags could be assumed constant, time 
dependent or random. If the debugging lag is not random, the FCPL 
can be derived from FDPL as m t m t tr d1 1( ) = − ( )( )δ . Otherwise, we 

have m t E m t tr t d1 1( ) = − ( )( ) ( )δ δ  if δ(t) is a random variable. In 
particular, if the debugging lag is assumed to be an exponentially dis-
tributed random variable, i.e., δ(t)~Exp(c), we have:

 m t c m t s cs dsr

t

d1
0

1( ) = −( ) −{ }∫ exp .  (5)

Taking the derivatives of both sides with respect to t, we can obtain 
that:

 λr d rt c m t m t1 1 1( ) = ( ) − ( )( ).  (6)

This implies that the expected number of faults corrected dur-
ing (t,t+Δt] is proportional to the number of detected but uncorrected 
faults at time t. We call c the fault correction rate. 

2.3. Modeling FDPD and FCPD

For these dependent faults, they can only be detected after the 
corresponding leading faults are removed. Hence, the proportion of 
the detectable dependent faults in the dependent faults is equal to the 
proportion of the corrected leading faults in the leading faults. Sup-
pose the number of dependent faults is a2. Then, the expected number 
of detectable dependent faults is a2mr1(t)/a1 up to time t. Furthermore, 
because leading faults and dependent faults are detected under the 
same testing environment, it is reasonable to assume that the fault 
detection rate for dependent faults is the same as the fault detection 
rate for leading faults. Therefore:
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With the initial condition md2 (0)=0, we can derive from (7) based on 
mr1(t) and b(t) that:
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Particularly, when b(t)=b, we have:

 m t a
a

m t a
a

bt s bs dsd r

t

r2
2

1
1

2

1 0
1( ) = ( ) − −{ } ( ) { }∫exp exp .λ  (9)

Based on the detection process of dependent faults, the corre-
sponding correction process can be obtained as a delayed process as 
for leading faults. Thus, with different assumptions for the debugging 
delay, mr2(t) of FCPD can be derived accordingly.

2.4. Combined models

With the FDP and FCP models for both kinds of faults, the aggre-
gated model for the paired FDP&FCP can be readily obtained:

 a a a= +1 2,  (10)

 m t m t m td d d( ) = ( ) + ( )1 2 ,  (11)

 m t m t m tr r r( ) = ( ) + ( )1 2 .  (12)

3. Specific models for dependent FDP and FCP

In this section, we consider the widely-used constant fault de-
tection rate function b(t), i.e., b(t)=b [10, 22]. in this case, we have 

m t ap ed
bt

1 1( ) = −( )−  from (3), where p=a1/a is the proportion of 
leading faults. As stated, different mr1(t) can be derived based on dif-
ferent assumptions on the debugging lag. Moreover, as long as mr1(t) 
being specified, md2(t) can be obtained according to (9). In the follow-
ing, we consider three different types of debugging lags, which have 
been observed from practical testing processes. Correspondingly, spe-
cific paired PDF&FCP models are derived.

3.1. Constant debugging lag

We first consider the case where the correction of each fault takes 
the same time, i.e., δ(t)=δ. Then, the FCP model of leading faults is:

 m t
t

ap e tr b t1

0

1
( ) =

<

−( ) ≥






− −( )
,

,
.

δ

δδ  (13)

Consequently, the FDP model for dependent faults can be derived 
according to (9):

 m t
t

a p b t e td b t2

0

1 1 1
( ) =

<

−( ) − + −( )( )( ) ≥






− −

,

,
.( )

δ

δ δδ  (14)

Based on the FDP models of the leading faults and the dependent 
faults, md(t) for the aggregated FDP is obtained as:

m t
ap e t

ap e a p b t e
d

bt

bt b t
( ) =

−( ) <

−( ) + −( ) − + −( )( )(
−

− − −

1

1 1 1 1

,

( )

δ
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 ,

.
t δ

 (15)

Because the FCP models for both kinds of faults are modeled as de-
layed FDP, the aggregated FCP model is:

m t

t

ap e t

ap e a p b

r
b t

b t

( ) =
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−( ) ≤ <

−( ) + −( ) − +

− −( )

− −( )
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1 2

1 1 1 1

,

,
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δ δδ

δ tt e tb t−( )( )( ) ≥














− −( )2 22δ δδ ,

  (16)

3.2. Time-dependent Debugging lag

In practice, the faults discovered in the later phase of the testing 
process may be more difficult to correct. To model such a phenome-
non, we assume the debugging lag is dependent on the testing time, 

δ
γ

t
t

b
( ) = +( )ln 1

, where 0<γ<b. Accordingly, the FCP models for the 
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two kinds of faults are m t m t
t

b
iri di( ) = −

+( )







 =

ln
, ,

1
1 2

γ
. Under 

this assumption, we have:

 m t m t
t

b
ap t er d

bt
1 1

1
1 1( ) = −

+( )







 = − +( )( )−ln

,
γ

γ  (17)

which is a general form of the delayed nhPP model [45].
Based on (9) and (17), md2(t) can be derived. Then, md (t) for the 

aggregated FDP is obtained as:

 
m t a e a p bt b t ed

bt bt( ) = −( ) − −( ) +










− −1 1
2

2γ .
 (18)

Because m t m t
t

br d( ) = −
+( )









ln
,

1 γ
 the model for the aggre-

gated FCP can be derived as follows:

 
m t a t er

bt( ) = − +( )( )−1 1 γ
(19)
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3.3. Exponentially distributed random debugging lag

As obtained in Section 2.2, the number of faults corrected dur-
ing time interval (t,t+Δt] in this case is proportional to the number of 
detected but uncorrected faults at time t. Based on (5), mr1(t) can be 
obtained as:

 m t

ap bt e c b

ap be ce
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c b
r
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ct bt1

1 1
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.  (20)

Then, md2(t) can be derived based on mr1(t) according to (9). As the 
summation of md1(t) and md2(t), md(t) for the aggregated FDP is thus 
obtained:
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 (21)

From m t c m t s cs dsri

t

di( ) = −( ) −{ }∫
0

exp , we note that 

m t c m t s cs dsr

t

d( ) = −( ) −{ }∫
0

exp  also holds. Therefore, mr (t) is read-

ily obtained as:
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4. Numerical example

In this section, we illustrate the application of the proposed mod-
els to two real software testing datasets.

4.1. Description of the Datasets

The first dataset is from the System T1 data of the Rome Air De-
velopment center (radc) [27]. this dataset is widely used and it 
contains both fault detection data and fault correction data. The cumu-
lative numbers of detected faults and corrected faults during the first 
21 weeks are shown in Table 1. During the debugging, 300.1 hours 
of computer time were consumed and 136 faults were removed. The 
computer time spent in the testing process is used the time scale for 
the FDP and FCP. 

The second dataset is from the testing process of a middle-size 
software project [42, 44]. the cumulative numbers of detected faults 
and corrected faults during the first 17 weeks are listed in Table 2.

Table 1. The dataset from System T1.

Weeks
Computer 

time
(CPU hours)

Cumulative number 
of detected faults 

(md)

Cumulative number of 
corrected faults (mr)

1 4 2 1

2 8.3 2 2

3 10.3 2 2

4 10.9 3 3

5 13.2 4 4

6 14.8 6 4

7 16.6 7 5

8 31.3 16 7

9 56.4 29 13

10 60.9 31 17

11 70.4 42 18

12 78.9 44 32

13 108.4 55 37

14 130.4 69 56

15 169.9 87 75

16 195.9 99 85

17 220.9 111 97

18 252.3 126 117

19 282.3 132 129

20 295.1 135 131

21 300.1 136 136
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4.2. Performance analysis

To illustrate our models, we consider the following three paired 
FDP&FCP models: (1) model with constant debugging lag (abbrevi-

ated as M1); (2) model with δ
γ

t
t

b
( ) = +( )ln 1  (abbreviated as M2); 

and (3) model with exponentially distributed debugging lag (abbrevi-
ated M3). 

We note that the models proposed in Xie, et al. [44] are special 
cases of the proposed FCP&FDP models without considering the de-
pendent faults. For comparison purpose, we also fit the data by the 
three simplified models of M1-M3 with p=1, which are abbreviated 
as M1’, M2’ and M3’, respectively. 

The six models are fitted to the two datasets by the least squares 
method. The least squares method minimizes the mean squared error 
(MSE) between the estimated cumulative numbers of detected and 
corrected faults and the actual cumulative numbers of detected and 
corrected faults. It is calculated as:

MSE MSE MSE= +( ) = ( ) −( ) + ( ) −( )
=

∑
1
2

1
2 1

2 2
d r

i

n
d i d i r i r in

m t m m t m, ,


,  (23)

where md,i, mr,i are the observed cumulative numbers of detected 
faults and corrected faults at time ti,i=1,…,n. The estimated model 
parameters for dataset 1 is given in Table 3.

As can be noticed from Table 1, the estimated parameter a (the to-
tal number of faults) in the three proposed models M1-M3 are close to 
each other. They are all close to 188, which is the number of detected 
faults after three years’ testing, as reported in kapur and younes [18]. 
On the contrary, the models M1’-M3’, which assume no dependent 
faults exist, produce quite large a. Therefore, ignoring the dependent 
faults in the model would result in incorrect total number of faults.

According to the MSE values and the point-wise squared error 
MSEd,i+MSEr,i in Fig. 2, it shows that the paired FDP&FCP model 
with exponentially distributed debugging lag fits the dataset best. On 
the other hand, the model M1, which assumes constant debugging lag, 
also provides a competitive fit. The model assuming time-dependent 
debugging lags provides the least favorable fit. In fact, according to 
the estimated model M3, we can derive that the expected length of the 

debugging lag is 1 26.08
c
= . This is close to the estimated debugging 

lag in M1. Thus, we can infer that there are significant debugging  

lags in the software testing process, and it takes about 25 hours for a 
detected fault to be corrected.

The estimation results by the six models for dataset 2 are pre-
sented in Table 4. Analogous to the dataset 1, the proposed models 
considering both leading and dependent faults are superior to those 

Table 2. The dataset from a middle-size software project.

Weeks Cumulative number of 
detected faults (md)

Cumulative number of 
corrected faults (mr)

1 12 3

2 23 3

3 43 12

4 64 32

5 84 53

6 97 78

7 109 89

8 111 98

9 112 107

10 114 109

11 116 113

12 123 120

13 126 125

14 128 127

15 132 127

16 141 135

17 144 143

Table 3. The estimated model parameters for dataset 1.

Model a b Remark MSE

M1 199.27   0.00717 δ=24.78, p=0.3820 9.0114

M1’ 507.47 0.00110 δ=25.71 10.8924

M2 182.23 0.00955 γ=0.1599, p=0.1374 15.5697

M2’ 1737.64   0.000288 γ=0.0930 26.1383

M3 185.15   0.008456 c=0.03833, p=0.3265 7.8881

M3’ 477.75   0.001177 c=0.03786 10.0985

Fig. 2. Point-wise squared errors of the six fitted models for dataset 1.

Fig. 3. Point-wise squared errors of the six fitted models for dataset 2

Table 4. The estimated model parameters for dataset 2.

Model a b Remark MSE

M1 144 0.3058 δ=1.51,p=0.474 39.5732

M1’ 153.01 0.1487 δ=1.94 41.0015

M2 144 0.3938 γ=0.3112,p=0.0448 49.9352

M2’ 168.36 0.1193 γ=0.2339 104.8889

M3 144 0.3354 c=0.7281,p=0.3551 47.0471

M3’ 156.35 0.1404 c=0.5811 55.1920
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only considering leading faults. In the fitting procedure, we restrict 
the total number of faults a to be no smaller than the faults in the data. 
Therefore, we see that the estimated a are all equal to 144, which is 
the number of the total faults in dataset 2. Among the three models 
M1-M3, the constant debugging lag model provides the best fit. This 
can also be noted from the point-wise squared error in Fig. 3. This 
indicates the debugging lag is almost constant in the software testing 
process.

5. Software release policy

Based on a SRgM, useful information can be inferred to guide 
decision-making. For software projects, one critical decision is to de-
termine the optimal release time [12]. many studies have dealt with 
this problem [13, 19, 21, 32]; see Jain and Priya [14] and boland and 
chuív [1] for an overview. as cost and reliability requirements are 
of great concern, they are often used as objectives for optimizing the 
testing time and release policy [15, 38, 47, 48]. in this section, we 
study the optimal release policies based on the proposed models from 
the cost and reliability perspectives.

5.1. Software release policy based on reliability criterion

Software is usually released when a reliability target is achieved. It 
is reasonable to stop testing when a pre-specified proportion of faults 
are removed. We use T to denote the length of testing and consider the 
ratio of cumulative removed faults to the initial faults in the software 
system as the reliability criterion [11]:

 R T
m T

a
r

1 ( ) = ( ) .  (24)

With a given reliability target R1, the time to reach this reliability 
target is

 T m a Rr1
1

1= ⋅( )− .  (25)

Another criterion is the software reliability, which is defined as 
the probability that no failure occurs during time interval (T,T+ΔT]
given that the software is released at time T. Considering that the re-
liability status of software generally does not change in operational 
phase, the reliability function is:

 R T T T Td2 ∆ ∆|( ) = − ( ) exp ,λ  (26)

where λd (T) is the instantaneous failure intensity at time T. For a 
given target R2 for R2(ΔT│T), the time for the software to reach R2 can 
be solved as minT{T:R2(ΔT│T)≥R2}.

5.2. Software release policy based on cost criterion

For a basic FDP model with mean value function m(t), the follow-
ing cost model is frequently used [43]:

 C T c m T c m m T c T( ) = ( ) + ∞( ) − ( )( ) +1 2 3 ,  (27)

where c1 is the expected cost of removing a fault during testing, c2 is 
the expected cost of removing a fault in the field and c3 is the expected 
cost per unit time of testing.In practice, the cost of removing a fault 
in field is generally greater than that during testing, thus we assume 
c2>c1.

When the correction process is incorporated, the following cost 
model can be constructed:

 C T c m T c m m T c Tr d r( ) = ( ) + ∞( ) − ( )( ) +1 2 3 ,  (28)

where mr(T) is the total number of corrected faults at the time of re-
lease T, and md (∞) – mr(T) is the number of uncorrected faults that 
includes both the undetected faults md (∞) – md(T) and the detected-
but-not-corrected faults md (T) – mr(T). By minimizing the cost mod-
el with respect to T, the optimal release time Tc under the proposed 
framework can be obtained. 

Theorem 1: Under the proposed models in Section 3, the time Tc 
which minimizes C(T) exists. Specifically, there exist 2k(k ≥ 0) non-
negative numbers 0 1 2 2< ≤ ≤…≤ < +∞z z z k  which satisfy that C(T) 

increases on z zj j2 2 1, + ) and decreases on z zj j2 1 2 2+ + ),  with j=0,…,k, 
z0= 0 and z2k+1=+∞. the optimal Tc is determined as 
T C Tc

T z z k
= ( )

∈ …{ }
arg min

, , ,0 2 2
.

Proof: We just need to prove that there exists a Ts such that Cʹ(T) is 
positive for T >Ts. Since C T c m T c m m T c Tr d r( ) = ( ) + ∞( ) − ( )( ) +1 2 3 , we 

have:

 C T c c c Tr
' .( ) = − −( ) ( )3 2 1 λ  (29)

Clearly, Cʹ(0)= c3>0, indicating that C(T) is increasing when T is 
close to zero. We shall prove that λr(T) approaches 0 (or Cʹ(T) ap-
proaches c3) when T approaches +∞. if so, C(T) is increasing when T 
is close to 0 or approaches +∞. consequently, if C(T) has any station-
ary point, it must have even number of stationary points 
0 <z1 ≤z2 ≤⋯≤ z2k< +∞ such that C(T) increases on on z zj j2 2 1, + ) and 

decreases on z zj j2 1 2 2+ + ),  for j=0,…,k, z0=0 and z2k+1=+∞. in the 

following, we shall show that λr(T) approaches 0 when T approach-
es +∞ under the three proposed models.

If the paired model under constant debugging lag assumption is 
used, from (16) we have:

λ δ δδ δ
r

b T b TT pabe ab p bT b e T( ) = + −( ) −( ) ≥− −( ) − −( )1 2 22 , .    (30)

When T approaches +∞, λr(T) approaches 0.
For the paired model with time-dependent debugging lags, ac-

cording to (18) we have:

λd
bT bTT abe a p b bcT b T b cT e( ) ( )( ( ) / ) .( ) ( )= − − + − −− −1 22 2 2   (31)

It can be seen that λd(T) approaches 0 when T approaches +∞. 
Moreover, we have:

λ λ γ
γ
γr dT T

b
T

b T
( ) = − +( )






 −

+( )










1 1 1
1

ln .

As T b T− +( )−1 1ln γ  approaches +∞ when T approaches +∞ for b>c, 
we can see that λr(T) approaches 0 for T → +∞. 

For the paired model under exponentially distributed random de-
bugging lags, we have:

 λr d rT c m T m T( ) = ( ) − ( )( ).  (32)
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Both md (T) and mr (T) approach a as T approaches +∞. thus λr(T)ap-
proaches 0 when T approaches +∞. 

5.3. Software release policy based on mixed criterion

When both reliability requirements and the total cost are consid-
ered, we determine the optimal release time T* that minimizes the 
total cost under the reliability constraint. Accordingly, the problem 
can be formulated as:

Minimize

Subject to

C T c m T c m m T c T

R T
m T

r d r

r

( ) = ( ) + ∞( ) − ( )( ) +

( ) =

1 2 3

1
(( )

≥ ( ) = − ( )  ≥a
R R T T T T Rd1 2 2( ).expor |∆ ∆λ

When the reliability constraint R1(T) is used, we can divide the 
time axis [0,∞) into two types of intervals such that C(T) increases on 
type 1 intervals and decreases on type 2 intervals. The candidates for 
T * comprise of the minimum T on each type 1 interval that satisfies 
R1(T)≥R1. Then, T * is the one among all the candidates that leads to 
the lowest cost.

When the reliability constraint R2(ΔT│T) is used, we can split the 
time axis [0,∞) into four types of intervals such that both R2(ΔT│T) 
and C(T) increase on type 1 intervals, both R2(ΔT│T) and C(T) de-
crease on type 2 intervals, R2(ΔT│T) increases while C(T) decreases 
on type 3 intervals, and R2(ΔT│T) decreases while C(T) increases on 
type 4 intervals. The candidates for T * comprise of the minimum T 
in each type 1 interval that satisfies R2(ΔT│T)≥R2, the maximum T in 
each type 2 interval that satisfies R2(ΔT│T)≥R2, the end points of type 
3 intervals which satisfy R2(ΔT│T)≥R2, and the initial points of type 4 
intervals which satisfy R2(ΔT│T)≥R2. The optimal release time T * is 
the one corresponding to the lowest cost.

5.4. Numerical examples

For illustration, we consider the paired FDP&FCP model with 
constant debugging lag that fits the dataset 1 in Section 4. The model 
parameters are a=199.27, b=0.00717, δ=24.78 and p=0.382. In ad-
dition, we assume c1=$300, c2=$2000, c3=$10, ΔT=12, R1=0.95 and 
R2=0.95. In the following, we present the optimal release time that 
minimizes the cost with specific reliability constraints.

Considering cost criterion and reliability target 1) R1.

From (28), the testing cost under our parameter settings is:

 C T m T Tr( ) = − ( ) +372500 1700 10 .  (33)

On the other hand, the correction process model with given pa-
rameters is:

 

m T
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−T TTe

By substituting mr (T) into (33), it can be derived that C(T) in-
creases on [0,24.78], decreases on (24.78,1030.45) and increases on 
[1030.45,∞). as can be verified, R1(0)<0.95, R1(1030.45)>0.95. Ac-
cording to the analysis in the preceding section, the optimal release 
time is T1 1030 45* .= . Correspondingly, the optimal software testing 
costis C T1 45624 87* .( ) = .

Considering cost criterion and reliability target 2) R2.

When R2(ΔT│T) is used as the reliability constraint, we can de-
rive the following detection rate according to the specified model pa-
rameters:

 λd

T

T
T

T

T T
( ) =

<

+

−

−

0 5458 24 78

0 3584 0 0076

0 00717

0 00717

. , .

( . . ) ,

.

.

e

e ≥≥





 24 78.
.

It can be verified that λd (T) decreases on [0,24.78), increases on 
[24.78,92.07), and decreases on [92.07,∞). accordingly, R2(ΔT│T)
increases on [0,24.78), decreases on [24.78,92.07), and increases on 
[92.07,∞). referring to the analysis in Section 5.3, the axis [0,∞) can 
be divided into a type 1 interval [0,24.78), a type 2 interval 
[24.78,92.07), a type 3 interval [92.07,1030.45 ) and a type 1 interval 
[1030.45,+∞). because R2(ΔT│T) <0.95 for all T∊[0,92.07), there is 
no permissible T in this interval. Therefore, the candidates for the op-
timal T* are the right endpoint 1030.45 of the type 3 interval and the 
minimum T in [1030.45,+∞) that satisfies R2(ΔT│T) ≥0.95. because 
R2(ΔT│1030.45)=0.93<0.95, the optimal *

2T  is found as 
( ){ }arg min 1030.45, | 0.95 1056.81

T
T R T T≥ ∆ ≥ = . The optimal soft-

ware testing cost is C T2 45645 38* .( ) = , which is slightly larger than 

that in the last case. An illustration of the optimal release policies un-
der two scenarios is given in Fig. 4.

6. Conclusion

In this paper, we proposed a framework for the software reliability 
growth modeling. The software testing process was considered as a 
paired fault detection and correction process, and the faults during the 
testing were classified into leading and dependent faults according to 
their detectability. The leading faults can be detected and corrected 
directly, whereas the dependent faults can only be detected until the 
corresponding leading faults are corrected. For both types of faults, 
the FCP was modeled as a delayed FDP. In addition, the FDP of de-
pendent faults depended on the FCP of leading faults. Special paired 
FDP&FCP models were derived under the proposed framework with 
different assumptions on the debugging lag. The application to two 
real software testing datasets revealed the effectiveness and the supe-
riority of the proposed models over existing ones. Under this frame-
work, the optimal software release policy was investigated consider-
ing cost and reliability requirements.

As a direction for future studies, the proposed modeling frame-
work can be extended to incorporate other information or adapt to oth-
er testing environments. For instance, Bayesian technique can be used 
to incorporate prior information and update model parameters when 
more information is available. In addition, the imperfect fault correc-
tion or the fault introduction phenomenon can be incorporated, as it is 
common for debuggers to make mistakes with fault correction.

Fig. 4. Variation of normalized total cost function and software reliability 
functions with testing time
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1. Introduction

Improving equipment performance and increasing productivity 
are the major tasks for the operation of modern multi-purpose techno-
logical equipment. Spur gears are widely used in such equipment and 
gear damage may lead the whole system to failure, so condition moni-
toring is a commonly used way to improve reliability of equipment 
usage. Experimental research is the method most frequently used for 
the investigation of dynamic parameters of equipment. However, an 
experimental way cannot be the only technique for investigating off 
all possible combinations of operating parameters such as speeds and 
loads due to high costs and time spent for determining the causes. 
Mathematical modelling of a physical system employing numerical 
methods has become an effective alternative.

Spur gear mathematical models can be divided into analytical and 
numerical. Review of analytical models, where linear systems have 
been investigated, are presented in ozguven and houser [23]. nowa-
days, usage of these models is limited, they are often used for calcula-
tions of the eigenvalues, also they can be used in systems where main 
research objects are not spur gears. One of the first nonlinear model 
was presented by utagawa [32]. author found out dynamic loads in 
the gear, by using time-variant stiffness. All data was compared with 
experimental investigation. kahraman and Singh [9] investigated 
gear dynamics, when there is a backlash between gear teeth. Maliha 
et al. [18] investigated multibody system: gear, shafts, bearings, also 

backlash was included, others similar models were reviewed in [35]. 
kiekbusch and howard [11] presented equations for rotational gear 
mesh stiffness calculation in their investigation. Saxena et al. [27] 
used modified gear mesh stiffness model, which was based on poten-
tial energy method proposed by yang and lin [37]. the energy stored 
in meshing gear system was assumed to include four components: 
Hertzian energy, bending energy, axial compressive energy and shear 
energy. multi-level gear models are presented in [2, 4, 35]. cheon [2] 
has used Fourier series for mesh stiffness evaluation, backlash be-
tween gear teeth was taken into account and damping was included. 
Fakhfakh et al. [4] stiffness evaluated using time-variant function. 
Vaishya and Singh [33] proposed model where sliding friction in 
mesh was included. he et al. [7] compared five different friction mod-
els, authors investigated friction influence on gear dynamics. Amabili 
and rivola [1] included mesh damping in their work. kuang and lin 
[12], Wojnarowski and onishchenko [36] investigated gear teeth wear 
problem. Walha et al. [34] took bearing deformations and backlashes 
into account, meshing stiffness was proposed as a function. Frolov 
and kosarev [5] investigated which parameters have most significant 
effect to gear dynamics. It was found that main parameters in gear 
dynamics are mesh stiffness, pitch errors, teeth surface errors. Jia 
and howard [8], Fakher et al. [3] investigated pitting problem. litak 
and Friswell [15] investigated teeth breakage, pitch errors. zouari et 
al. [40] investigated teeth crack influence on mesh stiffness, authors 
changed crack level, crack direction, FEM was used for modelling. 

Viktor SKrIcKIJ
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mohammeda et al. [22] investigated tree different types of teeth 
cracks. First, crack is over all teeth and has constant value on every 
teeth width, second, crack depth is crack depth is distributed accord-
ing to a parabolic function; third, crack is growing in all directions. 
As diagnostic parameters RMS and Excess were used, mesh stiffness 
was calculated using potential energy. ma et al. [17] investigated a 
phenomenon of cracked teeth when the incoming tooth pair enters 
contact earlier than the theoretical start of contact, and the outgoing 
tooth pair leaves contact later than the theoretical end of contact. It 
was found that for simulated signals, sideband frequencies, statistical 
features and instantaneous energy can all reflect the fault features of 
the cracked gear.

Various methods, including the measurement of the vibro-acous-
tic signal (VS), oil debris method, sound measurement, acoustic emis-
sion (AE) and temperature measurement could be used for experi-
mental identification of gear condition. VS and AE methods enable 
to identify variations in the condition and the type of a defect. The 
VS is a well-known method applied for testing the rotor system and 
widely described by taylor and kirkland [31]. this method has been 
extensively employed in the diagnostics of the rotor system. AE was 
originally developed for non-destructive testing of static structures; 
however, over the years, its application has been extended to health 
monitoring of rotating machines and bearings [20].

All measured data processing methods could be divided into 
three main domains [30]: time domain, frequency domain and time-
frequency domain. Diagnostic parameters used in time domain are 
presented in Fig. 1, more information about these parameters can be 
found in [6, 10, 14, 16, 19, 21, 24, 25, 26, 38, 39]. Some of them can 
be also used in frequency and in time-frequency domains. Time syn-
chronous averaging can be applied and filtering can be used, if signal 
has a lot of noise. Difference and residual signals are needed for some 
diagnostic parameters used in gear diagnostics [35].

In frequency domain, we can establish the type of the defect. Very 
powerful tool is signal analysis in time-frequency domain, it enables 
investigation of a signal not only according to frequencies, but on 
the time scale as well. It could be useful when a mechanism works 
at non-stationary modes. Methods generally used to process a signal 
in time-frequency scales are Short Time Fourier Transform (STFT), 
Wigner-Ville distribution, Choi-Williams distribution and Wavelet 
transform. Wavelet is not a direct time-frequency representation, but 
time-scale. If compared to STFT, Wavelet uses narrow time windows 
at high frequencies and wide time windows at low frequencies, us-
ing Wavelet transform computing time is decreasing. Skrickij et al. 
[28] showed that using wavelet transform and an extended frequency 
range, AE and VS signal monitoring of the gear unit is much more 
sensitive, and the occurrence of teeth faults and their growth can be 
recognized at an earlier stage.

The conducted analysis of mathematical models for spur gears has 
demonstrated that nonlinear dynamic systems must be examined in 
order to make the models for investigation of the dynamic parameters 
of defective gears. Also, the models of the gears must have the as-
sessed backlashes in the bearings, and between gears. Mesh stiffness 
should be simulated as a time function and depend on the number of 
the pairs of gear teeth involved in the mesh as well as on the place 
of contact. Researchers do not focus on the defective top-part of the 
gear teeth, they mostly focus on teeth crack and pitting problem. The 
defect in the top-part of teeth appears in gearboxes when gears are 
moving in respect to each other during gear shifting.

In this paper diagnostic parameters suitable for determining the 
condition of the gears under investigation are established, frequency 
intervals with the most significant increase in the diagnostic param-
eter values are determined. Also it is found that diagnostic parameters 
are most sensitive to the occurrence and expansion of the defect when 
using the proposed mathematical model. 

2. Mathematical model for defective spur gear

To investigate spur gear defect influence on its dynamical charac-
teristics, nonlinear mathematical model was used. gear is modelled 
as 2D system, only rotation around x axis and displacements in y, z 
directions (Fig. 2) are taken into account; lubrication has not been 
included in the model; gear teeth deformations are taken into account; 
kuang and yang method [13] has been applied for time-variant mesh 
stiffness evaluation; shafts rotation deformations have been taken into 
account, bending and contact deformations have not been included; 
contact deformations in bearings have been estimated; backlash in 
bearings between rotation elements and inner and outer races has been 
estimated; backlash between gear teeth has been estimated; centre dis-
tance error has been evaluated; variations in centre distance due to 
gear work has been evaluated.

Fig. 1. Data processing methods

Fig. 2. Dynamic model of gear with backlash
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Errors may occur in the process of manufacturing, and number of 
faults is growing during gear operation, backlashes are getting wider 
and the flexibility of units is rising, centre distance is changing. The 
centres of gears are moving because rotation torques are applied. As 
for the operating mode of the mechanism, bearing flexibility is grow-
ing thus causing further changes in centre distance. Thus, a mathe-
matical model of the gear train where variations in centre distance are 
evaluated was presented in [29].

Dynamic model of spur gear is presented in Fig. 2. The displace-
ments of points 1 and 2 along a straight line, which is a tangent line to 
the circles of both gears (Fig. 2), are calculated as follows:

 u r q qw w w1 1 2 1 1 1 2 1 1= ⋅ − ⋅ −( ) + ⋅ −( )' ϕ ψ α ψ αsin cos  (1)

 u r q qw w w2 2 3 3 1 1 4 1 1= − ⋅ − ⋅ −( ) + ⋅ −( )' ϕ ψ α ψ αsin cos        (2)

 δ = −u u2 1  (3)

where rw1
'  is radii of the pitch circles; φ2, φ3 are rotation angles; ψ1 

is orientation angle; αw1 is pressure angle; qi is displacement of gear, 
for i = 1, 2, 3, 4; parameters ψ α1 1, , '

w wir  in this case are not constants, 
evaluation of these parameters are presented in [29]. the velocities of 
points 1 and 2 are calculated as follows:

    u r q qw w w1 1 2 1 1 1 2 1 1= ⋅ − ⋅ −( ) + ⋅ −( )' ϕ ψ α ψ αsin cos  (4)

 
   u r q qw w w2 2 3 3 1 1 4 1 1= − ⋅ − ⋅ −( ) + ⋅ −( )' ϕ ψ α ψ αsin cos        (5)

 

 δ = −u u2 1  (6)

where ϕ
ϕ

i
id

dt
=  is angular velocity, for i = 1, 2, 3, 4; q

dq
dti

i=  is 

linear velocity. The influence of the backlash is showed in Fig. 2, pa-
rameter δ is a backlash. The force acting on mesh is obtained from the 
expression:

 F = − − ⋅k c δ δ  (7)

where c is damping coefficient (Fig. 2); k is mesh stiffness determined 
by the method offered by kuang and yang [13], where δ  denotes the 
excess of displacement in view of the backlash of gears:

 δ
δ δ δ δ

δ δ δ
δ δ δ δ
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− >

− ≤ ≤
+ < −









0 0

0 0

0 0

0
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,

when
when

when
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Stiffness of one tooth is evaluated using formulas:

 K r A A X A A X r r
X mi i i

wi

i
( ) = +( ) + +( ) −

+( )0 1 2 3 1

'
 (9)

where:

 A z z zi i i0
2 33 867 1 612 0 02916 0 0001553= + ⋅ − ⋅ + ⋅. . . .  (10)

 A z z zi i i1
2 317 060 0 7289 0 01728 0 0000999= + ⋅ − ⋅ + ⋅. . . .      (11)

 A z z zi i i2
2 32 637 1 222 0 02217 0 0001179= − ⋅ − ⋅ + ⋅. . . .  (12)

 A z z zi i i3
2 36 330 1 033 0 02068 0 0001130= − − ⋅ + ⋅ − ⋅. . . .  (13)

where r is gear radii where load is applied; Xi is a parameter in this 
mathematical model, it is assumed, that Xi = 0; m is gear module; zi is 
number of teeth in gear.

One tooth stiffness:

 k K r bi i= ( ) ⋅ ⋅109  (14)

where b is tooth width, if two teeth are in contact, mesh stiffness 
can be calculated:

 k k k
k k

=
⋅
+

1 2

1 2
 (15)

If four teeth are in contact, stiffness can be evaluated:

 k k k
k k

k k
k k

=
⋅
+

+
⋅
+

1 2

1 2

3 4

3 4
 (16)

If gear tooth has top-part defect, time is decreasing, while four 
teeth are in contact. If tooth is cracked, stiffness of this tooth ki is de-
creasing, meshing stiffness is decreasing too. If there is pitting prob-
lem stiffness of tooth ki is decreasing, also a loss of contact is possible. 
It is very difficult to find the top part defect, because stiffness of tooth 
is not changing significantly (Fig. 4).

Bearing force is found to be:

 F k q a e q
bi b b n

i= − ⋅ + ⋅ −











ι
1 5

1 1 2.
( )

∆
 (17)

where kb is bearing contact stiffness, ∆  is the penetration rate; ab is 
the coefficient; en is the restitution coefficient, iq  denotes the excess 
of displacement in view of the backlash of bearing:
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q when q
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i b i b
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=
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δ δ
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where δb is backlash in bearing.

Axial displacements of gears are determined as:

 m q Fw b1 1 1 1 1⋅ = ⋅ −( ) + F sin ψ α  (19)

 m q F m gw b1 2 1 1 2 1⋅ = − ⋅ −( ) + − ⋅ F cos ψ α  (20)

 m q Fw b2 3 1 1 3⋅ = − ⋅ −( ) + F sin ψ α  (21)

 m q F m gw b2 4 1 1 4 2⋅ = ⋅ −( ) + − ⋅ F cos ψ α  (22)

where b is gravity acceleration, m1 is mass of gear, m2 is mass of 
pinion.
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Equation for gear rotation are presented in Skrickij and Bogde-
vicius [29]. using the presented model different gear defects can be 
explored, such as teeth crack, pitting problem and teeth top defect.

3. Test Rig description and experimental procedure

This investigation involves experimental testing of spur gear to 
obtain its dynamic characteristics under different conditions. For this 
purpose, a series of test were carried out using test rig presented in Fig. 
3, a). One of the engines was operating under motor mode while the 
other had to carry load. Sensors were placed on the bearing housing in 
the vertical direction and vibro-acoustic and acoustic emission signals 
were measured. To measure VS acquisition system MTX 1054, with 
AS-065 sensor, 100 mV/g ( 1 ... 15 000 Hz, ± 3 dB) were used, to 
measure AE signal the data acquisition system Mistras Pocket AE-2, 
with R15α sensor with resonant frequency of 75 kHz was applied. 
A cylindrical spur gear without lubrication was under investigation. 
gear ratio – 1; number of teeth in gears z =30 gear module m =2.5 mm 
gear width b = 10 mm. Revolutions are 1487 RPM and constant load.

To reduce measuring error, each measurement was repeated five 
times. The examined cases cover a working gear and the defective gear 
with 1 and 2 mm removed from the tooth of the drive gear (Fig 3, b).

4. Results of mathematical simulation and model veri-
fication

In this part of paper simulation results as well as results of experi-
mental investigation are presented and verification is made.

Modelling, considering three cases, including a working gear, a 
decrease in the height of the tooth of the gear in 1 mm and in 2 mm, is 

proposed. Detection of such defects is a complex problem and occurs 
only when the upper tooth leaves the mesh Fig.4.

Discrete Wavelet Transform (DWT) and Daubechies 5 (DB5) 
Wavelet were selected to conduct mathematical modelling results and 
experiment. The presented Wavelet has good resolution in the domain 
of low frequencies. The AE signal is resolved into 9 intervals from 0 
to 50 kHz (Fig. 5, b), the VS is resolved into 6 intervals from 0 to 5 
kHz (Fig. 5, a). For investigation, the following diagnostic parameters 
were employed: X1 – Peak, X2 – Peak to Peak, X3 – RMS. Usage of 
these parameters gives good diagnostic results and minimal number 
of faulty diagnosis [28].

Using results of the mathematical simulation the values of diag-
nostic parameters (X1, X2, X3) are calculated in every frequency in-
terval. The examination of the obtained results suggests that mostly 
the values of diagnostic parameters vary in frequency intervals d1 
(2500-5000Hz) and d2 (1250-2500Hz). The X1 parameter has in-
creased by 1.25 times from 2500 to 5000 Hz (d1) after introducing a 
defect of 1 mm, 1.43 times after introducing a defect of 2 mm. Same 
parameter has increased by 1.51 times after introducing a defect of 1 
mm and 1.85 times after introducing a defect of 2 mm in frequency 
interval from 1250 to 2500 Hz (d2) (Fig. 6 a).

The X2 parameter has increased by 1.14 times (Fig. 6 b) from 
2500 to 5000 Hz (d1) after introducing a defect of 1 mm, 1.28 times 
after introducing a defect of 2 mm. Same parameter has increased by 
1.45 times introducing a defect of 1 mm and 1.80 times after introduc-
ing a defect of 2 mm in frequency interval from 1250 to 2500 Hz (d2). 
The increase of X3 parameter (Fig. 7) from 1250 to 5000 Hz wasn’t 
significant.

Fig. 3. a) Test rig for spur gear dynamic research; b) gear with a defect

b)

a)

Fig. 4. The influence of a defect on meshing frequency

Fig. 5. The decomposition of the signal into frequency intervals: a) the Vibro-
acoustic signal is resolved into intervals from 0 to 5 kHz; b) the Acous-
tic Emission signal is resolved into 9 intervals from 0  to 50 kHz

a) b)
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Drive vibrations at three different conditions have been measured. 
The received data was processed by decomposing the signal into fre-
quency intervals. VS signal was divided into 6 intervals (Fig. 5 a), AE 
signal – into 9 (Fig. 5 b). On the basis of the results of mathematical 
modelling, two basic diagnostic parameters X1, X2 have been chosen, 
and also, X3 was checked. 

The use of RMS has not been approved. The results 
and research on mathematical modelling applying the 
AE method demonstrated a fault of a measuring device, 
and that 10-bit resolution was not enough. 

Defects are best determined under high frequencies. 
Variations in parameter X1 are observed within the in-
tervals of 1250-2500Hz and 2500- 5000Hz (Fig. 8). The 
X1 parameter has increased by 2.15 times from 1250 to 
2500 Hz (d1) after introducing a defect of 1 mm, 2.40 
times after introducing a defect of 2 mm. Same param-
eter has increased by 1.53 times in frequency interval 
from 2500 to 5000 Hz (d2) after introducing a defect 
of 1 mm and 1.67 times after introducing a defect of 2 
mm (Fig. 8).

The X2 parameter has increased by 2.19 times 
from 1250 to 2500 Hz (d1) after introducing a de-
fect of 1 mm, 2.38 times after introducing a defect of 
2 mm. Same parameter has increased by 1.56 times 
from 2500 to 5000 Hz (d2) after introducing a defect 
of 1 mm and 1.71 times after introducing a defect of 
2 mm (Fig. 9).

In parallel with measuring of the VS, AS was as-
sessed. The obtained results are presented below. For 
interpretation of AE data in different frequency inter-
vals, the same diagnostic parameters, as in the case of 
VS, are invoked. 

The X1 parameter (Fig. 11) has increased by 1.20 
times in d4 (3125 – 6250 Hz) frequency range, af-
ter introducing a defect of 1 mm, by 1.11 times in d5 
(1562.5 – 3125 Hz) frequency range, by 1.08 times in 

d6 (781.3 – 1562.5 Hz) frequency range, by 3.88 times in d2 (12.5 – 
25 kHz) frequency range, by 2.64 times in d1 (25 – 50 kHz) frequency 
range. After introducing a defect of 2 mm, X1 parameter has increased 

Fig. 6. Results of mathematical modelling, diagnostic parameter: a) X1 (Peak) b) X2 (Peak to 
Peak)

Fig. 7. Results of mathematical modelling, diagnostic parameter X3 (RMS)

Fig. 8. The Vibro-acoustic signal of the gear, diagnostic parameter X1 (Peak)

Fig. 10. The Vibro-acoustic signal of the gear, diagnostic parameter X3 
(RMS)

Fig. 9. The Vibro-acoustic signal of the gear, diagnostic parameter X2 (Peak 
to Peak)
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times in d5 (1562.5 – 3125 Hz) frequency range, by 1.11 times in d6 
(781.3 – 1562.5 Hz) frequency range, by 3.57 times in d2 (12.5 – 25 
kHz) frequency range, by 2.41 times in d1 (25 – 50 kHz) frequency 
range. After introducing a defect of 2 mm, X2 parameter has increased 
by 1.79 times in d3 frequency range, by 1.30 times in d4 frequency 
range, by 1.39 times in d5 frequency range, by 1.18 times in d6 fre-
quency range. In d1 and d2 parameter X2 decreased.

The X3 parameter (Fig. 13) has increased by 1.09 times in d4 fre-
quency range, after introducing a defect of 1 mm, by 1.13 times in d5 
frequency range, by 1.03 times in d6 frequency range, by 1.18 times 
in d2 frequency range, by 2.49 times in d1 frequency range. After in-
troducing a defect of 2 mm, X3 parameter has increased by 1.19 times 
in d5 frequency range, by 1.32 times in d5 frequency range, by 1.15 
times in d6 frequency range, by 1.69 times in d1 frequency range, by 
1.64 times in d2 frequency range.

The analysis of the obtained results using AE indicates that defects 
are observed in the same frequency intervals as with the VS. 
However, RMS parameter, on the contrary to the VS, has in-
creased. The parameter has also risen having processed data, 
and the same results have been received within mathematical 
modelling. While measuring the VS, 10-bit resolution was not 
enough, and therefore data has been distorted. Also, the ap-
plication of the AE method shows that the highest signal gain 
can be noticed under high frequencies starting from 12500 Hz 
and higher. Nevertheless, confidence intervals of parameters 
X1 and X2 vary widely in these frequency intervals. The re-
ceived data do not point to an increase in a defect; however, 
when the defect occurs, the signal changes considerably, and 
therefore this parameter can be used for detecting the defect. 
Same diagnostic parameters but at lower frequencies can be 
employed for the increase of defect.

Numerical values of diagnostic parameters determined in 
mathematical modelling and in the run of natural experiments 
vary. To reach minimum differences, further investigation on 
transmission measurements are required. Also, backlashes 
between the gears, in bearings must be established. However, 
this is not the focus of this paper. For diagnostic purposes, the 
amount of input data is minimal. Most common defects in the 
system are introduced, and investigation into the frequency 
interval where diagnostic parameters change the most is car-
ried out. The proposed model allows assessing the obtained 
material, and the collected findings only prove that.

The effectiveness of the proposed diagnostic features was 
checked by comparing the results using data without wavelet 

decomposition and proposed method, in both cases diagnostic param-
eters where the same Peak (X1), Peak-to-Peak (X2) and RMS (X3). 
Using both methods, best results were obtained using Peak and Peak-to-
Peak parameters, in all the cases proposed method was more sensitive 
to defect increase, minimal difference was 21% using X2 parameter 

Fig. 13. The acoustic emission signal of the gear, diagnostic parameter X3 
(RMS)

by 1.36 times in d4 frequency range, by 1.36 times in d5 frequency 
range, by 1.16 times in d6 frequency range. In d1 and d2 parameter 
X1 decreased. 

The X2 parameter (Fig. 12) has increased by 1.02 times in d3 
(6250 – 12500 Hz) frequency range, after introducing a defect of 1 
mm, by 1.19 times in d4 (3125 – 6250 Hz) frequency range, by 1.09 

Fig. 11. The acoustic emission signal of the gear, diagnostic parameter X1 
(Peak)

Fig. 12. The acoustic emission signal of the gear, diagnostic parameter X2 
(Peak to Peak)

Table 1. Comparison of results

Results using data without wavelet decomposition,
using vibro-acoustic signal (m/s2)

X1 X2 X3

without defect 105.54 182.72 22.05

1 mm defect 178.83 349.99 17.48

diagnostic parameter increase % 69% 95% 21% decrease

2 mm defect 204.38 395.98 17.60

diagnostic parameter increase % 94% 117% 20% decrease

Results using proposed method in frequency range 1250–2500 Hz,
using vibro-acoustic signal (m/s2)

X1 X2 X3

without defect 29.76 57.93 7.52

1 mm defect 64.27 127.08 7.87

diagnostic parameter increase % 116% 119% 5%

2 mm defect 71.52 137.91 7.79

diagnostic parameter increase % 140% 138% 4%
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(gear with 2 mm defect), maximal 47% using X1 parameter (gear with 
1 mm defect).

The applicability of the proposed diagnostic features was proved, 
and proposed method is more sensitive for gear diagnostics with se-
lected defects.

5. Diagnostic algorithm

In this part of paper diagnostic algorithm is presented. Firstly, for 
condition monitoring, the technical parameters of the tested element 
(initial data) must be established. For testing a gear drive we need to 
know bearings number, information about the gear module as well as 
the width and number of teeth and gear ratio. 

When the initial data is established, it is entered into a mathemati-
cal model and simulation takes place. After that defects are included 
into the system and simulation runs a few more times. Dynamical 
characteristics of defective and non-defective gears are compared and 
frequency intervals indicating the most significant variations in diag-
nostic parameters are defined (Fig. 14). 

The conducted research has disclosed that diagnostic parameters 
Peak and Peak to Peak are the best option for spur gear condition 
monitoring using proposed algorithm. Upon the establishment of fre-
quency intervals most sensitive to detecting failures, testing of the real 

equipment can be performed. If there are no defects in system equip-
ment can be used, if there are defects, type of defects can be found and 
decision about equipment usage can be carried out.

6. Conclusions

Algorithm for spur gear condition monitoring has been de-1. 
veloped. The algorithm is based on the mathematical model 
of the spur gear, measurements of Acoustic Emission and 
the Vibro-acoustic signal as well as on data processing using 
Wavelet transform.
The mathematical model of the spur gear has been presented. 2. 
The model contains the evaluated backlashes between teeth, 
time-varying stiffness, variations in the centre distance under 
the working gear and shaft imbalance. The employment of the 
presented model assisted in analysing the dynamics of the gear 
with the removed top-part of the tooth. It was found that di-
agnostic parameters (X1 – Peak, X2 – Peak to Peak) are most 
sensitive to the occurrence and expansion of the defect when 

using the current model.
Frequency intervals with the most significant 3. 

increase in the diagnostic parameter values have 
been determined. For examining the dynamic 
parameters of inspected defective gear, fre-
quency interval from 1250 Hz to 5000 Hz have 
been applied. The measurement of the vibration 
signal and created mathematical model demon-
strate that the most sensitive interval is the one 
between 1250 and 2500 Hz, and an increase in 
parameter X1, in this interval, was by 47 % (1 
mm defect) and 46 % (2 mm defect) larger than 
that in the same parameter, not referring to the 
adopted algorithm. The AE method helps to re-
ceive good results (no errors in detecting defects 
are observed) within frequency intervals from 
780 to 6250 Hz.

Proposed algorithm can be applied on gears 4. 
with different ratios. There is a possibility that 
frequency intervals where the most significant 
increase in the values of diagnostic parameters 
can be seen, will be different from that proposed 
in paper, but they can be calculated easily by us-
ing mathematical model.

Fig. 14. Results of mathematical modelling, diagnostic parameter: a) X1 (Peak) b) X2 (Peak to Peak)
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a deCision diagram based reliability evaluation method 
for multiple phased-mission systems

metoda oCeny niezawodnośCi systemów wielofazowyCh 
w oparCiu o diagramy deCyzyjne

The multiple phased-mission system (MPMS) exists widely in practical engineering, such as aviation, spaceflight and navigation 
fields. Its distinct characteristic is that the system usually performs multiple missions and each mission consists of different phases. 
In this paper, we mainly focus on the reliability analysis for MPMS when the components have to accomplish different missions 
successively. A new modeling method is proposed for MPMS analysis based on the binary decision diagram (BDD) and multi-state 
multi-valued decision diagram (MMDD). Through this method, different phases of missions are combined with in the whole system 
by certain merging rules according to the operating time of a common component. Then, the system reliability can be calculated 
by the common calculation methods of decision diagrams by generating the through. Finally, two case studies are implemented 
to demonstrate the generation of BDD/MMDD models and the evaluation of system reliability. The experiment results verified the 
efficiency and accuracy of the proposed modeling methods.

Keywords: multiple phased-mission systems, binary decision diagram, multi-state multi-valued decision dia-
gram, reliability evaluation.

Systemy wielofazowe (Multiple Phased-Mission Systems, MPMS), t.j. systemy o wielu zadaniach okresowych są powszechnie 
stosowane w praktyce inżynieryjnej, np. w lotnictwie, lotach kosmicznych czy nawigacji. Cechą wyróżniającą tego typu systemy 
jest to, że zazwyczaj wykonują one wiele zadań, z których każde składa się z różnych faz. Głównym tematem poniższej pracy jest 
analiza niezawodności MPMS dla przypadków, kiedy elementy składowe muszą wykonywać różne misje jedna po drugiej. W arty-
kule zaproponowano nową metodę modelowania dla celów analizy MPMS opartą na koncepcji binarnego diagramu decyzyjnego 
(binary decision diagram, BDD) oraz wielostanowego wielowartościowego diagramu decyzyjnego (multi-state multi-valued de-
cision diagram, MMDD). Metoda ta polega na łączeniu różnych faz misji w obrębie systemu za pomocą pewnych reguł łączenia 
wedle czasu pracy wspólnego elementu składowego. Pozwala to na obliczanie niezawodności systemu za pomocą powszechnie 
stosowanych metod diagramów decyzyjnych poprzez generowanie drzew błędów. W pracy zaprezentowano dwa studia przypadku, 
które pokazują, w jaki sposób generuje się modele BDD/MMDD oraz ocenia niezawodność systemu. Wyniki eksperymentów wy-
kazały wydajność oraz trafność proponowanych metod modelowania.

Słowa kluczowe: systemy wielofazowe, binarny diagram decyzyjny, wielostanowy wielowartościowy diagram 
decyzyjny, ocena niezawodności.

Notations

a, b, c, rA  the component in MPMS
r  the ID of a component
w  the total number of components in the system

rAx  state variable of component rA
,m n  state of component

,i j  phase of the system
riAx  state variable of component rA  in phase i

,P Q  mission of the system
iP , iQ  phases of the mission P  and mission Q
rAt      the component rA  which works on the two missions’ time    

    nodes
g,H Boolean functions
index( )

rAx  position of rAx  in the propagation order of all BDD vari-
ables

iF  logical expression of phase i

Acronyms

PMS  phased-mission system
MPMS  multiple phased-mission system
BDD  binary decision diagram
MFTA  multi-state fault tree analysis 
MMDD multi-state multi-valued decision diagram
MSS  multi-state system
DAg  directed acyclic graph 
PDO  phase-dependent operation
ite  if-then-else

1. Introduction

Phased-mission systems (PMS) are very common in practical en-
gineering, where the mission of system usually consists of multiple, 
consecutive, and non-overlapping phases in operation [12, 20, 21]. 
A simple example is that the phases of car-driving mission include 

zhanG S, Sun S, SI S, wanG P. a decision diagram based reliability evaluation method for multiple phased-mission systems. eksploatacja 
i niezawodnosc – maintenance and reliability 2017; 19 (3): 485–492, http://dx.doi.org/10.17531/ein.2017.3.20.
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start, acceleration, deceleration, and stop. During each phase, the sys-
tem has to complete the specific task and may be subject to different 
stresses and environmental conditions as well as different reliability 
requirements [12]. moreover, the system’s functioning principle of 
different phases may change, and hence it is necessary to establish 
distinct models for each phase.

Accurate reliability analysis of PMS must consider the statisti-
cal dependencies of components across different phases, as well as 
the dynamics of system configurations, success criteria, and compo-
nent behavior. In the previous study, researchers mainly focused on 
binary reliability models for PmS. Park and yoo [11] introduced an 
iterative Lagrange technique to maximize the mission reliability of 
PMS by apportioning subsystem reliabilities according to multiple re-
source constraints. dugan [2] proposed an automated analysis method 
of PMS based on the discrete-state continuous-time Markov model. 
kim and Park [4] put forward three cases, whose phase durations are 
deterministic, random variables exponential distribution, to compute 
the mission reliability based on Markov model. Somani and Trivedi 
[13] proposed a boolean algebraic method to analyze PmS reliability, 
and the failure criterion in each phase can be expressed as a fault tree. 
ma and trivedi [8] described an efficient boolean algebraic algorithm 
which combines the fault trees of all the phases into a single fault 
tree with repeated events. zang et al [24] established a method based 
on binary decision diagram (BDD) to analyze the reliability of PMS. 
Jung et al [3] proposed a bdd algorithm for coherent fault tree, where 
the truncated if-then-else (ite) connectives and subsuming could be 
performed in the progress of the BDD structure construction.

Recently, more and more researchers have been concentrated on 
multi-state systems (mSS) and multi-state PmS. tang and dugan [18] 
built the dependence-BDD for reliability analysis of PMS with multi-
mode failures by applying dependence algebra. Xing and dai [22] 
proposed a new modeling approach called multi-state multi-valued 
decision diagrams (MMDD) for the analysis of multi-state systems. 
Shrestha and Xing [14-16] introduced reliability analysis of multi-
state PMS with unordered and ordered states, and used MMDD to 
analyze the importance of components. levitin and Xing [5,6] intro-
duced a recursive algorithm based on conditional probability and an 
efficient recursive formula based on the branch and bound method for 
reliability evaluation of non-repairable PmS. Xing and amari [23] put 
forward an efficient method to evaluate the reliability of k-out-of-n 
systems with identical components subject to phased-mission require-
ments and imperfect fault coverage. Wang and Xing [19] established 
an algorithm for competing failure analysis in PMS with function-
al dependence in one of the phases. zang and bai [25] proposed a 
mathematical model for success probability analysis of PMS based 
on minimal path set and system state analysis methods. Mo and Xing 
[9,10] built a new analytical method based on multi-valued decision 
diagrams for reliability analysis of non-repairable PMS with multi-
mode failures. li and tao [7] combined the bayesian networks with 
event tree and fault tree analysis to analyze PMS based on conditional 
probability by giving expression of the phase-dependency.

Multiple phased-mission systems (MPMS) have been applied in a 
wide range of engineering fields, where a system consists of multiple 
missions. The state of the component at the end of a mission will 
be the beginning state of the same component in the next mission. 
In MPMS, each mission also consists of multiple, consecutive, and 
non-overlapping phases which are accomplished in sequence. For ex-
ample, the operational process of landing gear involves two missions: 
take-off and landing. The take-off mission involves speed skating, 
lifting, and climbing phases. And the landing mission involves land-
ing gear drop-down, level flight, drift down, and skating phases. The 
landing gear system needs to complete both two missions for success 
flight. Compared with PMS, the analysis of MPMS is more difficult 
because a component may work during two missions in sequence. In 
PMS, for the component working in different phases, all the phases 

can be merged as one by existing algorithms. But in the MPMS, it 
is usually assumed that a component have to work in two missions 
in sequence. System structure and the environmental conditions will 
make the state of components more complex. So we need generate 
some new phases for the common component which works on the two 
missions’ time nodes, and then combine all the phases.

The remainder of this paper is organized as follows. Section 2 
presents the basic concept and phase-dependent operation algorithm 
of BDD and MMDD respectively. Section 3 describes the reliability 
evaluation methods of MPMS based on BDD and MMDD. Two ex-
amples are illustrated in Section 4 to show the efficiency and accuracy 
of the proposed modeling methods. Section 5 gives conclusion and 
points out the future work.

2. Methodologies

2.1. Basic concept of BDD

BDD is a rooted, directed acyclic graph representation of a Boolean 
expression based on Shannon decomposition rule [1]. it has two sink 
nodes (outputs), labeled as ‘1’ and ‘0’, which represent a binary-state 
system being either operational or failed. Let ( 1,2,..., )rA r w=  be the 
component. Let w  denote the total number of components in the sys-
tem. The two states of component rA  represented by a Boolean vari-
able, denoted by rAx . Each Boolean variable rAx  can be represented 
using the if-then-else (ite) format as ( ,1,0)

rAite x . In general, the (ite) 
format for expressing Boolean expressions F  (representing the system 
state structure function) in variable rAx  based on Shannon’s decom-
position is: 1 0 1 0( , , )

r A r A r A Ar r r rA x A x A x xF x F x F ite x F F= = = == ⋅ + ⋅ =  . 
In practical engineering, non-sink node usually corresponds to the 
component’s state. By traversing the BDD’s all paths with each path 
pointing to sink node ‘1’, the probability of occurrence of the system 
can be calculated.

Each non-sink node in BDD usually has two outgoing edges, 
called 0-edge and 1-edge, respectively. Supposing there are two sub-
BDD models g and H, then they could be encoded with the Boolean 
expression in the ite format, as:

1 0 1 0 1 0( , , ) ( , , )
r A r A r A A rr r r rA x A x A x x AG x G x G ite x G G ite x G G= = = == ⋅ + ⋅ = = ,

1 0 1 0 1 0( , , ) ( , , )
r A r A r A A rr r r rA y A y A y y AH y H y H ite y H H ite y H H= = = == ⋅ + ⋅ = = .

Phased-mission systems (PMS) are systems in which multiple 
non-overlapping phases of tasks are accomplished in sequence for a 
successful mission. To combine different phases, the operation rules 
for combing two sub-BDD models g and H are as:

 

index index

index index

index index

1 0 1 0

1 1 0 0

1 0

1 0

ite( , , ) ite( , , )

  ite( , , ) ( ) ( )

ite( , , ) ( ) ( )

ite( , , ) ( ) ( )

r r

r r r

r r r

r r r

A A

A A A

A A A

A A A

G H x G G y H H

x G H G H x y

x G H G H x y

y G H G H x y

G H
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,  (1)

Fig. 1. Binary decision diagram
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where the symbol ◊  represents a logic operation (AND or OR) be-
tween two sub-BDD models, the index( ) is assigned to each variable 
to indicate its position in the propagation order of all BDD variables. 
For example, index index( ) ( )

r rA Ax y<  implies that the position of 
the rAy  is behind the position of the rAx  in the order.

To clearly explain the operation rules in equation (1), the detailed 
examples of two sub-bdd models G and h are shown in Fig.2[24]. 
For sub-BDD models g in Fig.2 (a), we know that 1 0G a G a G= ⋅ + ⋅  . 
Since 1 1 0G c c c= ⋅ + ⋅ =  and 0 1 0G b G b b c= ⋅ + ⋅ = ⋅ , then we can 
get G a c a b c a c b c= ⋅ + ⋅ ⋅ = ⋅ + ⋅ . For sub-BDD models H in Fig.2 
(b), we know that 1 0H a H a H= ⋅ + ⋅ . Since 0 1 0H c c c= ⋅ + ⋅ =  
and 1 01H b b H b b c b c= ⋅ + ⋅ = + ⋅ = + , then we can get 

( )H a b c a c a b a c a c a b c= ⋅ + + ⋅ = ⋅ + ⋅ + ⋅ = ⋅ + .

If g and H are connected with “OR” operator, then the combina-
tion process of two sub-BDD models in Fig.2 is shown in Fig.3.

generally, the combination process of sub-BDD models could be 
concluded as follows:

Compare the two sub-BDD models, it is clear that (1) 
index index( ) ( )a a= . According to the rules of equation (1), 
we have 1 1 0 0 ite( , , )a G H G H◊ ◊ .
Compare the (2) 0G  and 0H , we know that index index( ) ( )b c<  . 
According to the rules of equation (1), we can get 

1 0 0ite( , ,0 )b G H H◊ ◊ .
Compare the (3) 1G  and 1H , we have index index( ) ( )c b> . Accrod-
ing to the rules of equation (1), we can get 1 1 0ite( , 1, )b G G H◊ ◊

Simplify the process is as follows:
Because the results of (1) 00 H+  and 1 0G H+  are the same, the 
node b  0-edge and 1-edge all point to the node c. So the node 
b  at left can be removed.

Because the 0-edge of node (2) a  is point to the same sub-tree as 
the 0-edge of node b  at right. One of the two same sub-tree 
can be reduced.

2.2. Basic concept of MMDD

the mmdd is a multi-state extended form of bdd [16]. it is 
a multi-valued logic structure for the natural representation of the 
mSS and is widely used in mSS reliability analysis [17]. the nodes 
MMDD are also divided into two types: sink nodes and non-sink 
nodes. MMDD only has two sink nodes, labeled ‘1’ and ‘0’, which 
indicate that the system is either in state ‘1’ or in state ‘0’. Non-sink 
node in MMDD can have more than two edges where each edge rep-
resents a possible state of the components.

according to [17], logical expression F in mmdd can be repre-
sented as follows:

 
0 1

0 1

0 0 1 1

0 1

0 1

case( , , , )

case( , , , )

A A An

A A An

x x n x n

r x x x n

r n

F

F

F A F A F A F

A F F F

A F F F

= = =

= = =

= ⋅ + ⋅ + + ⋅

=

=







, (2)

Each non-sink node is associated with a multi valued state vari-
able rAx , and rAx m=  means that the component rA  is in state m . 
The mF  can take one of two values: “1” or “0”, indicating that F is in 
or not in state m(m=0,1,2,…,n) respectively. The non-sink note rAx  
has ( 1)n +  possible states and can be in a particular state at a specific 
time. So the logical expression of F has ( 1)n +  possible values. For 
example, when 

rAx m= , 0 10, 0, , 1,..., 0m nF F F F= = = = . When 
sink node rAx is in state m , the value of F is ‘1’; otherwise the value 
is ‘0’, as shown in Fig. 4.

2.3. Phase-dependent operation of decision diagram

in 1999, zang et al [24] published a paper about the application of 
BDD for phased-mission systems and derived a special phased-de-
pendent operation (PDO) as in equations (3) and (4). Let component 

rA  be used in both phase i  and j , i j< . Using ite  format, ,i jF F  
express the Boolean expressions of F is in phase i  and j  , while riAx  
denoted the state variable of component rA  in phase i . Then we have: 

( ) ( ) ( ) ( )1 0 1 01 0 1 0
, , ,

A A A Ari ri rj rj
i i j jx x x x

G F G F H F H F= = = =
= = = = .

 

F ite x F F ite x G G

F i

i A i x i x A

j

ri Ari Ari ri
= ( ) ( )




= ( )

=

= =, , , ,1 0 1 0

tte x F F ite x H HA j x j x Arj Arj Arj
rj

, , , ,( ) ( )










= ( )= =1 0 1 0

     (3)

 F F
ite x G F G F ForwardPDO

ite x G F G F Ba
i j
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ri

rj

◊ =
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1 1 0 cckwardPDO

















 (4)

Fig. 3. Combination of two sub-BDD G and H with “OR” operation

Fig. 4. MMDD of node rAx .

Fig. 2. The detailed examples of two sub-BDD models
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Because BDD modeling process depends on the order of the vari-
ables, there are two types of ordering methods: forward PDO and 
backward PDO. For the forward PDO, the variable order is the same 
as the phase order 

1 2
( , ..., )

r r rsA A Ax x x . In the backward PDO, the vari-
able order is the reverse of the phase order ( 1) 1

( , ..., )
rs r s rA A Ax x x

−
. For 

combined operations, the same component belongs to two sub-BDDs 
but in different phases.

To deal with the MPMS problems, we derive a new MMDD op-
eration for Phase algebra in this paper based on the results of [24]. 
Similarly, two types of ordering methods are considered: forward 
PDO and backward PDO. Let component A appear in both phase i  
and j , i j< , then we have:

F case x F F F case xi A i x i x i x nri Ari Ari Ari
= ( ) ( ) ( )




== = =, , ...0 1 AA n

j A j x j x j

ri

rj Arj Arj

G G G G

F case x F F F

, , ,...

, , ...

0 1

0 1

( ) =

= ( ) ( )= = (( )










= ( ) ==x n A n

Arj
rj

case x H H H H, , ,...0 1

,

(5)

F F
case x G H G H G H G H ForwardPDO

case x
i j

A n

A

ri

rj

◊ =
◊ ◊ ◊ ◊( ), , , ,...0 0 1 2

,, , , ,...G H G H G H G H BackwardPDOn n◊ ◊ ◊ ◊( )














0 1 2

.

(6)

For the forward PDO,(i) 
If 

rAx
 

is failed in phase i  and further it is irreparable, then it 

keeps failed in phase j , i.e, 0
riAx =  implies 0

rjAx = .

F F case x G G G case x H H H

case x

i j A n A n

A

ri rj
◊ = ( )◊ ( )

=
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This derivation uses the equation:

 F F Hj x m j
Ari

( ) = =
=  (8)

Since 
riAx m=

 
is not relevant to H.

For the backward PDO, (ii) 
If rAx  is operational in phase j , then it must be operational in 

phase i , i.e, rjAx n=  implies riAx n= .

F F case x G G G case x H H H
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This derivation uses the equation:

 F F Gi x m iArj
( ) = ==  (10)

Since rjAx m=  is not relevant to g.
In the forward PDO, index( riAx )<index(

rjAx ) when phase i j<  . 
The new MMDD node of the combined sub-MMDD is riAx . The 
0-edge of node riAx  is generated, and the operation is applied to 0G  
and 0H . In order to generate the m-edge of node riAx  in a combined 
MMDD, the operation is applied to ( )1,2,...mG m n=  and the other 
sub-MMDD model H together. In the backward PDO, index( rjAx
)<index( riAx ) when phase i j< . The new MMDD node of the com-
bined sub-MMDDs is rjAx . The n -edge of node rjAx  is generated, 
and the operation is applied to nG  and nH . In order to generate the 
m-edge of node rjAx  in a combined MMDD, the operation is applied 
to ( )0,1,... 1mH m n= −  and the other sub-MMDD model g together.

3. Reliability evaluation methods based on decision 
diagram

The proposed BDD and MMDD methods for MPMS are estab-
lished according to the following assumptions: (1) Each mission 
consists of multiple non-overlapping phases; (2) The component 
completes its missions in sequence. In binary-state MPMS, both a 
system and its components have two and only two states: functioning 
or failed, which are labeled as ‘1’ and ‘0’, respectively. In multi-state 
MPMS, a system has two and only two states, while the components 
may have more than two states.

In order to evaluate the reliability of MPMS by the BDD and 
MMDD methods, we need to build the system structure function for 
each phase. The logical expression (representing the failure of the sys-
tem in the phase) can be obtained by complementing the system struc-
ture function. The graphical representation of the logic expressions 
in terms of logic AND/OR gates gives the fault tree model for each 
phase. Based on the generated fault tree models, the proposed BDD-
based analysis and the MMDD-based analysis can be performed in the 
following four steps:

Step 1: New Phase generation. One component participates in 
multiple missions consecutively. We can see that a new system con-
sists of two missions and there’s a common component which works 
on two missions sequentially. The new system is divided into many 
phases by the common component which works on the two missions’ 
time nodes.

Step 2: Single-Mission BDD/MMDD generation. Traditional 
method can be used for the generation of BDD model for each phase. 
In particular, equation (1) is applied to generate BDD based on the 
fault tree. The MMDD model is generated according to equation (2).

Step 3: Multiple Missions of BDD/MMDD Merged for the Same 
Phase. Based on the result from the Step 1, we need to merge the two 
missions of BDD/MMDD in the same phase. Each phase of the BDD/
MMDD is generated by performing the logic OR operation of the sin-
gle phase BDDs/MMDDs generated in Step 2. In a binary-system, 
equation (4) is applied when operation is performed on two variables 
of different elements. In a multi-state system, equation (6) is applied 
when operation is performed on two variables of different elements.

Step 4: generation of BDD/MMDD for MPMS. In this step, the 
entire MPMS is generated by performing the logic OR operation on 
all the merged BDD/MMDDs generated in Step 3. In a binary-system, 
equation (4) is applied when operation is performed on two nodes 
which belong to the same component but in different phases. In a mul-
ti-state system, equation (6) is applied when operation is performed on 
two nodes that belong to the same component but in different phases.
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4. Illustrative examples

4.1 BDD example

An example is presented to illustrate the application of modeling 
method based on BDD for a system with one component being en-
gaged in two missions: mission P  and mission Q . Mission P  needs 
two components, 1A  and 2A . Mission Q  needs three components, 

1A , 3A , and 4A . During different time periods, component 1A  par-
ticipates in mission P  and mission Q .

Step 1: In the system consisting of mission P  and mission Q , 
the common component 1A  works in both missions sequentially. The 
new system is divided into three phases by the common component 

1A  which works on the two missions’ time nodes. The iP  and iQ  
denoted the phases of the mission P  and mission Q . The first phase 
consists of 1P  and 1Q . The second phase consists of 2Q . The third 
phase consists of 3P  and 3Q .

The input parameters of each component are shown in Table 1, 
which shows the computed conditional reliability for each component 
at each phase, and all the components fail exponentially with constant 
failure rate.

Step 2: A single-mission single-phase BDD is generated. In a bi-
nary-state system, both the system and its components have only two 
states: ‘1’ and ‘0’, which represents the binary-state system and its 
components’ state: either operational or failed.

In mission P  of the phase 1, there are two components: 1A  and 
2A . Each component has two states (0, 1). When 1A  and 2A  are in 

state ‘1’, the system is normal. Fig. 6 shows the BDD model about 
1P  , where riA  denoted the component rA  in phase i .

In mission Q  of the phase 1, there are two components: 3A
 
and 

4A . Each component has two states (0, 1). When both 3A
 
 and 4A   

are in state ‘1’, the system is normal. Fig. 7 shows the BDD model 
about 1Q .

In mission Q  of the phase 2, three are three components: 1A , 3A  , 
4A  and each component has two states (0, 1). When 1A  is in state ‘0’, 
4A  in state ‘1’, the system is normal. When 1A  is in state ‘1’, 3A  in 

state ‘0’, 4A  in state ‘1’, the system is normal. When 1A  is in state 
‘1’, 3A  in the state ‘1’, the system is also normal. Fig. 8 shows the 
BDD model about 2Q .

In mission P  of the phase 3, there are two components: 1A  and 

2A , and each component has two states (0, 1) . When 1A  is in state 
‘1’; or 1A  in state ‘0’, 2A  in state ‘1’, the system is normal. Fig. 9 
shows the BDD model about 3P .

In mission Q  of the phase 3, there are two components: 3A  and 
4A , and each component has two states (0, 1). When both component 
3A  and 4A  are in state ‘1’, the system is normal. Fig. 10 shows BDD 

model about 3Q .
Step 3: BDDs of two sub-missions merged for the same phase. By 

applying equation (4) with the order of
index A index A index A index A index A ind( ) ( ) ( ) ( ) ( )11 21 31 41 12< < < < < eex A

index A index A index A index A index
( )

( ) ( ) ( ) ( )
32

42 13 23 33< < < < < (( )A43 , 

the new BDD for each phase is presented in Fig.11.

Fig. 5. System structure of BDD example

Fig. 7. The BDD model of the phase 1 of the mission Q

Fig. 8. The BDD model of the phase 2 of the mission Q .

Fig. 6. The BDD model of the phase 1 of mission P

Table 1. Input parameters about each component.

component Phase 1 Phase 2 Phase 3

1A 0.968507 0.980199 0.973215

2A 0.984127 0.980172 0.965432

3A 0.974321 0.983543 0.981240

4A 0.995432 0.984201 0.971205



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 3, 2017490

sciENcE aNd tEchNology

Step 4: generation of BDD for MPMS. Perform logic OR opera-
tion to combine the merged BDDs of three phases by applying equa-
tion (4) as shown in Fig.12.

Finally, according to the built BDD for entire MPMS, the overall 
system reliability is 0.829358.

4.2. MMDD example

We assume that a multi-state system is composed of two missions: 
mission P  and mission Q . The step-by-step analysis of the multi-
state MPMS is given as follows.

Step 1: New phase generation. Depending on the mission time 

node of component 4A , mission Q  has one phase: 1Q . Mission P  
can be divided into two phases: 1P  and 2P . In mission Q , phase 

1Q  consists of three components ( 4A , 5A , 6A ) and is finished at 
time ( )4At Q . In mission P , phase 1P  consists of three components  
( 1A  , 2A , 3A ). At time ( )4At Q , component 4A  completes its task in 
mission Q  and starts its task in mission P , meaning that phase 2P  
consists of four components ( 7A , 8A , 9A , 4A ).The new system will 
be divided into two phases: 1) Phase 1 includes 1P  and 1Q ; 2) phase 
2 includes 2P . For the entire system, component 4A  involves in two 
missions during different time periods. Table 2 shows the computed 
conditional reliability for each element at each phase.

Step 2: Built MMDD for each phase. In phase 1 of mission P , 
the Component 1A  has three states (0, 1, and 2); component 2A  and 

3A  have two states (0, 1). When component 1A  is in state ‘1’, 3A  is 
in state ‘1’, the system is normal. When component 1A

 
is in state ‘2’ 

and 2A  in state ‘1’, the system is normal. When component 1A
 
is in 

Fig. 9. The BDD model of the phase 3 of the mission P  

Fig. 13. System structure of MMDD example

Fig. 10. The BDD model of the phase 3 of the mission Q

Fig. 11. Merged BDD models of each phase

Fig. 12. Merged BDD model

Table 2. Input parameters of components.

component Phase 1 Phase 2

1A 0.0101(1), 0.982541(2) -

2A 0.984127 -

3A 0.980789 -

4A 0.986243 0.978568

5A 0.980741 -

6A 0.0101(1), 0.9804(2) -

7A - 0.0131(1), 0.9769(2)

8A - 0.987562

9A - 0.986524
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state ‘2’ and 3A  in state ‘1’, the system is also normal. Fig.14 shows 
the MMDD model for 1P .

In phase 2 of mission P , there are four components, when com-
ponent 4A  is in state ‘1’, 9A  is in state ‘1’ , and 7A  is in state ‘1’ or 

‘2’, the system is normal. If component 8A  
is in state ‘1’, and 7A  is in state ‘1’ or ‘2’, 
the system is also normal. Fig.15 shows the 
MMDD model for 2P .

In phase 1 of mission Q , there are 
three components: 4A , 5A , and 6A . Com-
ponent 4A  and 5A  have two states (0, 1), 
and component 6A  has three states (0, 1, 
and 2). When component 6A  is in state 
‘1’ or ‘2’, 4A  is in state ‘1’, the system is 
normal. When component 6A  is in state 
‘2’ and 5A  in state ‘1’, the system is also 
normal. Fig.16 shows the MMDD model 
for 1Q .

Step 3: Two missions MMDD merged for the same 
phase. Applying equation (6), and using the order 

Fig. 14. The MMDD model of the phase 1 of the 
mission P

Fig. 15. The MMDD model of the phase 2 of the 
mission P

11 21 31 61 41

51 72 82 92 42

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

index A index A index A index A index A
index A index A index A index A index A

< < < <

< < < < <  , 
the new MMDD for each phase is presented in Figs.17- 18.

Step 4: generate MMDD of entire 
MPMS. By performing logic OR opera-
tion to combine the MMDD of first and 
second phases, we obtain the final MMDD 
of MPMS. This is achieved by applying 
equation (6) on the example system, as 
shown in Fig.19. 

Finally, according to the merged 
MMDD for the entire MPMS, the overall 
system reliability is 0.971929.

5. Conclusions

In this paper, we proposed an analyti-
cal method based on BDD and MMDD to 
analyze the reliability for MPMS, where 
the components are engaged in multiple 
phased-missions sequentially. A four-
step procedure is proposed 
to generate the BDD/MMDD 
model for obtaining the reli-
ability value of the MPMS. 
In the MMDD modeling process, the merger regulation was proved. 
And two examples are implemented to prove the feasibility of the 
proposed methods.
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