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Szymiczek m. Ultrasonic and thermal testing as a diagnostic tool for 
the evaluation of cumulative discontinuities of the polyester – glass pipes 
structure. eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 
19 (1): 1–7, http://dx.doi.org/10.17531/ein.2017.1.1.
The aim of the work was to develop a methodology for evaluating the accumulation 
of discontinuities with the application of non-destructive methods. commercial 
polyester-glass pipes produced by a method of helical filament winding were tested. 
The observed discontinuities were the result of post-production flaws, but first of all, 
the aging-fatigue degradation process. evaluation of the degradation degree directly 
related to the process of discontinuities propagation was performed with the use of 
active thermography and ultrasonic inspection. Diagnostic characteristics were the 
heating and cooling rate estimated from the temperature distribution on the heat-
activated surface. in the case of ultrasonic inspection, as the value of the diagnostics 
was assumed, transition time of ultrasonic wave was determined by the application 
of the echo method. Structural changes were indirectly determined on the basis of 
water absorption. it has been found that there is a correlation between the properties 
set out in the non-destructive testing and water absorption. The higher absorption, 
which indicates a greater number of defects, the lower the heating and cooling rate 
and transition time of ultrasonic wave.

Szymiczek m. Badania ultradźwiękowe i termowizyjne jako narzędzie dia-
gnostycznej oceny kumulacji nieciągłości struktury rur poliestrowo-szklanych. 
eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 1–7, 
http://dx.doi.org/10.17531/ein.2017.1.1.
Celem pracy jest opracowanie metodyki oceny kumulacji nieciągłości metodami nienisz-
czącymi. Badaniom poddano handlowe rury poliestrowo-szklane wytwarzana metodą 
nawijania śrubowego. Obserwowane nieciągłości były efektem zarówno wad poproduk-
cyjnych, ale przede wszystkim procesu degradacji starzeniowo-zmęczeniowej. Oceny 
stopnia degradacji bezpośrednio związanej z procesem propagacji nieciągłości dokonano 
przy użyciu termowizji aktywnej oraz defektoskopii ultradźwiękowej. Charakterystyką 
diagnostyczną w przypadku termografii była prędkość nagrzewania i chłodzenia określona 
na podstawie rozkładu temperatury na powierzchni aktywowanej cieplnie. W przypadku 
defektoskopii ultradźwiękowej jako wielkość diagnostyczną przyjęto czas przejścia fali 
ultradźwiękowej wyznaczony metodą echa. Zmiany struktury pośrednio określono na 
podstawie chłonności wody. Stwierdzono, że istnieje korelacja pomiędzy własnościami 
określonymi w badaniach nieniszczących a chłonnością wody. Im wyższa chłonność, co 
świadczy o większej liczbie wad, tym niższe prędkości nagrzewania i chłodzenia oraz 
czas przejścia fali ultradźwiękowej. 

ROdRígueZ-PICón LA. Reliability assessment for systems with two 
performance characteristics based on gamma processes with marginal 
heterogeneous random effects. eksploatacja i Niezawodnosc – maintenance 
and Reliability 2017; 19 (1): 8–18, http://dx.doi.org/10.17531/ein.2017.1.2.
in this paper, a reliability modeling approach for products with two performance 
characteristics related to two degradation processes is developed. The joint mode-
ling of such processes is performed by using a copula function in order to consider 
the dependence structure between degradation processes. The proposed approach 
considers that different random effects affect the stochastic behavior of each perfor-
mance characteristic. For such approach, different bivariate models with marginal 
gamma processes with heterogeneous random effects as marginal distributions are 
considered. As the random effects may differ between performance characteristics, 
different modifications of the structure of the parameters of the gamma process are 
proposed. Such that the random effects affect both the drift and diffusion, just the 
drift, and just the diffusion of the marginal gamma processes. The statistical inferen-
ce of the joint bivariate models is performed via Bayesian approach. The obtained 
results show that a bivariate model with heterogeneous random effects has a slight 
better performance among the proposed models. Which implies that the bivariate 
heterogeneous random effects gamma process models may provide a better approach 
to model multivariate degradation data, and thus a better reliability assessment of 
the product under study.

ROdRígueZ-PICón LA. Ocena niezawodności systemów o dwóch parame-
trach użytkowych oparta na procesach gamma z brzegowymi niejednorodnymi 
efektami losowymi. eksploatacja i Niezawodnosc – maintenance and Reliability 
2017; 19 (1): 8–18, http://dx.doi.org/10.17531/ein.2017.1.2.
W niniejszym artykule opracowano sposób modelowania niezawodności produktów po-
siadających dwa parametry użytkowe związane z dwoma procesami degradacji. Procesy 
takie można modelować łącznie wykorzystując funkcję kopuły, która pozwala na analizę 
struktury zależności między procesami degradacji. Proponowane podejście zakłada, że 
na stochastyczne zachowanie każdego z parametrów użytkowych wpływają różne efekty 
losowe. Przy takim założeniu, należy wziąć pod uwagę różne modele dwuwymiarowe, 
w których rozkłady brzegowe są brzegowymi procesami gamma z niejednorodnymi 
efektami losowymi. Jako że efekty losowe mogą być odmienne dla różnych parametrów 
użytkowych, zaproponowano różne modyfikacje struktury parametrów procesu gamma, 
takie, że efekty losowe wpływają zarówno na dryf jak i dyfuzję, tylko na dryf, lub tylko 
na dyfuzję procesów brzegowych gamma. Wnioskowanie statystyczne dla wspólnych 
modeli dwuwymiarowych przeprowadzono metodą Bayesa. uzyskane wyniki pokazują, 
że dwuwymiarowy model z niejednorodnymi efektami losowymi ma nieznaczną przewagę 
nad pozostałymi zaproponowanymi modelami. Oznacza to, że dwuwymiarowe modele 
procesu gamma z niejednorodnymi efektami losowymi mogą stanowić lepszy sposób 
modelowania wielowymiarowych danych degradacyjnych, tym samym umożliwiając 
lepszą ocenę niezawodności badanego produktu.

PIlCh R. Niezawodność sieci z uszkadzającymi się i odnawianymi połącze-
niami oraz węzłami. eksploatacja i Niezawodnosc – maintenance and Reliability 
2017; 19 (1): 19–25, http://dx.doi.org/10.17531/ein.2017.1.3.
W opracowaniu przedstawiono metodę wyznaczania niezawodności sieci, w których 
elementy (połączenia i węzły) mogą się uszkadzać i są odnawiane. Przedstawiona metoda 
wykorzystuje algorytm faktoryzacji, zaproponowaną metodę π oraz symulację komputero-
wą. na podstawie algorytmu faktoryzacji wyznaczany jest wzór do dokładnego obliczania 
niezawodności sieci jako prawdopodobieństwa połączenia między wybranym zbiorem K 
węzłów (RN(K) ). Obliczana w ten sposób niezawodność dotyczy przypadków gdy tylko 
połączenia mogą się uszkadzać i nie są odnawiane. W celu obliczania niezawodności sieci 
z odnawianymi połączeniami i węzłami wprowadzono quasi uszkodzenia połączeń, które 
występują na skutek uszkodzeń węzłów do nich przyległych – metoda π. Opracowana 
metoda pozwala uwzględnić odnawianie wszystkich elementów sieci po uszkodzeniu jak 
również możliwość wyboru zbioru węzłów (Nf ), które mogą się niezależnie uszkadzać. 
Ponadto rozkłady prawdopodobieństwa czasu pracy do uszkodzenia dowolnie określonych 
zbiorów węzłów i połączeń mogą być różne. do zaproponowanej metody opracowano 
symulacyjny model obliczeniowy, który umożliwia wyznaczenie niezawodności sieci 
(RN(K)(t)) z odnawianymi połączeniami i węzłami. Zgodnie z opracowanym modelem 
wykonano przykładowe obliczenia numeryczne i przedstawiono ich wyniki.

PIlCh R. Reliability evaluation of networks with imperfect and repairable 
links and nodes. eksploatacja i Niezawodnosc – maintenance and Reliability 
2017; 19 (1): 19–25, http://dx.doi.org/10.17531/ein.2017.1.3.
The paper presents the method for determining the reliability of a network whose 
elements (links and nodes) are imperfect (can fail) and repairable. The presented 
method uses the factoring algorithm, proposed π method and computer simulation. 
The factoring algorithm is used to obtain a formula for accurate computation of ne-
twork reliability as a probability of connectedness among the specified set of nodes K 
(RN(K) ). The reliability calculated in this way relates to cases when only links can fail 
and are unrepairable. in order to calculate the reliability of a network with repairable 
links and nodes, we introduced quasi-failures of links which occur as a result of 
failures of adjacent nodes – the π method. The developed method allows accounting 
for the repair of all the network elements after failure, as well as choosing the set of 
nodes (Nf ) which can fail independently. in addition, the probability distributions of 
failure time of freely specified sets of nodes and links can be different. A simulation 
computational model was developed for the method which allows for determining 
the reliability (RN(K)(t)) of a network with repairable links and nodes. examples of 
numerical calculations were performed according to the developed model and the 
results are presented.

BAlleSTeROS A, SAndA R, MAquA M, STePhAn J-l. Zdarzenia eksplo-
atacyjne w elektrowniach jądrowych. eksploatacja i Niezawodnosc – maintenan-
ce and Reliability 2017; 19 (1): 26–30, http://dx.doi.org/10.17531/ein.2017.1.4.
W niniejszej pracy przedstawiono najważniejsze wyniki badania dotyczącego informacji 
zwrotnych na temat doświadczeń z eksploatacji urządzeń przeprowadzonego przez 
european Clearinghouse we współpracy z IRSn oraz gRS. Badanie miało na celu 
analizę zdarzeń, których bezpośrednią lub zasadniczą przyczyną była nieodpowiednia 
eksploatacja urządzeń w elektrowni jądrowej. W badaniu, przeszukiwano bazy danych 
których operatorami są IRSn, gRS, u.S. nRC oraz IAeA IRS w celu wyłonienia istot-
nych zdarzeń eksploatacyjnych z lat 2002-2013. Analiza wybranych zdarzeń pozwoliła 
na sklasyfikowanie ich według dziewięciu kategorii lub grup, które z kolei podzielono na 
rodziny i, jeśli zachodziła taka potrzeba, także na pod-rodziny. W sumie przeanalizowano 
921 zdarzeń. Jedna z klasyfikacji zdarzeń została oparta na kryterium rodzaju utrzymania 
ruchu (okresowe, predykcyjne, planowe oraz korekcyjne). Analiza danych dotyczących 

BAlleSTeROS A, SAndA R, MAquA M, STePhAn J-l. Maintenance 
related events in nuclear power stations. eksploatacja i Niezawodnosc – 
maintenance and Reliability 2017; 19 (1): 26–30, http://dx.doi.org/10.17531/
ein.2017.1.4.
This paper presents the essential results of a study performed by the european 
Clearinghouse on Operational experience Feedback, in cooperation with IRSn and 
gRS, aiming to analyse events where their direct or root cause was an inappropriate 
maintenance at nuclear power stations. The databases of IRSn, gRS, u.S. nRC 
and iAeA iRS were screened to select relevant events related to maintenance that 
took place in the period 2002-2013. The examination of the selected events resulted 
in their classification into nine categories or groups with sub-division in families 
and, if necessary, sub-families. In total 921 events were analysed. One of the event 
classifications performed was according to the type of maintenance (periodic, pre-
dictive, planned and corrective). The operational experience data analysis indicated 
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that 47% of the events reported were related to periodic maintenance. The main 
affected components were „valves”, followed by „electric power components”. The 
main root causes observed are „maintenance performed incorrectly” (e.g., improper 
use of tools, breach of authorization, lapse, etc.), „deficiencies in written procedures 
or documents” and „deficiencies in management or organization”. Regarding the 
impact on safety, the dominant family is „potential effects on safety function” (57%), 
followed by „significant effect on operation” (20%). Based on a detailed analysis of 
selected events, recommendations were developed and some of them are presented 
in this paper. This study highlights that the continuous analysis of maintenance re-
lated events and the efficient utilization of operational experience provide important 
insights for improving the quality of maintenance and for preventing the occurrence 
of unusual events and thus helps to enhance nuclear safety.

doświadczeń operacyjnych wykazała, że 47% zgłaszanych zdarzeń było związanych z 
konserwacją okresową. głównymi elementami, których dotyczyły badane zdarzenia były 
"zawory", a w drugiej kolejności "części elektryczne"  najważniejszymi zasadniczymi 
przyczynami zdarzeń były "nieprawidłowo wykonana konserwacja" (np. nieprawidłowe 
użycie narzędzi, naruszenie autoryzacji, pomyłka, itd), "niedoskonałe procedury pisemne 
lub niedoskonała dokumentacja" oraz "niedociągnięcia w zarządzaniu lub organizacji". 
W odniesieniu do wpływu na bezpieczeństwo, dominującą rodzinę zdarzeń stanowiło 
"potencjalne oddziaływanie na funkcję bezpieczeństwa" (57%), a w drugiej kolejności 
"znaczący wpływ na pracę" (20%) W oparciu o szczegółową analizę wybranych zdarzeń, 
opracowano rekomendacje, z których część przedstawiono w niniejszym artykule. Oma-
wiane badanie zwraca uwagę na fakt, iż ciągła analiza zdarzeń eksploatacyjnych oraz 
skuteczne wykorzystanie doświadczeń z eksploatacji dostarczają istotnej wiedzy na temat 
możliwości doskonalenia jakości utrzymania ruchu oraz zapobiegania występowaniu zda-
rzeń, pomagając w ten sposób zwiększyć bezpieczeństwo produkcji energii jądrowej.

geRdeS M, gAlAR d, SChOlZ d. Wykorzystanie drzew decyzyjnych 
oraz wpływu parametrów ekstrakcji cech do projektowania odpornych sieci 
czujników. eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 
(1): 31–42, http://dx.doi.org/10.17531/ein.2017.1.5.
niezawodne monitorowanie stanu wymaga niezawodności czujników i pochodzących 
z nich informacji. Systemy złożone są zazwyczaj monitorowane przez wiele czujników, 
co pozwala na  ocenę stanu technicznego oraz aspektów eksploatacyjnych. gdy jeden 
z czujników ulega uszkodzeniu, uniemożliwia to obliczenie bieżącego stanu systemu 
z dotychczasową niezawodnością lub uzyskanie kompletnych informacji o bieżącym 
stanie. Stan można co prawda monitorować nawet przy niekompletnych danych, ale 
wyniki takiego monitorowania mogą nie odpowiadać rzeczywistemu stanowi systemu.  
Sytuacja taka ma miejsce w szczególności, gdy uszkodzony czujnik jest odpowiedzialny 
za monitorowanie istotnego parametru systemu. Problem uszkodzenia czujnika można 
rozwiązywać na dwa sposoby. Pierwszy polega na zwiększeniu złożoności systemu, co 
umożliwia jego sprawniejsze działanie w sytuacji, gdy dane są niekompletne. drugim 
sposobem jest wprowadzenie nadmiarowego sprzętu (hardware'u) lub oprogramowania. 
niezawodność czujników stanowi krytyczny aspekt systemu. Oczywiście, ze względu 
na ograniczenia przestrzenne, ekonomiczne i środowiskowe nie wszystkie czujniki w 
systemie mogą być nadmiarowe. Redundancja powinna dotyczyć wszystkich czujników, 
które dostarczają istotnych informacji na temat stanu systemu, natomiast dopuszczalne 
są błędy mniej ważnych czujników. W niniejszej pracy pokazano jak obliczać istotność 
informacji o systemie dostarczanych przez poszczególne czujniki z wykorzystaniem me-
tod przetwarzania sygnałów oraz drzew decyzyjnych. Zademonstrowano również w jaki 
sposób parametry przetwarzania sygnałów wpływają na poprawność klasyfikacji metodą 
drzewa decyzyjnego, a tym samym na poprawność dostarczanych informacji. drzew 
decyzyjnych używa się do obliczania i porządkowania cech w oparciu o przyrost infor-
macji charakteryzujący poszczególne cechy. Podczas weryfikacji zastosowanej metody, 
drzewa decyzyjne wykorzystano do klasyfikacji uszkodzeń celem przedstawienia wpływu 
różnych cech na dokładność klasyfikacji. Pracę kończy analiza wyników eksperymentów 
pokazujących w jaki sposób zastosowana metoda pozwala na klasyfikację różnych błędów 
z 75-procentowym prawdopodobieństwem oraz jak różne opcje ekstrakcji cech wpływają 
na przyrost informacji.

geRdeS M, gAlAR d, SChOlZ d. Decision trees and the effects of 
feature extraction parameters for robust sensor network design. eksplo-
atacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 31–42, 
http://dx.doi.org/10.17531/ein.2017.1.5.
Reliable sensors and information are required for reliable condition monitoring. 
complex systems are commonly monitored by many sensors for health assessment 
and operation purposes. When one of the sensors fails, the current state of the system 
cannot be calculated in same reliable way or the information about the current state 
will not be complete. condition monitoring can still be used with an incomplete state, 
but the results may not represent the true condition of the system. This is especially 
true if the failed sensor monitors an important system parameter. There are two 
possibilities to handle sensor failure. One is to make the monitoring more complex 
by enabling it to work better with incomplete data; the other is to introduce hard or 
software redundancy. Sensor reliability is a critical part of a system. Not all sensors 
can be made redundant because of space, cost or environmental constraints. Sensors 
delivering significant information about the system state need to be redundant, but 
an error of less important sensors is acceptable. This paper shows how to calculate 
the significance of the information that a sensor gives about a system by using signal 
processing and decision trees. it also shows how signal processing parameters in-
fluence the classification rate of a decision tree and, thus, the information. decision 
trees are used to calculate and order the features based on the information gain of 
each feature. during the method validation, they are used for failure classification to 
show the influence of different features on the classification performance. The paper 
concludes by analysing the results of experiments showing how the method can 
classify different errors with a 75% probability and how different feature extraction 
options influence the information gain.

KOnIuSZy A, KOSTenCKI P, BeRgeR A, gOlIMOWSKI W. Wykorzystanie 
mocy ciągnika rolniczego w pracach polowych. eksploatacja i Niezawodnosc 
– maintenance and Reliability 2017; 19 (1): 43–47, http://dx.doi.org/10.17531/
ein.2017.1.6.
Ocena stanu obciążenia silnika spalinowego w pojeździe podczas eksploatacji jest 
przedmiotem wielu prac badawczych. W artykule przedstawiono nową metodę oceny 
wykorzystania mocy silnika ciągnika rolniczego eksploatowanego podczas orki. Zapre-
zentowano wyniki badań porównawczych nad  wykorzystaniem mocy ciągnika John deere 
8330 (230 kW) w odniesieniu do powierzchni uprawianych pól: A (26 ha), B (12,74 ha) i 
C (3,22 ha). do analizy danych pomiarowych zastosowano po raz pierwszy statystyczną 
metodę grupowania punktów pomiarowych. na podstawie wyników badań stwierdzono 
silną korelację dodatnią pomiędzy powierzchnią pól a stanem obciążenia silnika: 75,2% 
pole A; 68,8% pole B; 46,8% pole C. Opracowany wskaźnik efektywnego wykorzystania 
mocy silnika ciągnika rolniczego wyniósł odpowiednio: 0,62, 0,58 i 0,39. Stwierdzono, 
że uzyskane wartości wskaźnika efektywności wykorzystania mocy silnika mogą być 
przydatne do optymalizacji pracy ciągnika w pracach polowych.

KOnIuSZy A, KOSTenCKI P, BeRgeR A, gOlIMOWSKI W. Power 
performance of farm tractor in field operations. eksploatacja i Nieza-
wodnosc – maintenance and Reliability 2017; 19 (1): 43–47, http://dx.doi.
org/10.17531/ein.2017.1.6.
many studies have examined the effects of agriculture tractor engine energy per-
formance. This paper presents an evaluation method of such engine actual power 
use during plowing operations. it includes results of a comparative study of power 
performance of a 230 kW tractor model John deere 8330 subject to soil plowing 
operations as a function of field size: A (26 ha), B (12.74 ha), C (3.22 ha). Statistical 
data clustering, a relatively novel approach in studies on actual utilization of engine 
power, was used. A positive correlation was observed between field size and the active 
state of the engine: 75.2% field A; 68.8% field B; 46.8% field C. The actual power 
utilization of agriculture tractor engine as a function of field size was 0.62, 0.58 and 
0.39 respectively for the three fields used in this study. With this evaluation approach, 
performance indexes of operational power performance in various conditions were 
obtained for possible use in optimization of plowing operations.

BłAChnIO J, BOgdAn M, ZASAdA d. Wpływ podwyższonej temperatury 
na trwałość łopatek turbiny gazowej. eksploatacja i Niezawodnosc – maintenan-
ce and Reliability 2017; 19 (1): 48–53, http://dx.doi.org/10.17531/ein.2017.1.7.
W artykule przedstawiono wyniki badań mikrostruktury łopatek wirnika turbiny wykona-
nych z nadstopów na bazie niklu. Celem badań było określenie skutków oddziaływania 
wysokiej temperatury na stabilność mikrostruktury materiału łopatek. Stopień zaawansowa-
nia zmian mikrostruktury nadstopu po oddziaływaniu wysokiej temperatury porównywano 
ze stanem mikrostruktury łopatek nowych. Materiałem do badań były łopatki ze stopów 
typu eI 867 oraz ŻS 32. Badania mikrostruktury łopatek poddawanych oddziaływaniu 
wysokiej temperatury oraz łopatek po eksploatacji wykazały występowanie niekorzyst-
nych zmian w stosunku do mikrostruktury łopatek nowych. Stwierdzono, że przyczyną 
niekorzystnych zmian w mikrostrukturze było przegrzanie nadstopu. łopatka w takim 

BłAChnIO J, BOgdAn M, ZASAdA d. Increased temperature impact 
on durability of gas turbine blades. eksploatacja i Niezawodnosc – ma-
intenance and Reliability 2017; 19 (1): 48–53, http://dx.doi.org/10.17531/
ein.2017.1.7.
The paper presents the research results of a microstructure of the turbine rotor blades 
made of nickel-based super alloys. The purpose of the research was to determine 
the high temperature impact on the microstructure stability of the material of the 
blades. The degree of advancement of the super alloy microstructure changes after 
the exposure to high temperature was compared to the mictrostructure condition of 
new blades. The research material includes blades made of eI 867 and ŻS 32 types 
of alloys. The microstructure research of blades subject to the high temperature 
impact, and the blades after operation showed the occurrence of adverse changes in 
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relation to the microstructure of new blades. it was found that the cause of adverse 
changes in the microstructure was the super alloy overheating. The blade in such a 
condition has low heat and creep resistance. The element, in which the overheating 
will occur, is exposed to damage, which usually entails faulty turbine operation. 
This type of damage is removed during the engine major repair, which is associated 
with huge costs.

stanie wykazuje niską żaroodporność oraz żarowytrzymałość. element, w którym wystąpi 
przegrzanie jest narażony na uszkodzenie, co przeważnie pociąga za sobą wadliwą pracę 
turbiny. Tego typu uszkodzenia usuwa się w trakcie naprawy głównej silnika co wiąże 
się z ogromnymi kosztami.

RuSeK J. Application of Support Vector Machine in the analysis of the 
technical state of development in the LGOM mining area. eksploatacja 
i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 54–61, http://
dx.doi.org/10.17531/ein.2017.1.8.
The paper presents the results of the analysis of technical wear of buildings located 
within impact of mining plant in the legnica - głogów Copper district ( lgOM ). 
The study used method related to neural networks, support vector (Support Vector 
Machine) in regression approach ε-SVR (Support Vector Regression). The aim of the 
study was to assess the impact of variables describing the structural protection and 
renovations on the course modeled phenomenon. The basis for the analysis was created 
model of technical wear of buildings in the form of a network ε-SVR. In addition 
to the variables determining the level of structural protection and renovations in the 
model included variables describing: terrain deformation, mining intensity tremors 
and the age of the buildings. The choice of model parameters were performed using, 
as gradientlessness optimization method, genetic algorithm. Based on the established 
model ε-SVR two types of sensitivity analysis were applied. Assessing the impact 
of the structural protections have been studying by the analysis of variability of the 
gradient vector for the modeled hypersurface. The analysis of the impact of renovations 
on the course modeled process was carried out based on the comparator simulation 
results of  ε-SVR model. The results confirmed the usefulness of the methodology 
of research and allowed to draw important conclusions on the impact of analyzed 
factors on the technical wear traditional buildings lgOM.

RuSeK J. Zastosowanie metody Support Vector Machine w analizie stanu 
technicznego zabudowy terenu górniczego LGOM. eksploatacja i Niezawodnosc 
– maintenance and Reliability 2017; 19 (1): 54–61, http://dx.doi.org/10.17531/
ein.2017.1.8.
W pracy przedstawiono wyniki analizy zużycia technicznego budynków zlokalizowanych 
w zasięgu wpływów eksploatacji górniczej na terenie legnicko-głogowskiego Okręgu 
Miedziowego (lgOM). W badaniach zastosowano pokrewną sieciom neuronowym me-
todę wektorów podpierających (Support Vector Machine) w podejściu regresyjnym ε-SVR 
(Support Vector Regression). Celem badań było uzyskanie oceny wpływu zmiennych 
opisujących zabezpieczenia konstrukcyjne i remonty na przebieg modelowanego zjawi-
ska. Podstawą do analiz był utworzony model zużycia technicznego budynków w postaci 
sieci ε-SVR. Oprócz zmiennych określających poziom zabezpieczeń konstrukcyjnych i 
remontów, w modelu uwzględniono zmienne opisujące: deformacje terenu pochodzenia 
górniczego, intensywność wstrząsów oraz wiek budynków. dobór parametrów modelu 
przeprowadzono z wykorzystaniem, jako bezgradientowej metody optymalizacyjnej, 
algorytmu genetycznego. Bazując na utworzonym modelu ε-SVR przeprowadzono 
dwurodzajową analizę wrażliwości. Oceny wpływu zabezpieczeń konstrukcyjnych do-
konano badając zmienność wektora gradientu modelowanej hiperpowierzchni. natomiast 
analiza wpływu remontów na przebieg modelowanego procesu została przeprowadzona 
na bazie komparacji wyników symulacji modeluε-SVR. Wyniki badań potwierdziły 
przydatność przyjętej metodyki badań oraz pozwoliły na sformułowanie istotnych wnio-
sków dotyczących wpływu analizowanych czynników na zużycie techniczne tradycyjnej 
zabudowy lgOM.

dOMBeK g, nAdOlny Z. Właściwości cieplne mieszaniny estrów synte-
tycznych i estrów naturalnych w aspekcie zastosowania w transformatorach 
dużej mocy. eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 
19 (1): 62–67, http://dx.doi.org/10.17531/ein.2017.1.9.
W artykule przedstawiono wyniki badań właściwości cieplnych mieszaniny estrów 
syntetycznych i estrów naturalnych, w aspekcie ich zastosowania w układzie chłodzenia 
transformatora wysokiego napięcia w trakcie jego eksploatacji. Badanymi właściwościami 
analizowanej mieszaniny były przewodność cieplna właściwa λ, lepkość kinematyczna υ, 
gęstość ρ, ciepło właściwe cp oraz rozszerzalność cieplna β. W oparciu o przedstawione 
wyniki badań określono współczynnik przejmowania ciepła α mieszaniny estrów syntetycz-
nych i estrów naturalnych. Współczynnik ten określa zdolność cieczy elektroizolacyjnej 
do transportu ciepła w transformatorze, warunkując tym samym jego niezawodność. do 
badań wykorzystano następujące procentowe proporcje mieszaniny obu estrów: 100/0, 
95/5, 80/20, 50/50. 20/80, 5/95, 0/100. Pomiary przeprowadzono dla temperatury: 25ºC, 
40ºC, 60ºC i 80ºC.

dOMBeK g, nAdOlny Z. Thermal properties of a mixture of synthetic 
and natural esters in terms of their application in high voltage power 
transformers. eksploatacja i Niezawodnosc – maintenance and Reliability 
2017; 19 (1): 62–67, http://dx.doi.org/10.17531/ein.2017.1.9.
The article presents research results of thermal properties of mixtures of synthetic 
and natural esters in terms of their application in the cooling system of a high-voltage 
power transformer during its operation. The investigated properties of an analysed 
mixture were: thermal conductivity coefficient λ, kinematic viscosity υ, density ρ, 
specific heat cp, and thermal expansion β. On the basis of presented research results, 
the authors determined the heat transfer factor α of a mixture of synthetic and natural 
esters. This factor defines the ability of an insulating liquid to transport heat in the 
transformer, thus determining its reliability. For the research the authors used the 
following percentage proportions of the mixture of both the esters: 100/0, 95/5, 80/20, 
50/50, 20/80, 5/95, 0/100. The measurements were taken for the temperatures: 25ºC, 
40ºC, 60ºC, and 80ºC.

nOWAKOWSKA M. Przestrzenny i czasowy aspekt wyboru rozkładów 
apriorycznych i danych dla funkcji wiarygodności dla modeli bayesowskich 
w analizach bezpieczeństwa ruchu drogowego. eksploatacja i Niezawodnosc 
– maintenance and Reliability 2017; 19 (1): 68–75, http://dx.doi.org/10.17531/
ein.2017.1.10.
Parametry bayesowskiego modelu regresji nie są wartościami stałymi tylko zmiennymi 
losowymi opisanymi przez pewne rozkłady aposterioryczne. W celu zdefiniowania takiego 
rozkładu łączy się  dwa źródła informacji: (1) rozkład aprioryczny, który reprezentuje 
wcześniejszą wiedzę o parametrze modelu oraz (2) funkcję wiarygodności (wiarygodność 
bayesowską), która uaktualnia wiedzę a’priori. Oba te elementy są przedmiotem badań 
w kontekście wykorzystania podejścia bayesowskiego w analizach bezpieczeństwa 
ruchu drogowego. Badaniom podlega model wielokrotnej regresji logistycznej, który 
klasyfikuje status zdarzenia drogowego. W modelu uwzględniono trzy grupy zmiennych 
objaśniających: charakterystyki miejsca lokalizacji wypadku, cechy kierującego sprawcy 
oraz atrybuty wypadku. Ponieważ wypadki drogowe są rozproszone w czasie i przestrzeni, 
zaproponowano i poddano dyskusji dwa aspekty wyboru źródeł informacji w procedurze 
modelowania bayesowskiego: czasowy i przestrzenny. W obu podejściach rozkłady 
aprioryczne są definiowane na podstawie danych wybranych jako te, które generują uogól-
nioną wiedzę o parametrach modelu, tworząc tło podlegające modyfikacji – w ten sposób 
wiedza aprioryczna ma cechę informatywności. Wiarygodność bayesowska, modyfikująca 
rozkłady a’priori, jest definiowana za pomocą danych wprowadzających: (1) informację 
specyficzną dla wybranej drogi – w przypadku aspektu przestrzennego lub (2) informację 
najnowszą – w przypadku aspektu czasowego. Zaproponowane podejście zilustrowano w 
eksperymentach badawczych i  przedstawiono wynikające z nich wnioski.

nOWAKOWSKA M. Spatial and temporal aspects of prior and likelihood 
data choices for Bayesian models in road traffic safety analyses. eksplo-
atacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 68–75, 
http://dx.doi.org/10.17531/ein.2017.1.10.
In a Bayesian regression model, parameters are not constants, but random variables 
described by some posterior distributions. In order to define such a distribution, two 
pieces of information are combined: (1) a prior distribution that represents previous 
knowledge about a model parameter and (2) a likelihood function that updates prior 
knowledge. Both elements are analysed in terms of implementing the Bayesian 
approach in road safety analyses. A Bayesian multiple logistic regression model that 
classifies road accident severity is  investigated. Three  groups of input variables 
have been considered in the model: accident location characteristics, at fault driver’s 
features and accident attributes. Since road accidents are scattered in space and time, 
two aspects of information source choices in the Bayesian modelling procedure are 
proposed and discussed: spatial and temporal ones. in both aspects, priors are based 
on selected data that generate background knowledge about model parameters – thus,  
prior knowledge has an informative property. Bayesian likelihoods which modify  
priors are data that deliver: (1) information specific to a road – in the spatial aspect 
or (2) the latest  information – in the temporal aspect. The research experiments were 
conducted to illustrate the approach and some conclusions have been drawn. 

Chen X, Xu d, XIAO L. Wspólna optymalizacja wymiany i zamawiania 
części zamiennych dla krytycznego komponentu obrotowego na podstawie 
dotychczasowego sygnału stanu. eksploatacja i Niezawodnosc – maintenance 
and Reliability 2017; 19 (1): 76–85, http://dx.doi.org/10.17531/ein.2017.1.11.

Chen X, Xu d, XIAO L. Joint optimization of replacement and spare 
ordering for critical rotary component based on condition signal to date. 
eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 
76–85, http://dx.doi.org/10.17531/ein.2017.1.11.
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it is widely accepted that condition-based replacement can not only make full use of 
components, but also decline inventory cost if the procurement of spare parts can be 
triggered upon accurate failure prediction. most of the existing degradation or failure 
prediction models and approaches are population-based failures or suspensions, na-
mely, to predict the failure time of a component, there are some failure or suspension 
histories of same type or similar components which can be used as reference. however, 
in practice, there exists the phenomenon in which no failure or suspension histories 
for some components can be used, what can be utilized is just the collected condition 
monitoring signals to date. In that case, failure time and probability are difficult to 
be estimated accurately. in this paper, a novel degradation prediction approach is 
introduced. meantime, a new failure probability estimation function is developed 
based on component “service time” and “degradation extent” simultaneously. Then 
replacement and spare part ordering are jointly optimized according to the estimated 
failure probability. The optimization objective is to minimize long-run cost rate. Two 
bearing datasets are used to validate the proposed approach. 

Powszechnie przyjmuje się, że  wymiana w oparciu o stan techniczny pozwala nie tylko 
na pełne wykorzystanie elementów składowych, ale także na zmniejszenie kosztów 
magazynowych (związanych z przechowywaniem zapasów) jeśli zamawianie części za-
miennych da się powiązać z trafnym prognozowaniem uszkodzeń. Większość istniejących 
modeli i teorii predykcji degradacji lub uszkodzeń opiera się na danych populacyjnych 
o uszkodzeniach lub zawieszeniu pracy co oznacza,  że czas uszkodzenia komponentu 
przewiduje się w odniesieniu do historii uszkodzeń lub zawieszeń pracy tego samego 
typu lub podobnego typu elementów składowych. Jednak w praktyce zdarza się, że dla 
niektórych komponentów nie istnieją historie uszkodzeń lub zawieszenia pracy, do któ-
rych można by się odnieść; jedyne co można wykorzystać to zgromadzone dotychczas 
sygnały z monitorowania stanu. W takim przypadku, trudno jest ocenić dokładnie czas i 
prawdopodobieństwo wystąpienia uszkodzenia. W niniejszej pracy, przedstawiono nowa-
torskie podejście do przewidywania degradacji. Opracowano nową funkcję szacowania 
prawdopodobieństwa uszkodzenia opartą na jednoczesnym wykorzystaniu "czasu pracy" 
oraz "stopnia degradacji" komponentu. następnie wspólnie zoptymalizowano procesy 
wymiany i zamawiania części zamiennych zgodnie z  szacowanym prawdopodobieństwem 
wystąpienia uszkodzenia. Celem optymalizacji była minimalizacja długoterminowego 
wskaźnika kosztów . Poprawność proponowanego podejścia zweryfikowano z wykorzy-
staniem dwóch zbiorów danych dotyczących łożysk.

SMOlInSKI M, PeRKOWSKI T, MySTKOWSKI A, dRAgAŠIuS e, eIdu-
KynAS d, JASTRZeBSKI RP. Integracja łożyskowanego magnetycznie 
zasobnika energii kinetycznej z układem paneli fotowoltaicznych dla zasto-
sowań w gospodarstwach domowych – modelowanie i analiza. eksploatacja i 
Niezawodnosc – maintenance and Reliability 2017; 19 (1): 86–94, http://dx.doi.
org/10.17531/ein.2017.1.12.
W artykule przedstawiono wstępne badania zintegrowanego układu paneli fotowoltaicz-
nych z łożyskowanym magnetycznie zasobnikiem energii kinetycznej. głównym celem 
pracy jest próba integracji elementów elektrycznych i mechanicznych wysokoobrotowego 
elektromechanicznego magazynu energii kinetycznej jako urządzenia uPS z układem 
paneli fotowoltaicznych. W szczególności przeprowadzono obliczenia najważniejszych 
parametrów elektrycznych łożyskowanego magnetycznie zasobnika energii połączonego z 
układem paneli fotowoltaicznych celem jego integracji z trakcją sieci elektrycznej niskiego 
napięcia. Wykorzystując pakiety oprogramowania: CAd, SolidWorks i Matlab, wykonano 
badania symulacyjne wskaźników wytrzymałości koła zamachowego zasobnika energii 
kinetycznej w szerokim zakresie prędkości obrotowej dla dwóch różnych typów mate-
riałów kompozytowych. następnie, wykorzystując między innymi narzędzia Simscape, 
przeprowadzono optymalizację elementów systemu celem dopasowania jego głównych 
parametrów do wymagań stawianym domowym instalacjom fotowoltaicznym z akumu-
latorami energii elektrycznej. Wyniki badań symulacyjnych, przeprowadzone w cyklach 
krótko‒ i długo‒ czasowych, układu paneli fotowoltaicznych zintegrowanych z elektro-
mechanicznym akumulatorem energii potwierdziły wstępne obliczenia i założenia. 

SMOlInSKI M, PeRKOWSKI T, MySTKOWSKI A, dRAgAŠIuS e, 
eIduKynAS d, JASTRZeBSKI RP. AMB flywheel integration with 
photovoltaic system for household purpose – modelling and analysis. 
eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 
86–94, http://dx.doi.org/10.17531/ein.2017.1.12.
Abstract―This paper presents the design and investigation of a photovoltaic‒fly-
wheel system for household purposes. The main goal of this work is the electrical 
and mechanical integration of the electromechanical high speed kinetic energy 
storage as uPS (uninterruptible Power Supply) with photovoltaic solar system. The 
paper contains calculation and division of photovoltaic panels system according to 
its integration with active magnetic bearing (AMB) flywheel and external electric 
grid. The photovoltaic solar installation costs as well as its size were considered. The 
composite shell AMB flywheel prototype configuration design (using CAd-software) 
and two different material variants are investigated and presented. in particularly, the 
structural composite shell stress calculations of two different materials vs rotational 
speed are performed using a direct coupling of SolidWorks and Matlab software. The 
analytical calculations of PV‒flywheel system are provided in order to choose optimal 
type of photovoltaic panels according to motor/generator flywheel and household 
energy system requirements. All elements of PV‒flywheel system as transducers, 
bridges, wiring diagrams, etc., are optimized using Simscape tools. Finally, short- and 
long-time simulations results of PV‒AMB‒flywheel system and initial experimental 
results are presented and discussed. 

gRygIeR D. Wpływ eksploatacji gąsienic elastomerowych na wybrane wła-
sności drutów stalowego kordu. eksploatacja i Niezawodnosc – maintenance and 
Reliability 2017; 19 (1): 95–101, http://dx.doi.org/10.17531/ein.2017.1.13.
gąsienicowe układy bieżne umożliwiają poruszanie się ciężkich pojazdów po po-
wierzchniach nieutwardzonych oraz w trudnym terenie, zaśnieżonym, bagnistym lub 
grząskim, a także pokonywanie przeszkód naturalnych i sztucznych. Ważnym elementem 
konstrukcyjnym gąsienic elastomerowych jest stalowy kord, zatopiony w elastomerze 
tworzącym rzeźbę bieżnika, ma on na celu usztywnienie konstrukcji, zachowanie jej 
właściwego ugięcia oraz nadanie odpowiedniej odporności na siły rozciągające. Wyniki 
badań prezentowanych w pracy wykazały, że eksploatacja gąsienic elastometrowych w 
warunkach, w których narażone są na ciągłą styczność z podłożem, częste hamowanie oraz 
uderzenia w nierówności prowadzi do uszkadzania materiału stalowego kordu i zmiany 
jego własności mechanicznych.

gRygIeR D. The impact of operation of elastomeric track chains on the 
selected properties of the steel cord wires. eksploatacja i Niezawodnosc – 
maintenance and Reliability 2017; 19 (1): 95–101, http://dx.doi.org/10.17531/
ein.2017.1.13.
The track running systems enable movement of heavy vehicles on unpaved and rough 
terrain, snow-covered, marshy or swampy surfaces, as well as overcoming natural or 
artificial barriers. The important structural component of the elastomeric tracks is a 
steel cord sunk in the elastomer creating the tread with the purpose of stiffening the 
structure, maintaining its proper deflection and giving the adequate resistance to tensile 
forces. The results of the studies presented in the work have shown that operation 
of the elastomeric track chains in conditions where they are continuously exposed 
to contact with foundation, frequent braking and bumping against roughness lead to 
damage of the steel cord material and a change in its mechanical properties.

zALeSki k. The effect of vibratory and rotational shot peening and wear 
on fatigue life of steel. eksploatacja i Niezawodnosc – maintenance and 
Reliability 2017; 19 (1): 102–107, http://dx.doi.org/10.17531/ein.2017.1.14.
The paper reports the experimental results of investigation of the effect of tribologi-
cal wear of c45 steel specimens subjected to grinding and vibratory and rotational 
shot peening on their fatigue life.  The study also investigated the effect of wear on 
surface roughness and the distribution of residual stresses in the surface layer of the 
tested specimens. counterspecimen pressure on the specimen was variable during 
the wear process. Fatigue life was investigated on a specially constructed test stand 
enabling cyclic bending of the tested specimen. it was found that increasing the 
counterspecimen pressure leads to an increase in surface roughness and fatigue life 
as well as generates undesired residual stresses. The negative effects of tribological 
wear were more visible for the specimens subjected to grinding than for those which 
were exposed to vibratory and rotational shot peening.

zALeSki k. Wpływ kulkowania wibracyjno – rotacyjnego i zużywania stali 
na trwałość zmęczeniową. eksploatacja i Niezawodnosc – maintenance and 
Reliability 2017; 19 (1): 102–107, http://dx.doi.org/10.17531/ein.2017.1.14.
W pracy przedstawiono wyniki badań doświadczalnych wpływu zużywania tribologicz-
nego próbek ze stali C45, szlifowanych oraz kulkowanych wibracyjno – rotacyjnie, na 
trwałość zmęczeniową. Badano też wpływ zużywania na chropowatość powierzchni oraz 
rozkład naprężeń własnych w warstwie wierzchniej badanych próbek. Parametrem zmien-
nym w procesie zużywania był nacisk przeciwpróbki na próbkę. Trwałość zmęczeniową 
badano na specjalnym stanowisku, umożliwiającym cykliczne zginanie badanej próbki. 
Stwierdzono, że ze wzrostem nacisku przeciwpróbki następuje pogorszenie chropowatości 
powierzchni, ukształtowanie mniej korzystnych naprężeń własnych oraz zmniejszenie 
trwałości zmęczeniowej. negatywne skutki zużycia tribologicznego bardziej widoczne 
są dla próbek szlifowanych niż dla kulkowanych wibracyjno – rotacyjnie.

gnIłKA J, MęŻyK A. Experimental identification and selection of 
dynamic properties of a high-speed tracked vehicle suspension system. 
eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 
108–113, http://dx.doi.org/10.17531/ein.2017.1.15.

gnIłKA J, MęŻyK A. Identyfikacja doświadczalna oraz dobór cech dynamicznych 
układu jezdnego szybkobieżnego pojazdu gąsienicowego. eksploatacja i Niezawod-
nosc – maintenance and Reliability 2017; 19 (1): 108–113, http://dx.doi.org/10.17531/
ein.2017.1.15. Zróżnicowanie materiałowe podzespołów wchodzących w skład gąsie-
nicowego układu jezdnego oraz stopień jego zużycia wpływają na trudność określenia 
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The material diversity of subassemblies making up the tracked vehicle suspension 
system and the system wear level make it difficult to determine the value of forces 
acting in it. This paper presents a manner in which parameters of the model of a high-
speed tracked vehicle suspension system can be adjusted using the genetic algorithm 
optimization method. The vehicle motion is tested experimentally to find reference 
characteristics of kinematic quantities of the system selected points. The simulation 
results obtained from numerical analyses are presented in charts and compared to the 
results of experimental testing. Finally, damping values in the vehicle shock-absorbers 
are determined based on an adopted criterion.

wartości sił działających w tym układzie. W artykule poprzez zastosowanie metody opty-
malizacji algorytmami genetycznymi, przedstawiono sposób dostosowania parametrów 
modelu układu zawieszenia szybkobieżnego pojazdu gąsienicowego. Przeprowadzono 
badania doświadczalne ruchu pojazdu, w celu wyznaczenia charakterystyk wielkości 
kinematycznych wybranych punktów układu, które zostały przyjęte jako referencyjne. 
W rezultacie przeprowadzonych analiz otrzymano wyniki symulacji numerycznych, 
które zestawiono na wykresach i porównano z wynikami badań doświadczalnych. W 
końcowym etapie na podstawie przyjętego kryterium określono wartości tłumienia w 
amortyzatorach pojazdu.

OZ MA, KAyMAKCI OT, KOyun A. A safety related perspective for 
the power supply systems in railway industry. eksploatacja i Niezawod-
nosc – maintenance and Reliability 2017; 19 (1): 114–120, http://dx.doi.
org/10.17531/ein.2017.1.16.
Within its structure railway transportation systems contain very critical subsystems 
that can seriously harm the system itself, people or the environment if not properly 
controlled. Therefore, these critical subsystems are analysed according to the related 
standards and necessary safety functions are implemented, verified and operated. 
On the other hand, railway power supply system, which is a critical subsystems, is 
generally properly analysed from a reliability perspective whereas the corresponding 
safety related functions are roughly examined. This paper proposes that the railway 
power supply systems should be considered as safety critical systems and justifies 
this proposal using risk analysis as presented in the standard iec 61508. The safety 
related functions of the system are examined and each function is modelled in detail 
using markov modelling method. These models are implemented over a power sup-
ply system of istanbul Transportation co. and SiL values of the safety functions are 
calculated using these modular and easily adaptable markov models. Furthermore 
the obtained results are compared with simplistic Fault Tree analysis (FTA) and the 
significance of accurate calculation is demonstrated.

OZ MA, KAyMAKCI OT, KOyun A. Bezpieczeństwo systemów zasilania w 
przemyśle kolejowym. eksploatacja i Niezawodnosc – maintenance and Relia-
bility 2017; 19 (1): 114–120, http://dx.doi.org/10.17531/ein.2017.1.16.
W skład struktury kolejowych systemów transportowych wchodzą krytyczne podsys-
temy, które, nieodpowiednio monitorowane, mogą narażać sam system, a także ludzi 
oraz środowisko na poważne szkody. dlatego też, podsystemy krytyczne analizuje się 
zgodnie z odpowiednimi normami oraz wdraża w nich, weryfikuje i realizuje niezbędne 
funkcje bezpieczeństwa. W przypadku systemów zasilania kolei, które należą do grupy 
podsystemów krytycznych, system na ogół analizuje się dokładnie z punktu widzenia 
niezawodności, natomiast funkcje bezpieczeństwa bada się jedynie pobieżnie. W pre-
zentowanej pracy postuluje się że systemy zasilania kolei powinny być traktowane jako 
krytyczne dla bezpieczeństwa, co autorzy uzasadniają z wykorzystaniem analizy ryzyka 
przedstawionej w normie IeC 61508. W proponowanym rozwiązaniu, bada się funkcje 
bezpieczeństwa systemu, przy czym każda funkcja zostaje szczegółowo zamodelowana za 
pomocą metody modelowania Markowa. Modele tego typu wdrożono w systemie zasilania 
firmy Istanbul Transportation Co. Wartości poziomu nienaruszalności bezpieczeństwa 
(SIl) badanych funkcji bezpieczeństwa obliczano za pomocą wspomnianych modularnych 
modeli Markowa charakteryzujących się łatwością adaptacji. Ponadto, uzyskane wyniki 
porównano z symplistyczną analizą drzewa błędów (FTA), a także wykazano znaczenie 
prowadzenia dokładnych obliczeń.

MARCZuK A, CABAn J, SAVInyKh P, TuRuBAnOV n, ZyRyAnOV d. 
Badania eksploatacyjne mieszalnika wstęgowego poziomego. eksploatacja i 
Niezawodnosc – maintenance and Reliability 2017; 19 (1): 121–125, http://dx.doi.
org/10.17531/ein.2017.1.17.
Podczas eksploatacji urządzenia mieszającego występuje wiele czynników technicznych 
wpływających na procesy technologiczne. W celu poprawienia przyswajalności mieszanek 
paszowych, powinny one być wytworzone na mieszalnikach zapewniających jednorod-
ność i wysoką jakość mieszanek. Pomimo powszechnego stosowania różnych rodzajów 
mieszalników, procesy w nich zachodzące nie są do końca rozpoznane, a zatem badanie 
wpływu konstrukcji i parametrów technicznych na jakość mieszanki jest zagadnieniem 
stale aktualnym. Badania doświadczalne zostały przeprowadzone w laboratorium Mecha-
nizacji Produkcji Zwierzęcej w Strefowym Instytucie naukowo-Badawczym Rolnictwa 
Północno-Wschodniego Rosyjskiej Akademii nauk. W artykule przedstawiono badania 
mieszanki paszy złożonej z jęczmienia i ryżu jako mieszanki bazowej oraz mieszanki 
paszowej grochu wykorzystywanej jako komponent odniesienia.

MARCZuK A, CABAn J, SAVInyKh P, TuRuBAnOV n, ZyRyAnOV 
D. Maintenance research of a horizontal ribbon mixer. eksploatacja i 
Niezawodnosc – maintenance and Reliability 2017; 19 (1): 121–125, http://
dx.doi.org/10.17531/ein.2017.1.17.
During operation of the mixing device there are many technical problems affecting 
technological processes implemented with their involvement. in order to improve the 
efficiency of feeding with mixed feed, mixed feed should be prepared from quality 
mixes. Despite the widespread use of various types of mixers, their operation is not 
sufficiently understood, therefore the study of the effects of the design and technolo-
gical parameters on mix quality is an urgent task. experimental studies were carried 
out in the livestock farming mechanisation laboratory of the north-east Scientific 
Research Institute of Agriculture of the Federal State Budgetary Scientific Institution. 
The article presents the research of the feed mix composed of barley and rice as a 
base mix, and feed mix of peas used as a reference component.

SKAčKAuSKAS P, ŽuRAulIS V, VAdlugA V, nAguRnAS S. Modelowanie 
i ocena amortyzatora i jego zaworu talerzowego oparte na zasadach metody 
sił. eksploatacja i Niezawodnosc – maintenance and Reliability 2017; 19 (1): 
126–133, http://dx.doi.org/10.17531/ein.2017.1.18.
W danej publikacji został opisany model matematyczny zaworu talerzowego jednoruro-
wego amortyzatora, wyprowadzenia którego zastosowano metodę sił. Metoda ta wyraża 
związki pomiędzy przemieszczeniami i siłami działającymi na elementy amortyzatora. 
Stosowanie metody sił w praktycznej sferze modyfikacji amortyzatorów samochodowych 
pozwala efektywnie analizować wpływ różnych parametrów, w tym ilość, wzajemne po-
łożenie i właściwości materiałów talerzy zaworu, na generowaną amortyzatorem wielkość 
siły tłumienia. Tłumienie, które generuje amortyzator, wywiera znaczący wpływ na komfort 
jazdy samochodem oraz jego dynamikę. W publikacji również został stworzony kompletny 
model jednorurowego amortyzatora. Walidacja modelu matematycznego oraz możliwość 
zastosowania jego w praktyce zostały ocenione na podstawie eksperymentalnych pomiarów 
charakterystyk amortyzatorów na specjalnym stanowisku.

SKAčKAuSKAS P, ŽuRAulIS V, VAdlugA V, nAguRnAS S. Deve-
lopment and verification of a shock absorber and its shim valve model 
based on the force method principles. eksploatacja i Niezawodnosc – ma-
intenance and Reliability 2017; 19 (1): 126–133, http://dx.doi.org/10.17531/
ein.2017.1.18.
In this paper, a mathematical model of a monotube shock absorber’s shim valve, 
which is developed by applying the force (flexibility) method, is described. This 
method expresses the relationship between displacements and the forces existing 
in the shock absorber structure. An application of the force method in the field of 
practical modification of vehicle shock absorbers enables to effectively analyse the 
influence of a wide range of parameters, including the number of shims in the valve, 
their disposition and the properties of the material on the level of the damping force. 
The damping of the shock absorber considerably impacts comfort and road holding 
characteristics of the vehicle. in addition, a whole model of a monotube shock absorber 
is designed in this paper. The validation and practical application of the mathematical 
model were evaluated by carrying out experimental measuring of the characteristics 
of the shock absorber using a special stand. 

legáT V, MOŠnA F, AleŠ Z, JuRčA V. Preventive maintenance mo-
dels – higher operational reliability. eksploatacja i Niezawodnosc – ma-
intenance and Reliability 2017; 19 (1): 134–141, http://dx.doi.org/10.17531/
ein.2017.1.19.
The authors present a method for determining the optimal interval for preventive 
periodical maintenance and an optimal diagnostic parameter for predictive mainte-
nance/replacement. Additionally, the authors raise the question: how does preventive 
maintenance influence the probability of failure and the operational reliability of 
system elements that have undergone preventive periodical maintenance? They answer 
the question using analytical and simulation computing approaches. The results are 
in quantitative form, giving relationships between preventive maintenance intervals 

legáT V, MOŠnA F, AleŠ Z, JuRčA V. Modele konserwacji zapobiegaw-
czej a wyższa niezawodność eksploatacyjna. eksploatacja i Niezawodnosc – 
maintenance and Reliability 2017; 19 (1): 134–141, http://dx.doi.org/10.17531/
ein.2017.1.19.
Autorzy przedstawiają metodę określania optymalnego czasu przerwy na okresową kon-
serwację zapobiegawczą oraz optymalnego parametru diagnostycznego dla konserwacji 
predykcyjnej/wymiany dodatkowo, autorzy zadają pytanie, jaki jest wpływ konserwacji 
zapobiegawczej na prawdopodobieństwo wystąpienia uszkodzenia oraz na niezawod-
ność eksploatacyjną elementów systemu, w stosunku do których zastosowano okresową 
konserwację zapobiegawczą. Odpowiedzi na te pytania, autorzy poszukują posługując 
się metodami analizy i symulacji komputerowej. Wyniki podane w formie ilościowej, 
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and reliability functions. examples demonstrate suitability of the method for typical 
engineering objects using a three parameters Weibull distribution. Application of the 
method is of substantial benefit to both the manufacturer and the user of technical 
equipment.

informują o związkach między przerwami na konserwację predykcyjną a funkcjami 
niezawodnościowymi. Podane przykłady pokazują, z wykorzystaniem trójparametrowego 
rozkładu Weibulla, że proponowana metoda może być stosowana w przypadku typowych 
obiektów inżynieryjnych. Zastosowanie omawianej metody przynosi znaczące korzyści 
zarówno wytwórcom jak i użytkownikom sprzętu technicznego.

KORnACKI A, WAWRZOSeK J, BOChnIAK A, SZyMAneK A, PAWlAK 
h. Krytyczne wartości czasu reakcji kierowcy i ich wpływ na obniżenie nie-
zawodności i bezpieczeństwa ruchu drogowego. eksploatacja i Niezawodnosc 
– maintenance and Reliability 2017; 19 (1): 142–148, http://dx.doi.org/10.17531/
ein.2017.1.20.
Ruch drogowy należy do najbardziej niebezpiecznych rodzajów działalności człowieka. 
główne przyczyny wypadków drogowych to zmęczenie kierowców, zły stan psychofi-
zyczny kierujących oraz przecenianie swoich umiejętności podczas prowadzenia pojazdu. 
W niniejszej pracy skupiono uwagę na estymacji czasu reakcji kierowców, jako podsta-
wie hipotetycznego systemu wykorzystującego radary dalekiego i krótkiego zasięgu a 
określającego stan psychofizyczny kierowcy w oparciu o analizę „szumu przyspieszeń” 
pojazdu podążającego za poprzednikiem. Wskazuje się na groźne konsekwencje faktu, że 
czas reakcji kierowcy jest opisywany rozkładem z ciężkimi ogonami, gdyż z tego powodu 
może być źródłem zagrożenia w układzie kierowca-pojazd. Skrajne wartości czasu reakcji 
kierowców potraktowano w pracy, jako wartości odstające. do ich wykrycia zastosowano 
kryterium informacyjne Akaike [1, 2] co stanowi alternatywę w stosunku do klasycznych 
metod testowania hipotez. nietypowe, bo odstające wartości interpretuje się, jako krytyczne 
czasy reakcji kierowców potencjalnie zagrażające niezawodności jazdy.

KORnACKI A, WAWRZOSeK J, BOChnIAK A, SZyMAneK A, PAW-
lAK h. Critical values of driver response time and its impact on reducing 
reliability and safety in road traffic. eksploatacja i Niezawodnosc – ma-
intenance and Reliability 2017; 19 (1): 142–148, http://dx.doi.org/10.17531/
ein.2017.1.20.
Road traffic is among the most dangerous types of human activity. The main 
causes of road accidents are driver fatigue, poor physical and mental condition 
of drivers and overestimating one’s skills while driving. This study focuses on 
the estimation of driver response time, as the basis of a hypothetical system that 
uses short and long-range radars, which determines the physical and mental 
condition of a driver, based on the analysis of „acceleration noise” of the ve-
hicle following its predecessor. This work highlights serious consequences of 
the fact that driver response time is described by means of a distribution with 
heavy tails, and thus may be a source of hazard in the driver-vehicle system. 
extremes of driver response time were treated as outliers in this study. Their 
detection was attained by using the Akaike information criterion [1, 2], which 
is an alternative to conventional methods of testing hypotheses. untypical, 
on account of their outlying nature, values are interpreted as critical driver 
response time values which potentially endanger the reliability of driving.
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1. Introduction

The wide spectrum of applications with reference to polymer 
composites causes that they are exposed to many degradation factors 
which have significant impact on their functional properties. These 
are both environmental factors (e.g temperature, microorganisms or 
uV radiation) [1, 2, 5, 6, 8, 10, 12] and fatigue ones (e.g. the value 
of tensions, frequency) [4, 18, 19]. Synergism of the phenomena trig-
gered by these factors leads to gradual material degradation, which is 
particularly important in the case of polymer material [18, 22].

Properties of the polymer constructional composites, including 
glass-polyester ones depend, among others, on characteristics of input 
materials (reinforcements, matrixes), their mutual, adhesive connec-
tion and the technology of production. if wrongly matched, even one 
of the factors, causes the decrease in composite properties. Relatively 
large impact on the quality of obtained composites has the technology 
of their production [9, 11, 13]. it has been proved that in the wind-
ing technology [11] wrongly matched tension force causes bad fiber 
supersaturation, which in turn leads to appearance of flaws like voids 
or discontinuities. 

Małgorzata SzyMIczek

Ultrasonic and thermal testing as a diagnostic tool for the 
evalUation of cUmUlative discontinUities of the 

polyester-glass pipes strUctUre

Badania Ultradźwiękowe i termowizyjne jako 
narzędzie diagnostycznej oceny kUmUlacji nieciągłości strUktUry 

rUr poliestrowo-szklanych*
The aim of the work was to develop a methodology for evaluating the accumulation of discontinuities with the application of 
non-destructive methods. Commercial polyester-glass pipes produced by a method of helical filament winding were tested. The 
observed discontinuities were the result of post-production flaws, but first of all, the aging-fatigue degradation process. Evaluation 
of the degradation degree directly related to the process of discontinuities propagation was performed with the use of active ther-
mography and ultrasonic inspection. Diagnostic characteristics were the heating and cooling rate estimated from the temperature 
distribution on the heat-activated surface. In the case of ultrasonic inspection, as the value of the diagnostics was assumed, transi-
tion time of ultrasonic wave was determined by the application of the echo method. Structural changes were indirectly determined 
on the basis of water absorption. It has been found that there is a correlation between the properties set out in the non-destructive 
testing and water absorption. The higher absorption, which indicates a greater number of defects, the lower the heating and cool-
ing rate and transition time of ultrasonic wave.

Keywords: ultrasound, thermovision, ageing-fatigue tests, polyester –glass composites, pipes.

Celem pracy jest opracowanie metodyki oceny kumulacji nieciągłości metodami nieniszczącymi. Badaniom poddano handlo-
we rury poliestrowo-szklane wytwarzana metodą nawijania śrubowego. Obserwowane nieciągłości były efektem zarówno wad 
poprodukcyjnych, ale przede wszystkim procesu degradacji starzeniowo-zmęczeniowej. Oceny stopnia degradacji bezpośrednio 
związanej z procesem propagacji nieciągłości dokonano przy użyciu termowizji aktywnej oraz defektoskopii ultradźwiękowej. 
Charakterystyką diagnostyczną w przypadku termografii była prędkość nagrzewania i chłodzenia określona na podstawie rozkła-
du temperatury na powierzchni aktywowanej cieplnie. W przypadku defektoskopii ultradźwiękowej jako wielkość diagnostyczną 
przyjęto czas przejścia fali ultradźwiękowej wyznaczony metodą echa. Zmiany struktury pośrednio określono na podstawie chłon-
ności wody. Stwierdzono, że istnieje korelacja pomiędzy własnościami określonymi w badaniach nieniszczących a chłonnością 
wody. Im wyższa chłonność, co świadczy o większej liczbie wad, tym niższe prędkości nagrzewania i chłodzenia oraz czas przejścia 
fali ultradźwiękowej. 

Słowa kluczowe: ultradźwięki, termowizja, badania starzeniowo – zmęczeniowe, kompozyty poliestrowo – 
szklane, rury.

SzyMIczek M. ultrasonic and thermal testing as a diagnostic tool for the evaluation of cumulative discontinuities of the polyester – glass 
pipes structure. eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 1–7, http://dx.doi.org/10.17531/ein.2017.1.1.
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identification of changes appearing in composites has been wide-
ly researched. Studies of epoxy-carbon composite structure conducted 
by Tarlej [18] allowed to define subsequent stages, from cracks in-
dividual fibres, through micro-cracks matrix, breaking the adhesive 
bonds up to delamination. These are, first of all, the effects of com-
posite fatigue degradation. Particularly importance for the observed 
degradation processes is the heat, which, according to the Arrhenius 
law [10], accelerates to large extent the rate of reaction. combination 
of thermal effect with e.g. uV radiation or water, results in, among 
others, the release of free radicals or hydrolysis reaction. Water ab-
sorption, which indirectly allows the evaluation of degradation level, 
is determined by material, exploitation temperature and the working 
environment [5, 6, 15]. 

The evaluation of the degradation level with reference to composite 
materials makes the basis to assess the usefulness of given construction 
for exploitation. The methods described in scientific works [2, 12, 18, 
19] cause the failure of the construction which is costly and may prove 
unjustified. constant monitoring of the impact of degradation proc-
esses on every stage of their use, up to its failures, makes it possible 
to predict the time of construction safe usefulness. Such observation 
is possible thanks to non-destructive research methods e.g. ultrasonic, 
thermovision and radiographic, which allow non-invasive diagnosing 
of the composite construction condition. [3, 8, 17, 20, 23, 24].

Within the presented work, the evaluation of progress in com-
posite degradation was conducted in accordance with the established 
methodology, which makes use of measurement of transition time of 
the ultrasonic wave as well as the rate of the heating and cooling (ther-
movision). The changes in structure were indirectly established on the 
basis of water absorption.

2. Experimental research

2.1. Research program 

The experimental part of the work include the following re-
search:

ageing-fatigue, • 
thermovision, • 
ultrasonic, • 
water absorption. • 

Ageing-fatigue research, the aim of which was to obtain the 
proper of composite pipes degradation level, were conducted in the 
thermostatic water bath at the temperature of 30°c, with the cycle of 
stress amplitude of 3 MPa with rectangular extortion and the time of 
7 s (1,5s time of pressure increase, 2s time of maintaining the maxi-
mum pressure). The way of pipes assembly and sealing, described in 
[22] assured the elimination of longitudinal stress which is in compli-
ance with the theory of exerting pipes without bottoms, on the basis 
of the huber’s hypothesis of reduced stress [7]. The designed sys-

tem of mounting caused that a pipe was only subjected to hoop and 
longitudinal deformation, which is shown in Fig.1, with radial stress 
negligible. On the inside surface they amount to 7 MPa, while on the 
outside surface they equal zero. hoop stresses at the maximum load of 
7 MPa are 96.95 MPa and 89.95 MPa respectively. under given load, 
the increase of a pipe diameter occurs as well a decrease of length of 
a tested pipe.

Thermovision tests were conducted at the working station de-
scribed in the work [17]. The changes of temperature during the 
heating and cooling were determined on the basis of thermovision 
tests by activating thermally the outside surface of a pipe for 60 s. 
The change in temperature in time, recorded by means of thermovi-
sion camera Flir A615, which was used to establish the rate of heat-
ing and cooling. 

The transition time of the ultrasonic wave was determined in the 
aquatic environment with the use of heads Parametrics with the fre-
quency of 2.25 Mhz co-operating with the defectoscope uMT 17. 

The research on water absorption, which indirectly allowed 
the evaluation of the structure condition, was conducted in ac-
cordance with the procedure described in the norm Pn-ISO 8361-
1:1994 [14]. The thermovision, ultrasonic and water absorption re-
search were conducted successively, initially (up to 10×103 cycles) at 
2.5×103 fatigue cycles, and the every 10×103 cycles.

2.2. Research material

The research was carried out glass-polyester pipes produced by 
winding method. The winding angle was 54°, with glass weight par-
ticipation of 52%. For the matrix the composition of polyester resins 
Polimal 104 TS and estromal 14.CnP -03/P was used. These are the 
resins containing flame retardant substances which make it possibile 
to obtain the flammability class V0 according to the norm Pn-en 
60695. As the reinforcement glass roving eR 3003 was used with 
vinyl-silane aperture; as far as interlayers are concerned, the glass mat 
emc 300 with silane preparation was applied. The endings of pipe 
samples were strengthened by hoop wound collars. The aim of the 
collars was to ensure the proper ring stiffness in the sealing places. 
Figure 2 presents the view of the sample with 16 measurement points 
marked 4 on each of forming, designated by its axial rotation of 90°. 

Before the beginning of the ageing-fatigue research, all the sam-
ples were subjected to hardening process at the temperature of 60°c 
for 24 h. The result was to stabilize properties pipes.

Fig.1. Scheme of the pipes deformation 

b)

a)

Fig. 2. View of the tested sample (a) schema of indicated measurement points (b)



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 2017 3

sciENcE aNd tEchNology

The tests of water absorption were conducted on the samples in 
the shape of beams measuring 95×20×6 mm, cut out of the central 
part of pipes marked as c in the Fig. 2a.

2.3. The results and the analysis.

2.3.1. Ultrasonic tests

On the basis of the conducted ultrasonic tests, the transition time 
of the ultrasonic wave was determined in the marked measurement 
points (Fig. 2b) depending on the number of fatigue cycles. The 
changes in the transition time of the ultrasonic wave allow the evalu-
ation of structural changes which occur during the process of ageing-
fatigue degradation. it is much shorter in the areas in which disconti-
nuities occur. Figure 3 presents the distribution of the transition time 
on the surface of the pipe (in accordance with Fig. 2b) On the circuit, 
the given measurement points were marked, with the transition time 
of the ultrasonic wave on the axis y. This is the standard diagram 
for the pipe subjected to fatigue load according to given parameters 
and 50x103 fatigue cycles. The observed discrepancies for the sample 
not subjected to the process of ageing-fatigue degradation result from 
variable wall thickness of the pipe, which is connected with the pro-
duction technology.

Figure 4 shows the change in transition time of the ultrasonic wave 
for two points 14 and 10, chosen on the basis of observed changes for 
the investigation characteristics. in point 14 a rapid decrease in the 
transition time occurs which confirm macrocracks. Point 10 shows 
slow, continuous shortening of transition time. The changes in transi-
tion time of the ultrasonic wave illustrate the progressive process of 

ageing -fatigue degradation which manifests itself in microdefects in 
the first stage (minimal shortening of the transition time) being the 
potential area of cracks nucleation leading to delamination.

The changes in transition time of the ultrasonic wave are described 
by a second degree polynomial: 

curve a): • 

 4 2  7.25  0.03  – 7.34  −= −y N e N  (1)

with a correlation coefficient R = 0,92,
curve b): • 

 4 2  6.09  0.02  – 7.99  −= +y N e N  (2)

with a correlation coefficient R = 0,989.

Relations 1 and 2 allow to obtain the best fit of approximation 
function for the research results. These are however, the significant 
relations for the tested glass-polyester wound pipes subjected to the 
ageing -fatigue degradation process within the established range.  

As it can be observed in Fig. 3 and 4, in the first phase of the 
research, the transition time of ultrasonic wave does not change or it 
changes slightly. Developed curves a and b (Fig. 4) cross in point A 
i.e. about 30×103 fatigue cycles. The clear shortening of wave transi-
tion time correspond to structural changes observed, first of all as a 
result of fatigue degradation.

Due to the differences in the measured transition time, resulting 
from the thickness of samples (7±1 mm) and progressive destruction 
process, the analysis of the frequency in which the given value of tran-
sition time in the subsequent phases of degradation process appeared. 
Assuming the frequency function of occurrence of examined value to 
be in accordance with gauss’ distribution, the most common value 
was established. Such established value was taken as the basis to de-
termine the relation between the transition time of the ultrasonic wave 
and the number of cycles. Figure 5 shows the function of given value 
occurrence frequency for the exemplary samples, not subjected to the 
ageing-fatigue process. It is described by the following equation: 

 y y A
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−
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ππ /
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where: y0 = 17.18; Xc = 3.51 [µs]; w = 1.61 [µs]; A = 1378.75[µs]. 

correlation coefficient of the function described by relation 3 
equals R = 0.99.

Together with the progression in the ageing-fatigue degradation 
process, the decrease in the correlation coefficient with reference to 
occurrence frequency function for given transition time of the ultra-
sonic wave value was observed (it complied with the gauss’ distribu-
tion as much as up R = 0.68 at the number of cycles 150×103) as well 
as its flattening, which confirms the increase in the results dispersion. 
The obtained values are still within the 30% dispersion range, which 
is acceptable in case of composites.

Figure 6 shows the relation of the transition time of the ultrasonic 
wave in the function of  the number of fatigue cycles, determined in 
accordance with the above described procedure.

The results were approximated by exponential function, which, 
like in relations 1 and 2 is the best way to describe the transition 
time by the function of the number of cycles (correlation coefficient  
R=0.95), in the following form:

 ( )/ 82,81 3.0.41 92− −= − +Nt eu  (4)

Fig. 3. Change of the transition time of the ultrasonic wave in the function of 
fatigue cycles

Fig. 4. Change of the transition time of the ultrasonic wave in the function of 
fatigue cycles in point a) 10 and b) 14 for a chosen pipe
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where: tu – transition time of the ultrasonic wave [µs], N – number of 
fatigue cycles.

As it can be observed in Fig. 6, in the first phase of degradation 
process, i.e. about 5×103 fatigue cycles, the transition time of the ul-
trasonic wave changes to a very limited extent.  micro-cracks that 
accompany the degradation process manifest moderate and even de-
crease in the transition time. more rapid change, in an individual case 
may be caused by the accumulation of discontinuities or delamina-
tion. in the diagram (Fig. 6) this effect is observed in the rapid form 
after about 80×103 number of cycles. The decrease is explained by the 
advancement level of the fatigue defects accumulation. quantitative 
identification of established correlation may be assumed as diagnos-
tic basis for the degree of exhaustion for the loading capacity of the 
examined materials. 

2.3.2. Thermovision test

On the basis of thermovision temperature distribution on the ex-
ternal surface of the pipe obtained during the thermovision research 
(Fig. 7) the analysis was conducted which referred to the changes in 
the material condition, depending on the number of fatigue cycles. The 
analysis was conducted on the basis of designated changes in rate of 
heating and cooling. in figure 8, the pie charts of changes in the heat-
ing (Fig. 8a) and cooling rate (Fig. 8b) are shown for a chosen pipe 
subjected to the process of ageing-fatigue degradation after 30×103 of 
cycles. Area A, in which structural changes occur, was marked. 

Figures 8 and 9 show the diagrams of changes in rate of heating 
and cooling observed in points 10 and 14 (clear cracks) of the same 
pipe. The results of its ultrasonic tests were presented in Fig. 3 and 4. 

Obtained results were approximated by second degree polyno-
mial. The changes in heating rate may be described:

curve (a) in the area without delamination: • 

Fig. 5. Functions of occurence frequency with reference to the value of the 
transition time of the ultrasonic wave for the standard sample

Fig. 6. Relation between the transition time of the ultrasonic wave and the 
number of fatigue cycles

Fig. 7. Thermogram with the area of damage marked (A) in the course of (a) 
heating and (b) cooling process

Fig. 8. Change of the heating a) and cooling b) rate, in the function of the 
number of fatigue cycles

a)

b)
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 4 2 0.125 – 8.52  3 5−= + −y e N e N  (5)

     with the correlation coefficient  R = 0.91.
curve (b) in the area with clear macrocracks:• 

 4 20.11 5.03 –1.55 5−= + −y e N e N  (6)

     with the correlation coefficient  R = 0.93, 

The changes in the cooling rate are described as follows: 
curve (b) in the area without delamination:• 

 4 2 0.15 – 2.77  3.17 6−= − −y e N e N  (7)

     with the correlation coefficient R = 0.99,
curve (a) in the area with clear macrocracks:• 

 4 20.14 7.43 3 5−= − + −y e N e N  (8)
      with the correlation coefficient R = 0.88. 

it was observed that the flaws in the shape of microcracks do not 
essentially influence the changes of examined thermal characteristics. 
As far as delamination and cracks are concerned, they result in rapid 
changes in both heating and cooling temperatures. it is mainly caused 
by the changes in thermal conductivity and specific heat, which in 

turn is indispensably connected with the appearance of structural 
flaws. In the quoted example, the areas (points 13-16, and 5-6) with 
clear cracks in composite layer could have been easily observed. 

Due to discrepancies in the designated heating and cooling rate 
in the whole population of examined samples, in order to determine 
the value of given rate in the next phase of degradation, the analysis 
was conducted, concerning the frequency of occurrence with the de-
scribed function, in compliance with gauss’ distribution. Figure 10 
shows designated functions of occurrence frequency with reference to 
heating (Fig. 10a) and cooling (Fig.10b) rate for a pipe which was not 
subjected to degradation with coefficients respectively for a process: 

thermal activation: • y0 = 6.80986,  xc = 0.1179 [oC/s], 
w = 0.01534 [oC/s], A = 4.58613 [oC/s]. correlation coefficient 
equals R = 0.99, 
flow of heat after turning off the source of activation: • 
y0 = 9.04342, xc = 0.17883 [oC/s], w = 0.01706 [oC/s], 
A = 4.3785 [oC/s]. Correlation coefficient equals R = 0.99.

The correlation coefficients presented in Fig. 10 were decreasing 
together with the progress of degradation process. it is a process similar 
to the one observed in case of the transition time of ultrasonic wave.

An important advantage of non-destructive thermovisual diagnos-
tics is the posssibility of observing lad localize the flaws on the depth 
as early as at the stage conducting registration of temperature distribu-
tion. it is possible, among others, thanks to the temperature contrast 
principle [23]. The higher under the surface the flaw is located, the 
higher is the heating temperature. On the basis of the non-destructive 
thermovisual research conducted, the characteristics concerning the 

Fig. 9. Change of the heating a) and cooling b) rate, in the function of the 
number of fatigue cycles in points 10 (curve a) and 14 (curve b)

Fig. 10. Functions of occurence frequency with reference to the value of tem-
perature changes in the process of (a) thermal activation and (b) 
cooling for the standard sample

a)

b)

a)

b)
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changes in heating and cooling temperatures in the function of the 
number of cycles were created (Fig. 11). The dependence were ap-
proximated by the second degree polynomial, which has the following 
shape:

for the heating phase: • 

 6 2 4  1.36  –1 .83   0,17− −=− +nv e N e N  (9)

      with correlation coefficient R = 0,97, 
for the cooling phase: • 

 6 2 7  1.11  –1 .43   0,12− −=− +chv e N e N  (10)

      with correlation coefficient R = 0,93.

higher rates were observed for the cooling process.

2.3.3. Water absorption research

The results of water absorption in the function of the cycles 
number is shown in Fig. 12. Water absorption in a given point is the 
average out of 15 values after rejecting the extreme ones. As it can be 
observed water absorption increases with the progress in the propaga-
tion of damage, which results from fatigue degradation.

The results were approximated by the exponential function in the 
following form:

 /46,661.67 1.51 −= − NW e , (11)

with correlation coefficient R = 0.98.

The observed changes in water absorption may indirectly char-
acterize the condition of the composite layer structure. The more de-
fects within the volume of material, the higher is the water absorption, 
which was published, among others in work [21]. microcracks ap-
pearing as a result of gradual joining, lead to creating bigger disconti-
nuities which fulfill deformation criterion FPF (First Ply Failure) [1]. 
The accumulation of dissipated microcracks may lead to the cracks 
propagation which violate composite continuity. it is important from 
the point of view of strength properties of the tested material. 

The differences observed in the course of researched characteris-
tics result from the adopted methodology of research. in case of water 
absorption, clear increase in absorption value was notified for 50×103 
of fatigue cycles (Fig. 12). it is caused by the deformation condition 
of pipes during ageing-fatigue research in accordance with Fig. 1. 
The samples were taken from the area with the largest deformation 
(Fig. 2a), and in connection with that, the biggest structural changes 
were notified, which are the effect of microcracks creating capillaries 
absorbing water. 

in case of ultrasonic research, conducted with the use of the echo 
method, the ultrasonic wave deflects from the first discontinuity en-
countered. Taking into account the fact that the largest hoop stresses 
appear on the internal surface of the pipe, in compliance with the 
huber’s hypothesis, the destruction of layers occurs at that side. The 
clear shortening of transition time of the ultrasonic wave at 80×103 
fatigue cycles is the effect of the flaws appearing from the side of 
internal surface (Fig. 6). This method however, requires the access to 
the examined object. The results of the thermovision research confirm 
the structural changes in the material, however, the point of clear de-
crease in the heating or cooling rate cannot be decidedly determined  
(Fig. 11). macro-defects cause significant increase in the rate of heat-
ing or cooling (Fig. 9). 

4. Conclusions

On the basis of the conducted research we can conclude that:
The transition time of the ultrasonic wave was in decrease to-1. 
gether with the number of fatigue cycles. The applied echo 
method, taking advantage of longitudinal wave, allows identi-
fication of discontinuities appearing in plane which is perpen-
dicular in relation to the direction of ultrasonic wave propaga-
tion. 
changes in the heating and cooling rate, thermovisually regis-2. 
tered (by the reflection method) in the adopted measurement 
conditions were in decrease together with the increase in the 
number of cycles. The main cause of such a phenomenon is the 
process of discontinuities accumulation which leads to dela-
mination. The structural changes cause lowering of composite 
thermal properties (e.g. thermal conductivity coefficient).
in the area of macro defects the rapid shortening of ultrasonic 3. 
wave trasition time occurs, which is not observed in case of 
micro discontinuities appearing gradually. Both the heating 
and cooling rate in the area of microdefects are in decrease.         
The process of microcracks accumulation leading to delami-
nation in the final stage, results in the rapid increase of meas-
ured thermovision values. 
Distribution of measured thermovisual and ultrasonic values 4. 
on the pipe circuit (Fig. 3 and 8) are comparable and allow 
identification of the areas exposed to destruction.
For the appropriate evaluation of the polymer composites deg-5. 
radation level, non-destructive tests should be conducted by 
means of at least two methods, and the results should refer 

Fig. 11. Changes in heating and cooling rate in the function of the number of 
cycles

Fig. 12. Dependence of water absorption on the number of cycles
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to standard sample, not subjected to the process of ageing-
fatigue degradation.
The effect of progressing ageing-fatigue process of compos-6. 
ite pipe shells were discontinuities in the structure, which re-

sulted, first of all, fatigue load. Those defects influenced the 
increased water absorption in the examined composite. Water 
absorption in the final stage amounted to about 1.6%. 
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1. Introduction

in recent years, important developments have been presented in 
the area of reliability inference of products and systems based on deg-
radation models. Such models are important tools to obtain reliability 
information when few failure data is available [11], and consists in 
analyzing the gradual deterioration in performance of a performance 
characteristic (PC), also known as degradation process, in terms of 
the accumulated damage over time [27]. For some products, a failure 
would be defined at a specified critical level of degradation, which 
means that the product may not stop working completely as in the 
case of hard failures, but be defined when the cumulative degradation 
path crosses the critical level of degradation; such failures are known 
as soft failures. in general, if a failure can be defined in terms of a 
specified critical level of degradation it is possible to obtain a reliabil-
ity assessment based on degradation process models [12]. Based on 

this, a modeling approach for degradation processes may consist in re-
lating the degradation over time with a continuous stochastic process 
such that it is possible to describe the failure generating mechanisms. 

For certain PC, the desirable properties that a model must have 
to describe its degradation process are that the degradation process 
should always be positive and strictly increasing. in this paper, the 
gamma process is considered as a model to govern the degradation 
process of certain PC, given the characteristics that its increments are 
independent and non-negative having a gamma distribution that re-
sults in an always positive, strictly increasing stochastic process. As 
performance can only decrease over time, this is why it is considered 
to be suitable to model wear, crack growth, corrosion, consumption, 
fatigue, erosion, or any PC [16]. Some important applications of the 
gamma process in the reliability assessment of products can be found 
in Bagdonavicius and nikulin [2], Park and Padgett [22], and Bag-
donavicius and Nikulin [3]. 

RodRíguez-PIcón LA. Reliability assessment for systems with two performance characteristics based on gamma processes with marginal 
heterogeneous random effects. eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 8–18, http://dx.doi.org/10.17531/
ein.2017.1.2.

Luis Alberto RodRíguez-PIcón

reliaBility assessment for systems with two performance 
characteristics Based on gamma processes 

with marginal heterogeneoUs random effects

ocena niezawodności systemów o dwóch parametrach Użytkowych 
oparta na procesach gamma 

z Brzegowymi niejednorodnymi efektami losowymi
 In this paper, a reliability modeling approach for products with two performance characteristics related to two degradation 
processes is developed. The joint modeling of such processes is performed by using a copula function in order to consider the 
dependence structure between degradation processes. The proposed approach considers that different random effects affect the 
stochastic behavior of each performance characteristic. For such approach, different bivariate models with marginal gamma 
processes with heterogeneous random effects as marginal distributions are considered. As the random effects may differ between 
performance characteristics, different modifications of the structure of the parameters of the gamma process are proposed. Such 
that the random effects affect both the drift and diffusion, just the drift, and just the diffusion of the marginal gamma processes. The 
statistical inference of the joint bivariate models is performed via Bayesian approach. The obtained results show that a bivariate 
model with heterogeneous random effects has a slight better performance among the proposed models. Which implies that the 
bivariate heterogeneous random effects gamma process models may provide a better approach to model multivariate degradation 
data, and thus a better reliability assessment of the product under study.

Keywords: degradation, gamma process, random effect, heterogeneous effect, copula function.

W niniejszym artykule opracowano sposób modelowania niezawodności produktów posiadających dwa parametry użytkowe zwią-
zane z dwoma procesami degradacji. Procesy takie można modelować łącznie wykorzystując funkcję kopuły, która pozwala na 
analizę struktury zależności między procesami degradacji. Proponowane podejście zakłada, że na stochastyczne zachowanie 
każdego z parametrów użytkowych wpływają różne efekty losowe. Przy takim założeniu, należy wziąć pod uwagę różne modele 
dwuwymiarowe, w których rozkłady brzegowe są brzegowymi procesami gamma z niejednorodnymi efektami losowymi. Jako że 
efekty losowe mogą być odmienne dla różnych parametrów użytkowych, zaproponowano różne modyfikacje struktury parametrów 
procesu gamma, takie, że efekty losowe wpływają zarówno na dryf jak i dyfuzję, tylko na dryf, lub tylko na dyfuzję procesów 
brzegowych gamma. Wnioskowanie statystyczne dla wspólnych modeli dwuwymiarowych przeprowadzono metodą Bayesa. Uzy-
skane wyniki pokazują, że dwuwymiarowy model z niejednorodnymi efektami losowymi ma nieznaczną przewagę nad pozostałymi 
zaproponowanymi modelami. Oznacza to, że dwuwymiarowe modele procesu gamma z niejednorodnymi efektami losowymi mogą 
stanowić lepszy sposób modelowania wielowymiarowych danych degradacyjnych, tym samym umożliwiając lepszą ocenę nieza-
wodności badanego produktu.

Słowa kluczowe: degradacja, proces gamma, efekt losowy, efekt niejednorodny, funkcja kopuły.
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however, in most of the degradation processes, it can be found 
that the degradation of a product’s characteristic is affected by differ-
ent sources of variation. Which implies that the degradation in a prod-
uct population has a large variation due to some unobservable effects. 
These effects are described by the variation in the degradation incre-
ments over time for every specific product’s degradation path and the 
different behaviors of the degradation paths for every product, i.e., 
the degradation rate. The simple gamma process is unable to capture 
such variations. however, these variations have been well modeled 
by incorporating random effects into the gamma process. Lawless and 
crowder [10] considered that the scale parameter of the gamma proc-
ess have different realizations among products, and let the parameter 
to be random following a gamma distribution. Different applications 
of this model can be found in Tsai et al. [29], Wang et al. [30], Wang 
[32], and Pulcini [25]. In the classical random effects gamma process 
model it can be noted that both the mean and variance of the process 
are affected by the random effect parameter, which results in a degra-
dation process with random drift and random diffusion. Nevertheless, 
for some products it may be the case that the degradation paths are just 
characterized by a random drift or just a random diffusion.

Another important aspect to consider is that the functionality of 
a product may be related to multiple PC. In such cases, it is impor-
tant to consider multivariate models to obtain robust reliability esti-
mates. Some important applications of multivariate gamma processes 
in reliability analysis have been presented by hao et al. [9], Pan and 
Balakrishnan [18], Pan and Balakrishnan [19], Pan et al. [20], Pan et 
al. [21], Park and Padgett [23], Sari et al. [26], Wang et al. [31], and 
zhou et al. [36]. in most of the multivariate degradation models, it is 
considered that each of the multiple PC are governed by a univariate 
stochastic gamma process and then the joint model is obtained via 
copula functions. By modeling with copula functions, the independ-
ence assumption is not assumed. indeed it can be tested by consider-
ing the association parameter of the copula function [8], which makes 
the copula modeling approach quite attractive. In addition, most of the 
developed works do not consider random effects in the modeling [18-
21, 26, 36]. Random effects are an important aspect to consider in the 
degradation modeling of almost any product under study, given that 
most of the time there is a substantial subject-to-subject variability 
among the degradation processes of different individuals [33]. Which, 
accounts to describe the individual variability that determines the het-
erogeneity among the degradation paths of different product units, 
also known as individual variability [35].

Considering that a product may consist in multiple PC and that 
random effects affect in different ways the multiple PC. It result im-
portant to develop multivariate models with heterogeneous random 
effects. Furthermore, each PC may experience different sources of 
variation, which means that the random effects may be characterized 
in different ways in the degradation paths. For example, the degrada-
tion paths of a PC 1 may be characterized by a large variation of the 
degradation rate and a low variation of the within degradation incre-
ments, and the degradation paths of a second PC may be character-
ized by both a large variation of the degradation rate and the within 
degradation increments. it is important to consider such scenarios 
when dealing with the degradation modeling. The importance relies 
on describing the heterogeneous behavior of the multiple PC degrada-
tion in terms of their best fitting stochastic gamma process with ran-
dom effects to obtain robust reliability assessments. hao et al. [9] and 
Wang et al. [31] developed bivariate gamma processes with random 
effects, however they only considered the classical gamma process 
with random effects as marginal distributions. The classical gamma 
process with random effects consider that the scale parameter is ran-
dom, which means that the mean and variance of the gamma process 
are affected by the random effects parameter. This results in processes 
with random drift and random diffusion. in this paper, we model the 
degradation processes of two PC considering an Archimedean copula 

function and different gamma processes with heterogeneous random 
effects as marginal distributions. This, by proposing different modi-
fications of the structure of the parameters of the marginal gamma 
processes, such that a random drift and a random diffusion gamma 
process models are obtained. A time-scale monotone transformation 
is considered to assure that degradation is a linear function of time 
[34]. As the joint distributions are complex, the estimation of the pa-
rameters is performed via gibbs sampling and Markov chain Monte 
Carlo (MCMC) implemented in OpenBugS. The models are illus-
trated with the reliability assessment of a case study that consists of 
crack propagation data of two terminals of an electronic device.

The rest of the paper is organized as follows. Section 2 presents 
the simple gamma process and the bivariate modeling based on two 
PC. In Section 3, the different gamma processes with random effects 
for two PC are introduced. Section 4 presents the bivariate modeling 
based on the Frank copula function, and the heterogeneous random 
effects models are defined. Section 5 deals with inference method for 
the bivariate degradation model with random effects. Section 6 ad-
dresses the implementation of the proposed models in a fatigue-crack 
growth dataset. Finally, in Section 7 some concluding remarks are 
provided.

2. Gamma process for two performance characteris-
tics

considering a non-negative-valued process {Z(t),t>0}, where z(t) 
represents the measured degradation for an individual unit at time t, then 
the gamma process has the following properties: (a) Z(t+∆t)−Z(t)=∆Z(t) 
follows a gamma distribution Ga(v[τ(t+∆t)−τ(t) ],u), and (b) Z(t) has 
independent increments, Z(t4 )−Z(t3 ) and Z(t2 )−Z(t1) are independent 
∀t1<t2<t3<t4.

Now, let v(τ(t)) be a non-negative shape parameter with a time 
scale transformation in the form of τ(t,γ)= tγ, thus ∆τ(t)=τ(t+∆t)−τ(t),  
t≥0, v(0)≡0, and u>0 be a scale parameter. Then, Z(t),t>0 is governed 
by a gamma process with the parameters described above. Thus, the 
gamma process Ga(v(∆τ(t)),u) describes the degradation level of 
some characteristic at time t, and has a mean v(∆τ(t))/u and variance 
v(∆τ(t)) ⁄ u2 , the probability density function (PdF) of ∆Z(t) is given 
by:

 f Z t v u
u Z t

v t
u Za

v t v t

 ∆
∆

Γ ∆
∆

∆ ∆

( )( ) = ( )
( )( )( )
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( )( ) ( )( )−

, , expγ
τ

τ τ 1
tt( ){ }    (1)

where ( ) 1

0
,    0a ta t e dt a

∞
− −Γ = >∫  is the gamma function.

considering that the degradation process of a certain product 
is governed by a gamma process, a failure of the product is said to 
have occurred the moment when the degradation path Z(t) crosses 
a critical level of degradation ω. known also as the first-passage 
time. Thus, the first-passage time is defined as Tω= inf{tω:Z(t)≥ω}. 
The cumulative distribution function (cDF) of tω con be obtained as 

( )( ) ( )( )1 , ( ),aP Z t F v t uω ω τ≥ = − ∆  or as:

 ( )( ) ( )( )
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( )( )

( ),
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ωω

τ ω
ω

τ

∞ Γ
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Γ∫  (2)

where Γ(v(τ(tω )),ωu) is the upper incomplete gamma function 

defined by Γ v t u e d
u

v t( ), ( )τ ω ϑ ϑω
ω

∞
τ ϑω( )( ) = ∫ ( ) − −1 .

now consider that a product has two PC and that are marginal-
ly governed by a gamma process with a time-scale transformation. 
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Also considering a degradation test (DT) with the next character-
istics: N units are tested and M measurements for all the units are 
observed up to the termination time T, which results in degrada-
tion measurements Zik(tj ) of the ith unit at the corresponding time 
tj, i=1,2,… ,N, j=1,2 ,…,M, and k=1,2 PC. Then, the degradation data 
can be presented as follows:
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According to the independent increment property of the gamma 
process, and ∆ ∆Z t Z t Z t t tik j ik j ik j j k( ) = ( ) − ( ) = ( ) =−1 0 0, , ,τ γ   
− ( ) = −− −τ γ γ γt t tj k j j

k k
1 1, , , for i=1,2,…,N,j=1,2,…,M, and k=1,2 PC. 

Thus, it is possible to obtain independent random variables 
∆Zik (tj ) ~ Ga(vk (∆τ(tj,γk )),uk ), with the next PdF and CdF:
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τ γ
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v tk ik j
k j k∆ ∆
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∆
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1 ttdt

is the lower incomplete gamma function, i=1,2,…,N,j=1,2,…,M, and 
k=1,2 PC. If ωk is the critical degradation level of each PC for k=1,2. 

Then the cDF of 
k

tω  can be obtained from (2) as P(Zik (tj )≥ωk).

3. Gamma processes with random effects

considering that the sampled product under study may experience 
different sources of variation during its operation, it results appropri-
ate to incorporate product-to-product variability in the modeling of 
the degradation processes. in this case, it is assumed that γk and vk are 
fixed parameters that are common to all products. The random effects 
are introduced by letting that uk be a random parameter that follows a 
gamma distribution representing the heterogeneity among different 
products. considering that, a product has two performance character-
istics whose degradation have been observed during a DT with degra-
dation measurements Zik(tj) of the ith unit at the corresponding time tj, 
i=1,2,…,N,j=1,2,…,M, and k=1,2 PC. Then, the gamma process with 
random effects (Re) for k=1,2 can be written as ∆Zik (tj )~Ga(vk 
(∆τ(tj,γk )),uk),uk~Ga(δk,φk),uk >0. Thus, uk is a random parameter with 
mean δk /φk and variance δ ϕk k/ 2  with PdF defined as follows:
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Thus, the PdF of the degradation increments ∆Zik(tj) of the ith 
unit at the corresponding time tj, i=1,2,…,N,j=1,2,…,M,k=1,2 is 
given by:
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According to Lawless and crowder [10], for any fixed t, the ran-
dom variable Yik (tj )=(δk ∆Zik (tj )) ⁄ (φk vk (∆τ(tj,γk))) follows an F - dis-
tribution with 2vk ∆τ(tj,γk ) and 2δk degrees of freedom, thus, the cDF 
of ∆Zik (tj) is defined as:
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Taking into account (8), then the cDF of the lifetime when any of 
the degradation paths of the k =1,2 PC reach the respective critical 

level ωk is defined as t T Z t
k k k kω ω ω= inf : ( ) ≥{ }. The cDF of 

k
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con be obtained as:
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given that the means (vk (∆τ(tj,γk ))) ⁄ uk and variances 
(vk(∆τ(tj,γk))) ⁄(uk

2) of the respective k=1,2 gamma processes are af-
fected by the random effects parameters uk. it is expected that, the 
degradation rates of the degradation paths tend to have a larger dis-
persion in both processes. in addition, it is also expected that the vari-
ances of the degradation observations within each unit of both proc-
esses tend to be large. Figure 1 provides pseudo-random paths of the 
gamma degradation process under the Re model. however, it may be 
the case that for some products, both PC present only large disper-
sions of the degradation rates or that only present large variances of 
the degradation observations within each unit.

A modification of the parameters’ structure of the gamma proc-
esses is proposed as Zik (tj)~Ga(ηk (∆τ (tj,γk)) uk,uk ) with uk following 
a gamma distribution. The degradation means and variances of this 
model can be obtained as ηk(∆τ (tj,γk)) and (ηk(∆τ (tj,γk))) ⁄uk , respec-
tively. it can be noted that only the variances are affected by the ran-
dom parameter uk. Thus, the gamma process with random diffusion 
(RV) results in ∆Zik(tj)~Ga(ηk(∆τ (tj,γk)) uk,uk ),uk~Ga(δk,φk ),uk >0, 
with PdF described as:
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The cDF of the lifetime when the degradation paths of any of the 
PC for k=1,2 reach a critical level ωk is defined as 
t T Z t

k k k kω ω ω= inf : ( ) ≥{ } and it is obtained in the same way as:
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As random effects are involved in the scale parameter uk of the RV 
model, it is expected that the variance of the degradation observations 
within each unit to be significant. however, a low level of variation in 
the degradation rates may be observed. Thus, the RV model is suitable 
for the degradation modeling of products for which overall degrada-
tion rate is low and a large unit-specific degradation variation exists. 
Figure 2 provides pseudo-random paths of the gamma degradation 
process under the RV model.

A second modification of the structure of the parameters of the 
gamma process is proposed as Z t Ga t u uik j k j k k k( ) ( )( )( )~ , ,ζ τ γ∆ 2  , 

the degradation means and variances of this model are defined as 

ζk (∆τ(tj,γk))uk and ζk ∆(τ(tj,γk)), respectively. Again, if uk follows a 
gamma distribution, only the means are affected by the random effects 
parameters. Thus, the random drift gamma process (RD) for k=1,2 PC 
results in ∆ ∆Z t Ga t u u u Ga uik j k j k k k k k k k( ) ( )( )( ) ( ) >~ , , , ~ , ,ζ τ γ δ ϕ 0 , 
with PdF described as:
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The cDF of the lifetime when the degradation paths of any of the 
degradation paths for k=1,2 reach a critical level ωk is defined as 
t T Z t

k k k kω ω ω= inf : ( ) ≥{ } and it is obtained in the same way as:
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Because random effects are considered in the parameters uk, the 
means of the RD gamma process varies to a certain level. it leads to a 
larger dispersion of the degradation rates, which is reflected in larger 
variations of the first-time passage distributions. Thus, this model is 
appropriate for the modeling of the degradation of products in which 
significant variation of the degradation rate within the products’ sam-
ples is observed. in Figure 3, a set of pseudo-random paths of the 
gamma degradation process under RD model are illustrated.

Fig. 1. Pseudo-random paths of the gamma degradation process under the RE 
model

Fig. 2. Pseudo-random paths of the gamma degradation process under the RV 
model

Fig. 3. Pseudo-random paths of the gamma degradation process under the 
RD model
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4. Bivariate modeling with copula functions

Supposing that the degradation process of k=1,2 PC are observed 
for i=1,2,…,N units and j=1,2,…,M observations are recorded at 
specified times t_j for each degradation process. Now consider that, 
stochastic gamma processes govern the degradation process of each 
PC as f Z ta ik j ∆ ( )( ) . in this paper, it is considered that the depend-
ence structure between degradation processes k=1,2 is described by a 
copula function in the form H(x,y)=C{F(x),G(y)}. Where, F(x),G(y) 
are two marginal cDF and x,y are two random variables. if H(x,y) is a 
joint distribution with marginal distributions F(x) and G(y), then there 
exists a unique copula C for x,y [15]. Thus, a bivariate copula is a cDF 
defined in [0,1]2 with uniform marginal distributions [0,1]. in this 
case, an Archimedean Frank copula is considered to model two degra-
dation measurements Zik(tj) with k=1,2 PC, i=1,2,…,N,j=1,2,…,M as 
H(∆Zi1 (tj), Zi2(tj))=C(F(∆Zi1 (tj )), F(∆Zi2 (tj )) | θ), where F(∆Zik (tj )) is 
the cDF of the respective marginal stochastic process for k=1,2 and θ 
is the association parameter of the copula function. it should be noted 
that the distributions described in (7 – 13) refer to the case where the 
degradation levels before tj are unknown. instead, when it is assumed 
that the degradation levels measured before tj are known, the condi-
tional cDF are considered as F(∆Zik(tj )) | Zi1(t1), …,Zi1(t(j-1)) for k=1,2, 
i=1,2,…,N, and  j=1,2,…,M. Such that the bivariate copula results in 
H(∆Zi1(tj), Zi2(tj))=C(F(∆Zi1 (tj ) | Zi1(t1),…,Zi1(t(j-1)),  
F(∆Zi2 (tj)), Zi2(t1 )),…,Zi2(tj-1 )) | θ. With the marginal CdF defined 
as:
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where the conditional PdF of the random parameter is given by:
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The bivariate model is denoted as H(∆Zi1(tj), ∆Zi2(tj))=C(Uij1, Vij2), 
 where Uij1=F(∆Zi1(tj) | Zi2(t1),…,Zi1(t(j-1)) and  
Vij2=F(∆Zi2(tj) | Zi2(t1),…,Zi2(t(j-1)) are the cDF of the marginal gam-
ma process. if a simple gamma process is considered then the cDF 
is represented by (5). if random effects models are considered in the 
marginal processes and the degradation levels measured before tj are 
known, then the respective cDF can be obtained from (14). if the 
degradation levels measured before tj are unknown then the cDF can 
be obtained from (10) and (12) for the RV and RD models, respec-
tively. Parametric copula functions impose strong assumptions or re-
strictions on the correlation structure among cDF. This denotes the 
need to determine how a specific copula function is selected, and how 
the chosen copula function can be validated by data. Such a topic has 
been widely studied in the literature, for example, by comparing the 
sample empirical copula and theoretical copula. Practitioners may be 
referred to Durrleman et al. [5] and melchiori [14]. in this paper, the 
Frank copula function is considered as C(Uij1,Vij2 | θ), to illustrate the 
joint modeling of the proposed models with random effects for the 
two degradation processes. in the literature, it has been found that the 
Frank copula works well when dealing with systems with two PC and 
when dealing with crack propagation data as can be seen in the works 
of [9, 31, 36], as the case study presented in this paper. The Frank 
copula function is presented in (15). Then, the log-likelihood function 

of the set of parameters ϑ η ζ γ δ ϕ θi k k k k k kv= ( ), , , , , ,  for k=1,2, and  
i=1,2,…, is described in (16).
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where c(Uij1,Vij2 | θ)=∂(C(Uij1,Vij2 | θ)) ⁄ (∂Uij1∂Vij2).

The product is considered to have failed if any of the PC reach the 
critical degradation level ωk, k=1,2. Thus, the reliability function can 
be described as  
R t P Z t Z t C R Ri j i j( ) = ( ) < ( ) <{ } = ( ) ( )( )1 1 2 2 1 1 2 2ω ω ω ω, , .

Different combinations of the marginal processes for the bivari-
ate modeling are proposed, these combinations are presented in Ta-
ble 1. The bivariate modeling implies that the dependence structure 
between the degradation processes of the two characteristics can be 
tested by using the association parameter (θ), which justifies the use 
of the copula function. The models B1,B2, and B2 consider bivariate 
gamma models with homogeneous random effects for the Re, RV, and 
Rd models, respectively. however, another important aspect to con-
sider is that the degradation of each characteristic may be different in 
terms of the random effects that affect the behavior of the degradation 
paths. This means that, e.g., the degradation paths of the characteristic 
1 may exhibit a large variation of the degradation rate, and a low level 
of variation of the within degradation increments in the paths, while 
the characteristic 2 may exhibit a large variation in the within degra-
dation increments in the paths and a low variation of the degradation 
rates. For such cases, it may be important to consider heterogeneous 
marginal models with random effects in the bivariate modeling. in 
this paper, two heterogeneous models are considered and denoted as 
B4 and B5 in Table 1, where in the model B4 it is considered that the 
degradation of the characteristic 1 is governed by a gamma process 
with RD, while the degradation of the characteristic 2 is governed 
by a gamma process with RV. in the model B5, it is considered that 
Uij1=FRE (∆Zi1(tj) ) and Vij2=FRV (∆Zi2(tj)). Further bivariate combina-
tions of gamma processes with heterogeneous random effects can be 
considered depending on the observed behavior of the degradation 
paths of the degradation processes under study.

5. Parameters estimation

As the bivariate functions consider different combinations of 
gamma processes with random effects in terms of the scale parameter 
of the gamma process, it is easy to note that the joint bivariate distri-
bution function for any of the models Bi,i=1,2,3,4,5 may result in a 
non-standard complex form. 

Table 1. Bivariate models and bivariate heterogeneous Models

Model Uij1 Vij2

B1 FRE (∆Zi1(tj)) FRE (∆Zi2(tj))

B2 FRV (∆Zi1(tj)) FRV (∆Zi2(tj))

B3 FRD (∆Zi1(tj)) FRD (∆Zi2(tj))

B4 FRD (∆Zi1(tj)) FRV (∆Zi2(tj))

B5 FRE (∆Zi1(tj)) FRV (∆Zi2(tj))
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however, the MCMC can be utilized to estimate the parameters 
ϑi of interest from Bi, ,i=1,2,3,4,5. The mcmc procedure consists in 
generating samples from the joint posterior distribution. in this case, 
gibbs sampling algorithm is utilized to obtain such samples from the 
joint distribution. generally, the algorithm consists in dividing the pa-
rameter vector into d subvectors, ϑ=(ϑ1,…,ϑd ), such that each itera-
tion of the algorithm cycles through the subvectors of δ, drawing each 
subset conditional on the value of all vectors. This process can be seen 
as generating a realization of a markov chain that is built from a set 
of base transition probabilities. When the base transition probabilities 
are applied in sequence the algorithm can be described as simulating 
a homogeneous markov chain ϑ(1),ϑ(2),ϑ(3),…,. it is assumed that the 
prior distributions for all the parameters of interest are non-informa-
tive and there is prior independence among the parameters of interest. 
The implementation of the gibbs sampling algorithm for the estima-
tion of the parameters is implemented using the OpenBugS package 
software [13]. Zeros trick is used in OpenBugS given that the log-
likelihood is not a standard distribution [17]. important information 
about this algorithm can be found in gelfand and Smith [6], Casella 
and george [4], Smith and Roberts [28]. 

considering that degradation measurements Zik (tj ) have been ob-
served of the ith unit at the corresponding time tj, i=1,2,…,N,j=1,2,… ,M 
for k=1,2 PC. Thus, ∆Zik(tj )=Zik(tj )−Zik(tj−1 )) is the degradation incre-
ment at the interval time tj−tj−1 . Then, the degradation increments 
∆Zik(tj ) are independent random variables that follow a gamma distri-
bution as Ga(vk(∆τ (tj,γk)), uk) for the Re model, Ga(ηk(∆τ (tj,γk)), uk) 
for the RV model, and Ga(ζk(∆τ (tj,γk)), uk) for the RD model, in all 
cases with uk following a gamma distribution. it should be noted that, 
under a gamma process with random effects, the degradation incre-
ments ∆Zik(tj ) are independent random variables only conditional to 
the value of (vk,ηk,ζk) for any of the described random effects models. 
Different combinations of the bivariate models 
with different random effects as marginal dis-
tributions are considered as described in Sec-
tion 4. given that random effects are generated 
by  in all the models, it is considered that uk,i 
follows the same prior distributions with hy-
per-parameters (δk,φk ), which accounts for 
pooling the information of the random effects 
among the different degradation trajectories 
for k=1,2. The non-informative prior distribu-
tions for these hyper-parameters are consid-
ered as δ δ δk Gamma a b

k k
~ ,( )  and 

ϕ ϕ ϕk Gamma a b
k k

~ ,( ). A non-informative 

normal prior distribution is considered for the 
Frank copula parameter as θ θ θ~ ,Normal a b( )
. in addition, a non-informative gamma prior 
distribution is considered for the shape param-
eters of the gamma processes (vk,ηk,ζk). Lastly, 
a gamma distribution is considered for γk as 
γ γ γk Gamma a b

k k
~ ,( ) , in order to avoid neg-

ative values of the time-scale transformation. 
The bivariate joint Frank copula function spec-
ified in (15) is implemented in OpenBugS 
with the marginal cDF described in Table 1 as 
Bi by considering the proposed prior distribu-
tions for every parameter of interest.

6. Case study

in the following, a case study is presented, which consisted in 
the fatigue-crack propagation of two cracks in two terminals of an 
electronic device. each device has two terminals, whose function is 
to transfer a signal to a receptor. Some cracks may be present in both 
terminals. The propagation of the cracks to a certain critical length can 
lead to failure of the device given the inability of transferring the sig-
nal to the receptor. A DT based on vibration was carried out in order 
to study the propagation of cracks in the terminals of ten devices. As 
every device has two terminals, two sets of fatigue-crack growth data 
were obtained. The length increments of the cracks for both terminals 
were measured every 0.1 hundred thousand cycles until 0.9 hundred 
thousand cycles. The measurements for every crack were performed 
at the same measurement times, and by considering equally distanced 
inspection times. The increments of the degradation were measure 
by considering a vision system with special software applications to 
measure crack propagations. The obtained data are presented in Table 
2, the units are in millimeters. in Figure 4, the crack degradation paths 
for the two terminals of every device are illustrated. 

The propagation of the cracks can be seen as a degradation proc-
ess and therefore a stochastic process. As the device counts with two 
terminals, the crack propagation of every terminal can be seen as 
degradation processes. considering that the cracks are from differ-
ent positions, it is important to assess the dependence in the cracks 
propagation of the terminals for every device. it is considered that the 
device has failed if the length of any of the two terminal’ cracks cross 
the critical limit of 0.663 mm. Such critical level of degradation was 
obtained by considering the total width of the terminal defined by the 
customer of the product. in this case, if a crack length exceeds the to-
tal width of the terminal, a failure of the system can be obtained given 
that the inability of the product to transfer a signal the receptor. 

Table2. Fatigue-crack growth increments dataset for terminals (in milimeters)

Hundred thousands of cycles

Terminal De-
vice 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1

1 0 0.014 0.018 0.016 0.021 0.089 0.09 0.02 0.06 0.014

2 0 0.031 0.017 0.075 0.011 0.024 0.025 0.08 0.01 0.043

3 0 0.011 0.069 0.07 0.03 0.01 0.01 0.01 0.012 0.073

4 0 0.03 0.02 0.08 0.03 0.05 0.06 0.09 0.02 0.055

5 0 0.01 0.012 0.08 0.031 0.05 0.05 0.01 0.035 0.015

6 0 0.011 0.05 0.09 0.026 0.084 0.085 0.022 0.036 0.016

7 0 0.017 0.012 0.07 0.01 0.015 0.016 0.01 0.099 0.03

8 0 0.026 0.016 0.01 0.01 0.012 0.01 0.01 0.021 0.016

9 0 0.03 0.08 0.051 0.072 0.09 0.09 0.03 0.08 0.033

10 0 0.08 0.012 0.016 0.032 0.01 0.01 0.02 0.013 0.034

2

1 0 0.01 0.02 0.025 0.052 0.058 0.018 0.017 0.06 0.042

2 0 0.09 0.071 0.011 0.075 0.012 0.022 0.09 0.03 0.028

3 0 0.01 0.05 0.021 0.037 0.024 0.016 0.011 0.063 0.03

4 0 0.016 0.06 0.011 0.017 0.023 0.071 0.01 0.01 0.04

5 0 0.036 0.06 0.08 0.028 0.038 0.039 0.044 0.09 0.08

6 0 0.014 0.088 0.01 0.082 0.083 0.012 0.016 0.03 0.056

7 0 0.037 0.027 0.014 0.018 0.028 0.04 0.07 0.02 0.072

8 0 0.035 0.051 0.019 0.069 0.093 0.01 0.07 0.014 0.023

9 0 0.067 0.081 0.013 0.012 0.011 0.034 0.011 0.01 0.046

10 0 0.025 0.027 0.012 0.012 0.075 0.036 0.018 0.017 0.04
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As can be seen from the cumulative degradation paths in Figure 4, 
there are several differences among the degradation paths of a single 
terminal and between terminals. in the degradation paths of termi-
nal 1, a large variation of the degradation rate can be observed which 
may indicates that the random effects affect the degradation rate, and 
the opposite can be seen in the degradation paths of terminal 2, where 
the variation is rather small. From both terminals, it can be noted that 
a large variation of the within increments is observed, which may in-
dicates that the random effects affect the diffusion of the degradation 
process of both terminals. From these behaviors, it can be noted that 
the random effects have different influences on the degradation proc-
esses as described above. The different bivariate models presented in 
Table 1 are considered, these models were estimated via gibbs sam-
pling by using OpenBugS. 

6.1. Estimation of Proposed Models

considering the dataset described in Table 2, N=10 and M=10 and 
the five bivariate models Bi,i=1,2,3,4,5 described in Table 1, with pa-
rameters:

ϑ – 1=(v1,γ1,δ1,φ1,v2,γ2,δ2,φ2,θ ), for the bivariate Re model, with 
means vk(∆τ(tj,γk)) ⁄ and variances vk(∆τ(tj,γk)) ⁄ 2

ku , for k =1,2.
ϑ – 2=(η1,γ1,δ1,φ1,η2,γ2,δ2,φ2,θ ) for the bivariate  RV model, with 
means ηk(∆τ(tj,γk)) and variances ηk(∆τ(tj,γk)) ⁄, for k =1,2.
ϑ – 3=(η1,γ1,δ1,φ1,ζ2,γ2,δ2,φ2,θ) for the bivariate  RD model, with 
means ζk(∆τ(tj,γk)) and variances ζk(∆τ(tj,γk)), for k =1,2.
ϑ – 4=(ζk,γ1,δ1,φ2,η2,γ2,δ2,φ2,θ) for the bivariate heterogeneous 
RD-RV model, with means ζ1(∆τ(tj,γk))u1, η2(∆τ(tj,γk)) and vari-
ances ζ1(∆τ(tj,γk) ), η2(∆τ(tj,γk)) ⁄u2 .
ϑ – 5=(v1,γ1,δ1,φ1,η2,γ2,δ2,φ2,θ ), for the bivariate heterogeneous 
Re-RV model, with means v1(∆τ(tj,γk)) ⁄ u1, η2(∆τ(tj,γk)) and 
variances v1(∆τ(tj,γk)) ⁄

2
1u , η2(∆τ(tj,γk)) ⁄ u2.

Based on the Frank copula function (15) and the log-likelihood 
function in (16) with ϑi,i=1,2,3,4,5, the estimated parameters were 
obtained by using OpenBugS. It is assumed that there are prior in-
dependence among the parameters of interest. estimation of the pa-
rameters was performed by using the zeros trick in the developed al-
gorithm to specify the bivariate log-likelihood function. Two sets of 
initial values are considered in the algorithm to assess the convergence 
of the parameters of interest with the Brooks-gelman-Rubin (BgR) 
statistic [7]. A total of 50,000 iterations were considered for burn-in 
and 100,000 were considered for estimation purposes. As two sets of 
initial values were determined for every parameter, the BgR statistic 
was calculated for the parameters of interest. in general, it was found 
that convergence is achieved in every parameter in accordance with 
the BgR graphs obtained from OpenBugS. The estimations obtained 

for the parameters of every model Bi, along with 
the standard deviation, monte carlo error and 
some percentiles are presented in Table 3.

information criteria was used to select the 
best fitting random effects bivariate model. The 
Akaike information criterion (Aic) is used for 
such purpose, which is an appealing tool for 
model selection based on information. The 
model with the lowest value of Aic is consid-
ered as the best fitting model [1]. This criterion 
is defined as AIC=−2×l(ϑ1 )+2R; where, l(ϑ1 ) is 
the evaluated log-likelihood function from (16) 
for any of the models  i=1,2,3,4,5, for the Frank 
copula and R is the number of parameters. in 
addition, the kendall coefficient was estimated 
from the copula parameter (θ), this coefficient 
provides a good alternative to measure the level 
of dependence between the marginal distribu-
tions from the copula. The kendall coefficient 
can be obtained from the Frank copula as 

1−4 ⁄ θ [D1(−θ)−1], where D x s x t e dts
s

x
s t( ) = −∫/ /

0
1  is the Debye 

function. The Aic and kendall values are presented in Table 4.

As can be noted from Table 4, the best fitting model is the het-
erogeneous model B5, given that it has the lowest value of Aic. This 
model considers a Re gamma process model for the terminal 1 and a 
RV gamma process model for the terminal 2. The result makes sense, 
given that as can be seen from the cumulative degradation paths in 
Figure 4, the paths of terminal 1 have large variations of the degrada-
tion rate and the within degradation increments. Such characteristics 
are described when the Re model is considered given that both the 
mean and variance of the gamma process are affected by the random 
effects parameter. On the other hand, the degradation paths of ter-
minal 2 have a lower level of variation of the degradation rates, and 
a large variation of the within degradation increments, such charac-
teristics are described when the RV model is considered given that 
only the variance of the gamma process is affected by the random ef-
fects parameter, as described in Section 3. however, it must be noted 
that the differences among the Aic values for the proposed models is 
slight. Furthermore, the B3 model, which considers that both terminals 
1 and 2 are governed by a gamma process with RD, is the model with 
the poorest performance. The level of dependence described by the 
kendall coefficient from the bivariate Re-RV model is 0.0411, which 
may indicates a low level of dependence, however, it must be consid-
ered when dealing with the reliability assessment of the product as a 
whole. in addition, from the estimates in Table 3 it can be noted that 
in the model B5 the credible interval of θ include the value 0. hence, 
the degradation processes seem to be independent, because for θ→0 
the marginal cDF are independent, which explains why the obtained 
kendall coefficients are small. in Figure 5, the contour and density 
plots are presented for the best fitting heterogeneous model via Frank 
copula.

Fig. 4. Cumulative degradation paths based on the fatigue-crack growth dataset. (a) Terminal 1, (b) Ter-
minal 2.

Table 4. Estimation of information criteria and dependence structure for 
bivariate models

Model AIC Kendall Ranking

B1 −8415 0.0405 2

B2 −8412 0.0415 3

B3 −8410 0.0402 5

B4 −8411 0.0411 4

B5 −8426 0.0411 1
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Table 3. Parameters estimates for the considered bivariate models

Model Parameter Mean Sd MC error

B1

ν1 18.77 2.595 0.1067 14.09 18.63 24.28

ν2 21.79 2.916 0.1186 16.31 21.71 27.72

γ1 1.058 0.07221 0.0002371 0.9226 1.056 1.206

γ2 1.021 0.06957 0.0002173 0.8912 1.018 1.164

φ1 31.04 20.62 1.152 4.48 30.51 77.01

φ2 25.3 15.67 0.8731 7.097 20.57 64.25

δ1 1562 1025 57.26 232.3 1550 3780

δ2 1427 834.9 46.49 384.1 1197 3606

θ -0.3624 0.5759 0.003893 -1.5 -0.3622 0.7729

B2

η1 0.3747 0.03042 0.000828 0.3199 0.3729 0.439

η2 0.3866 0.02989 0.000836 0.3331 0.3847 0.4509

γ1 1.058 0.07411 0.000246 0.9188 1.055 1.209

γ2 1.021 0.0706 0.000225 0.8889 1.018 1.167

φ1 59.82 32.64 1.825 16.23 52.46 138.3

φ2 47.9 35.76 2.004 10.65 38.92 150.1

δ1 2877 1659 92.82 763.8 2450 6520

δ2 2496 1701 95.3 584.5 2159 7119

θ -0.3775 0.5809 0.004144 -1.531 -0.3794 0.7457

B3

ζ1 0.008603 0.002217 0.000110 0.005479 0.008195 0.01426

ζ2 0.00719 0.001492 0.0000723 0.004775 0.007017 0.0106

γ1 1.058 0.07482 0.000259 0.9176 1.055 1.212

γ2 1.02 0.07006 0.000218 0.8899 1.018 1.164

φ1 56.68 41.34 2.317 11.53 41.8 154.7

φ2 44.97 25.2 1.408 11.17 38.38 102.5

δ1 2523 1787 100.2 558.3 1904 6689

δ2 2399 1238 69.06 655.5 2074 5118

θ -0.368 0.5892 0.003918 -1.521 -0.366 0.785

B4

ζ1 0.007357 0.002776 0.000132 0.003668 0.006824 0.01447

η2 0.388 0.02938 0.000710 0.335 0.3864 0.4499

γ1 1.059 0.07225 0.000235 0.9242 1.057 1.208

γ2 1.02 0.07114 0.000230 0.8889 1.017 1.168

φ1 28.33 23.98 1.343 1.698 19.96 83.55

φ2 33.42 17.42 0.9705 4.984 32.73 66.56

δ1 1430 1228 68.76 89.53 1028 4625

δ2 1765 965.9 53.86 250.2 1683 3714

θ -0.3593 0.5912 0.003846 -1.518 -0.3588 0.7949

B5

ν1 18.72 2.501 0.09876 14.08 18.65 23.78

η2 0.3871 0.02964 0.0008099 0.3332 0.3857 0.4492

γ1 1.058 0.07298 0.0002367 0.9218 1.055 1.207

γ2 1.021 0.07101 0.0002234 0.8886 1.018 1.168

φ1 25.68 14.62 0.8119 2.076 24.05 55.83

φ2 75.7 56.48 3.173 15.52 54.38 221.6

δ1 1294 737.9 41 107.8 1215 2832

δ2 3811 2418 135.8 821 2948 9287

θ -0.3596 0.5794 0.00403 -1.506 -0.3546 0.7774



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 201716

sciENcE aNd tEchNology

6.2. Reliability Assessment

Based on the estimates obtained in Table 3, it is possible to estimate 
the reliability of the product. The marginal reliability functions can be 
obtained by considering the critical level of degradation ωk=0.663, 
for k=1,2. in the case of the Re model, the marginal reliability func-
tion is obtained with (17) by simply substituting the corresponding 
parameter estimations form Table 3 in the function. As the parameters 
for the degradation process of each terminal are estimated marginally, 
the reliability functions can be easily obtained. in the case of the RV 
and RD models, the reliability functions do not have a closed form. 
however, the kernel density distributions of the reliability functions 
can be obtained via simulation-based integration [24]. Thus, by con-
sidering the reliability functions described in (18) and (19), and the 
posterior distributions of the parameters of interest (vk,ηk, k,γk,δk,φk), 
the reliability functions can be obtained as:
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considering the joint posterior distributions p(ϑi | Zk), where 
Zk=(Z1k(t1),…,Z1k(tM),…,ZNk(t1),…,ZNk(tM)) for any bivariate model 
Bi with parameters ϑi for i=1,2,3,4,5, the reliability functions can be 
obtained as:

 R t Z R t p Z dm k m i m i k i
i

( ) = ( ) ( )∫
ϑ

ϑ ϑ ϑ  (20)

where m=RV or RD, and pm (ϑi | Zk) is the joint posterior distribution 
obtained from the implemented Bayesian estimation approach de-
scribed in Section 4. The simulation-based integration is implemented 
by calculating the relevant values of RRV (t | ϑ̂i) and RRD(t | ϑ̂i) at each 
generated sample ϑ̂i=(v̂k,η̂ k, ζ̂ k, γ̂k,δ̂k,φ̂k) from pm(ϑ̂i| Zk) for any of the 
k=1,2 random effects models. 

considering the bivariate models, the bivariate reliability function 
can be written as:

R(t | Zk)=P(Zi1(tj)<ω1,Zi2(tj)<ω2)=C(R(t | Zi1(tj)),R(t | Zi2(tj)))   (21)

where ω1=ω2=0.663. considering all 
the bivariate models Bi, i=1,2,3,4,5, and 
the reliability functions described in 
(20-21), the reliability plots for terminal 
1 and 2 were obtained and are compared 
in Figure 6. The best fitting model is B5, 
which implies a Re model for terminal 
1 and a RV model for terminal 2. con-
sidering these two marginal models, the 
reliability functions were also obtained 
and are compared in Figure 7.

From Figure 6a, it can be noted that 
the behavior of the reliability functions 
for RD and RD (with RV) is not the 
same. The difference between these two 
models is that the RD function comes 
from a bivariate RD model, while the 
RD (with RV) comes from a heteroge-

Fig. 5. Contour plot (a) and density plot (b) for the bivariate Frank copula with RE and RV marginal gamma ran-
dom effects models.

Fig. 6. Comparison of reliability functions considering dependence. (a) Terminal 1, (b) Terminal 2.
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variance for terminal 2 under RV in B5 is 0.007221. This means that, 
as the terminal 1 has a larger variance, some of the degradation paths 
will have large first-passage times, and for terminal 2 the first-time 
passage times may occur earlier with more probability. in addition, 
the reliability functions for the dependent and independent scenarios 
constantly overlap, which can be explained by the fact the considered 
level of dependence in terms of the Kendall coefficient is quite small 
0.0411.

7. Concluding remarks

This paper introduces a bivariate degradation modeling approach 
for two PC based on marginal gamma processes with heterogeneous 
random effects. As the random effects may affect in different ways 
the degradation of each PC, different modifications of the structure 
of the parameters of the marginal gamma processes were performed. 
Such modifications are considered in the bivariate modeling, which 
allows to describe the heterogeneous behaviors of the degradation 
processes due to random effects. Different combinations of marginal 
gamma processes with random effects joined by a Frank copula were 
considered, and it was found that a bivariate model with marginal Re 
and RV models for the two degradation processes is slightly the best 
fitting model according to information criteria. The selection of the 
best fitting bivariate model can be explained by the behaviors of the 
degradation paths of each PC. The terminal 1 has a large variation 
of the degradation rate and the within degradation increments, such 
characteristics are described by the gamma process with Re. While 
the terminal 2, has only a large variation of the within degradation 
increments, which is a characteristic of the gamma process with RV. 
under the selected model, it is expected that the estimations of the 
reliability and the remaining useful life of the product under study to 
be more accurate, as noted in the comparison of reliability functions 
in Figure 6. The comparison of the reliability functions in Figure 7 
shows that terminal 2 should decide the reliability of the product. The 
proposed models can be extended to consider more than two marginal 
degradation processes. Future research can be conducted by consider-
ing different distributions for the random effects scale parameter of 
the gamma process, and by letting the shape parameter to be a random 
effects parameter.

neous RD-RV model. This denotes that there may be some differences 
in the reliability assessment if homogeneous or heterogeneous random 
effects are considered in the modeling. Although not so obvious, the 
same differences can be noted in the reliability functions in Figure 6b 
for the RV, RV (with RD), and RV (with Re) models. The device is 
considered to have failed if any of the two terminal’s cracks exceeds 
the critical degradation level ωk=0.663. As can be noted from Figure 
7 the reliability of terminal 1 is higher than the reliability of terminal 
2. Which can be explained by considering that the degradation mean 
for terminal 1 under the Re model in B5 is 0.3715, and the degradation 
mean for terminal 2 under the RV model in B5 is 0.3855. As can be 
noted the degradation mean for terminal 2 is greater than the degrada-
tion mean for terminal 2, which means that the first-passage times of 
terminal 2 will occur earlier than the ones from terminal 1. in addition, 
the variance of terminal 1 under Re in B5 results in 0.007379, and the 

Fig. 7. Comparison of reliability functions for terminal 1 and 2 with RE and 
RV models.
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1. Introduction

Attempts to solve the network reliability issue have been made 
for years. The problem is important due to growing requirements in 
terms of reliable operation of various networks whose reliability is 
considered already at the design stage [8, 23]. computer, communica-
tion, gas, water supply, power and other networks are still expanding 
and becoming increasingly complex. Determination of the reliabil-
ity of such networks is complicated and in many cases is a nP–hard 
problem [1, 2, 20]. The solutions suggested in the literature most often 
relate to a determination of the reliability of undirected networks due 
to their coherence and structure of links [22] or due to their effective 
distribution [6,28]. There are also attempts to account for both aspects 
in the reliability evaluation [18].

Three kinds of accurate computations exist for the network reli-
ability: exact [13], approximate and boundary values [5,10]. Since 
moskovitz [14] used it as an accurate method of network reliabil-
ity determination due to its coherence, the factoring algorithm has 
very often been used, investigated and modified [17, 21]. The net-

work model in the factoring algorithm is an undirected graph, and 
the reliability measure is the probability of connectedness among the 
specified set of nodes – K-terminal network reliability [7, 27]. The 
reliability is determined by a reduction of the graph representing the 
network with the assumption that the network nodes are perfectly re-
liable [3, 4]. The reliability determination of networks with failing 
links and nodes was also considered and the proposed computation 
methods were presented in [11, 24, 25]. As network reduction is sig-
nificantly time-consuming, there was a search for quicker and more 
effective methods [12]. The following can be used for these purposes: 
series-parallel, polygon-to-chain, delta-to-star, degree-1 and degree-2 
reductions, and also other methods [9, 2 6]. The formula obtained as a 
result of reduction allows computing a specified measure of network 
reliability for the chosen time. Practical applications of the factoring 
algorithm mainly regard real gas and water supply networks [15, 18] 
as well as computer networks [23].

PILch R. Reliability evaluation of networks with imperfect and repairable links and nodes. eksploatacja i niezawodnosc – Maintenance and 
Reliability 2017; 19 (1): 19–25, http://dx.doi.org/10.17531/ein.2017.1.3.

Robert PILch

reliaBility evalUation of networks with imperfect 
and repairaBle links and nodes

niezawodność sieci z Uszkadzającymi się 
i odnawianymi połączeniami oraz węzłami*

The paper presents the method for determining the reliability of a network whose elements (links and nodes) are imperfect (can 
fail) and repairable. The presented method uses the factoring algorithm, proposed π method and computer simulation. The factor-
ing algorithm is used to obtain a formula for accurate computation of network reliability as a probability of connectedness among 
the specified set of nodes K (RN(K) ). The reliability calculated in this way relates to cases when only links can fail and are unre-
pairable. In order to calculate the reliability of a network with repairable links and nodes, we introduced quasi-failures of links 
which occur as a result of failures of adjacent nodes – the π method. The developed method allows accounting for the repair of all 
the network elements after failure, as well as choosing the set of nodes (Nf ) which can fail independently. In addition, the prob-
ability distributions of failure time of freely specified sets of nodes and links can be different. A simulation computational model 
was developed for the method which allows for determining the reliability (RN(K)(t)) of a network with repairable links and nodes. 
Examples of numerical calculations were performed according to the developed model and the results are presented.

Keywords: network reliability, factoring algorithm, imperfect nodes, imperfect links, repairable elements, 
π method, simulation.

W opracowaniu przedstawiono metodę wyznaczania niezawodności sieci, w których elementy (połączenia i węzły) mogą się 
uszkadzać i są odnawiane. Przedstawiona metoda wykorzystuje algorytm faktoryzacji, zaproponowaną metodę π oraz symulację 
komputerową. Na podstawie algorytmu faktoryzacji wyznaczany jest wzór do dokładnego obliczania niezawodności sieci jako 
prawdopodobieństwa połączenia między wybranym zbiorem K węzłów (RN(K) ). Obliczana w ten sposób niezawodność dotyczy 
przypadków gdy tylko połączenia mogą się uszkadzać i nie są odnawiane. W celu obliczania niezawodności sieci z odnawianymi 
połączeniami i węzłami wprowadzono quasi uszkodzenia połączeń, które występują na skutek uszkodzeń węzłów do nich przyle-
głych – metoda π. Opracowana metoda pozwala uwzględnić odnawianie wszystkich elementów sieci po uszkodzeniu jak również 
możliwość wyboru zbioru węzłów (Nf ), które mogą się niezależnie uszkadzać. Ponadto rozkłady prawdopodobieństwa czasu pracy 
do uszkodzenia dowolnie określonych zbiorów węzłów i połączeń mogą być różne. Do zaproponowanej metody opracowano symu-
lacyjny model obliczeniowy, który umożliwia wyznaczenie niezawodności sieci (RN(K)(t)) z odnawianymi połączeniami i węzłami. 
Zgodnie z opracowanym modelem wykonano przykładowe obliczenia numeryczne i przedstawiono ich wyniki.

Słowa kluczowe: niezawodność sieci, algorytm faktoryzacji, uszkadzające się połączenia, uszkadzające się 
węzły, naprawialne elementy, metoda π, symulacja.
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however, the reliability computed in this manner does not take 
into account the repair of failing network elements. The elements of 
real networks such as pipelines, telecommunication lines etc. are al-
ways repaired after failure. For the network reliability determination 
model to better reflect the reality, the repair of elements should be 
taken into account.

This paper presents the method of network reliability determina-
tion as the probability of connectedness among the specified set of 
nodes (K-terminal network reliability) taking into account the repair 
of failing links and nodes. The failures and repairs of nodes were im-
plemented according to the proposed π method. The proposed model 
of reliability computation uses the classic factoring algorithm, the π 
method and the simulation method suitably adapted to them. The reli-
ability computation for networks with repairable elements comprises 
two stages. in stage i, which is based on classic factoring algorithm, 
the formula is obtained for accurate computation of reliability of a net-
work without repair of the elements. in stage ii, the formula and the 
π method are used in the simulation procedure wherein the network 
reliability is determined when the nodes are repaired after failure. 

2. Notation and assumptions

G = (V,E) –undirected graph which represents an undirected network,
V = (v1,v2,…,vn ) – set of vertices in a graph representing nodes in a 

network,
E = (e1,e2,…,em ) – set of edges in a graph representing links in a net-

work, 
vj – vertex in a graph and node in a network, vj ∈ V,
ei – edge in a graph and link in a network, ei ∈ E,
n – number of nodes in a network, n=|V |,
Nf  – set of nodes which can fail, nf ⊆V,
m – number of links in a network, m=|E |,
K – specified set of vertices in a graph (nodes in a network) which 

should be connected in order to guarantee the network’s operating 
state,

GK – graph with specified set K⊆V,
xi(t) – state of link ei at time t expressed in a binary manner, 

xi ∈ {0,1}, 
sei(t) – state of link ei at time t expressed in a numerical manner, 

sei ∈ {1,0,−1,−2},
pi =Pr(xi=1) – probability that link ei is in an operating state, 
qi =1− pi = Pr(xi = 0) – probability that link ei is in a failure state,
RN(K) = R(GK) – network reliability – probability of connectedness 

among the specified set K of nodes (K-terminal network reliability),
AM – adjacency matrix of a network,

( )1 2( ) ( ), ( ), , ( )mX t x t x t x t= …  – set of all links’ states at time t,
( ) ( ) ( ) ( )( )1 2,  , , mSe t se t se t se t= …  – set of all links’ states at time t 

expressed in a numerical manner,
Φ ( ) ( )t R X tN K= ( )( )  – function determining in a binary manner the 

network state at time t, Φ ( ) ,t ∈{ }0 1 ,
Th – simulation time horizon,
te – time of event,
tfij – time when the jth failure of link ei occurs,
trij – time when the jth repair of link ei ends,
tsf  – time when in sth simulation a network’s failure state occurs,
smax – number of simulation repetitions, 
sf(t) – number of simulations which until time t ended with occur-

rence of the network’s failure state,
RN(K)(t) – reliability of a network with links and nodes repairable after 

failure.

The following assumptions were made in order to determine the 
network reliability using the proposed method: 

model of network is an undirected stochastic graph.i 

The measure of network reliability is the probability that all ii 
nodes from specified set K are connected – K-terminal network 
reliability.

All links iii ei in the network can fail statistically independently of 
each other with known probability qi=1–pi, and the distribution 
of failure time of each is known. 

To obtain the formula for computation of network reliability iv 
RN(K), it is assumed that the nodes are perfectly reliable: pvi=1, 
and the links are unrepairable.

When determining the reliability v RN(K)(t) of a network with fail-
ing and repairable elements, all the links and nodes can fail statis-
tically independently of each other with known probabilities, and 
the distribution of failure time of each is known.

A failure of a node in the network causes a quasi-failure of all vi 
links adjacent to the failed node.

each network link vii ei and node vj can be in only one of two states: 
operating or failure.

Repair of each element results in restoration of its original reli-viii 
ability.

3. Determination of reliability of a network with perfect 
nodes and unrepairable links

The goal of stage i of the analysis is to obtain the formula for 
computation of reliability of a network with perfect nodes and un-
repairable links. The factoring algorithm was used for this purpose. 
The formula RN(K) is obtained by reduction of the graph representing 
the network [16, 27]. The reduction process is based on a well-known 
principle of contracting and deleting of links which is recursively ap-
plied for all edges ei in graph G.
examples of reduction for specified sets K are shown in Figure 1 
(a: |K |=|V |, b: |K |=2:{v1,v2}). 

4. Reliability of a network with imperfect and repairable 
links and nodes – π method

in stage ii of the analysis we present the π method which 
takes into account the failures and repairs of links and nodes in 
the network. 

Because, according to assumption vii, each link ei can be only in 
one of two states, it was assumed that this state will be expressed in a 

Fig. 1. Examples of reduction according to the factoring algorithm
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binary manner and denoted xi(t). As a result of failures and repairs, the 
values xi(t) can change in time as follows:

 ( )
1 –                
0 –                        

i
i

i

link e is in anoperating stateat timet
x t

link e is in a failure stateat timet


= 


 (1)

and the set of states of all links in the network at any time t is writ-
ten as:

 ( ) ( ) ( ) ( )( )1 2,  , , mX t x t x t x t= …  (2)

The following substitution for probability values pi and qi are 
made in formulas for network reliability (RN(K)) obtained according 
to the factoring algorithm:

 
( )

( )
          

1
i i

i i

p x t
q x t

 =
 = −

  (3)

Now, it can be noticed that after using formulas (1) – (3), the 
value of function Φ(t) = RN(K)(X(t)) in each case determines the net-
work state in a binary manner due to the fact that the connectedness 
of nodes from set K: 1 – K nodes are connected, 0 – K nodes are not 
connected, which will be written as:

 Φ( ) ( ) ( )( ) 1            
0                 N K

operating stateof network at timet
t R X t

failure stateof network at timet
−

= =  −
 

(4)

it is an easy method for determining the network state at any time 
t for each possible case X(t) resulting from combination of states xi(t) 
of network links.

As each link ei connects two nodes located on its ends (these 
nodes are adjacent to link ei), the adjacency matrix (AM) for any net-
work can be written in the following form:

 
, ,

, ,

1, 2, , 
;           

1, 2, , 

i j i n

m j m n

a a
i m

AM
j n

a a

… 
= … 

=   = … … 

 



 (5)

 
 

,
 

1                  

0    ’         
j i

i j
j i

if nodev is oneof two nodes adjacent tolink e
a

if nodev isn t oneof two nodes adjacent tolink e

−=  −
 (6)

matrix AM will be used during calculation process to fastest find-
ing the numbers of links which are in a failure state as a result of 
failure of nodes.

Analysing the structures of links in various networks, it is easy to 
notice that each link ei which is adjacent to the failed node cannot be 
used to connect the specified set K of nodes. According to assumption 
vi, such a state is called a quasi-failure of the link. 

if nodes vk and vl are adjacent to link ei, possible cases of failure 
and quasi-failures of link ei are presented in Figure 2. 

The cases presented in Figure 2 cause:

2a: failure of link  – ei,
2b: quasi-failure of link  – ei,
2c: failure and simultaneously quasi-failure of link  – ei,
2d: double quasi-failure of link  – ei,
2e: failure and simultaneously double quasi-failure of link  – ei.

each kind of link’s failure is assumed in calculations as a failure 
state of that link.

The numerical value sei(t) which describes the link’s state was 
introduced in order to allow for determining the number of failures at 
time t which cause the failure state of the link. if at time t the link ei 
is in operating state, sei(t)=1. Now, it was assumed that as a result of 
events, failures and repairs of link ei and nodes vk and vl occurring at 
time te, values sei(t) of link ei and other links adjacent to nodes vk and 
vl will change as follows:

if link  – ei at time te changes into failure state: 

 ( ) ( ) 1i e i ese t t se t> = −  (7)

if node  – vk at time te changes into failure state: 

 ∀ ∈( ) ∧ ( ) =( )⇒ >( ) = ( ) −( )=i i AM a se t t se tm i j k i e i e1 1 1, , ,   (8)

if node  – vl at time te changes into failure state:

 ∀ ∈ …( ) ∧ ( ) =( )⇒ >( ) = ( ) −( )=i i m AM a se t t se ti j l i e i e1 1 1, , ,  (9)

if link  – ei at time te changes into operating state: 

 ( ) ( ) 1i e i ese t t se t> = +  (10)

if node  – vk at time te changes into operating state:

 ∀ ∈ …( ) ∧ ( ) =( )⇒ >( ) = ( ) +( )=i i m AM a se t t se ti j k i e i e1 1 1, , ,  (11)

if node  – vl at time te changes into operating state:

 ∀ ∈ …( ) ∧ ( ) =( )⇒ >( ) = ( ) +( )=i i m AM a se t t se ti j l i e i e1 1 1, , ,  (12)

hence, from formulas (7) – (12) we obtain the set of possible values 
sei(t) for each link:
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i k l

i k l

i i k l

i

operating stateof link e and both nodes v v
failure stateof link e or nodev or nodev
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operating stateof link e and f

= −

     , 
2 –          , 

k l

i k l

ailure stateof both nodes v v
failure stateof link e and both nodes v v

 
 
  
 
 
 
 −  

(13)

The set of values sei(t) for all links in the network will be writ-
ten as:

 ( ) ( ) ( ) ( )( )1 2,  , , mSe t se t se t se t= …  (14)

Fig. 2. Possible cases that caused a failure state and quasi-failures of link ei 
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Because each type of link failure is assumed in calculations as its 
failure state, the state of link xi(t) can be expressed in a binary manner, 
rewriting the formula (1) in the following form:

 ( ) ( )
( )

1  1;      
0  1;           

i i
i

i i

if se t operating stateof link e
x t

if se t failure stateof link e
 − ==  − <

 (15)

This proposed method of accounting for failures and repairs of 
links and nodes in the network (7) – (15) is called the π method (3.14) 
because:

the state of each link depends on  – 3 
elements: the link and two nodes ad-
jacent to this link,
there is only  – 1 possibility when the 
link is in an operating state: the link 
and both nodes adjacent to this link 
are in an operating state,
the state of each link is quanti- –
fied by a maximum 4 values: 
sei(t)∈{1,0, –1, –2}.

in this way, using the π method we de-
termine the state of link ei taking into ac-
count failures of the link itself and failures of adjacent nodes.

using formula (15) we now also obtain the set of states X(t), and 
from formula (4) we can calculate function Φ(t). hence, it is possible 
to determine the state of the whole network due to connections of 
nodes from set K, at imperfect and repairable links and nodes. 

5. Implementation of the π method – simulation model 
for estimation network reliability

The simulation method is implemented according to the diagram 
which for the network from Figure 1a is exemplary presented in Fig-
ure 3. Successive values of failure times and repair times are sam-
pled independently for each link ei and node vj (we used the method 
of inverse cumulative distribution function) [19]. These values are 
summed, thus making successive values of times tfij and trij. The proc-
ess continues until the simulation time horizon (Th) is reached, or until 
the network is in a failure state (Φ(t)=0). The nodes failures are ac-
counted for by means of quasi-failures of links according to the π 
method. 

The method of results analysis by using: RN(K) formula, matrix 
AM and π method is presented in Table 1. 

The presented method of sampling the time of events (failure 
and repair completion of the links and nodes) and of their analysis is 
applied in each simulation, which is repeated a specified number of 
times (smax). The obtained values of times tsf from all the simulations 
are then used to compute the reliability of a network with repairable 
links and nodes according to the formula:

 ( )( )
( )

1 f
N K

max

s t
R t

s
= −   (16)

The simulation procedure was written as a computer program us-
ing the matlab package. The program makes it possible to compute 
various measures of network reliability for the following cases:

perfectly reliable nodes ( – Nf =∅), 
failures and repairs of all network nodes ( – Nf = V),
failures and repairs of a chosen set of nodes (| – Nf |<|V |).

in addition, any subsets of failing links and nodes can have dif-
ferent probability distributions of failure time and different values of 
repair rate.

6. Example and results of application of the method

The developed method was applied to compute the reliability of 
network presented in Figure 4. The model of this network in the form 
of an undirected graph consists of 36 links and 34 nodes. 

Reductions were made for the analysed network according to 
the method presented in stage i, and the formulas were obtained to 
compute three different reliability measures: RN(K=V), RN(K=2:{v1,v14}), 
RN(K=18:{v1 – v18}). Formulas are extensive and are not presented.

Obtained formulas were used in the simulation computations. 
The probability distributions of failure time and of repair of nodes 
and links, along with the parameters used in simulations, are pre-
sented in Table 2. in all cases, the exponential distribution of re-
pair probability and µ=10 [1/t.u.] (t.u. – time unit) was assumed for 
nodes vj∈Nf and links ei. The results of the computations for all cases 
from Table 3 are presented in Figures 5 and 6.

Table 1. Method of result analysis during simulation for link states from Figure 3 

No. t X(t) RN(K=V) Φ(t) = RN(K=V)(X(t))

1 t0 X(t0) = (1,1,1,1,1,1,1)
(p1p2p3p4p5+[p1p2p3p4q5+

p1p2p3q4p5]p6)p7
after applying (3):

(x1(t)x2(t)x3(t)x4(t)x5(t)+
[x1(t)x2(t)x3(t)x4(t)(1–x5(t))+

x1(t)x2(t)x3(t)(1–x4(t))x5(t)]x6(t))x7(t)

1 – operating state

2 t1 X(t1) = (1,1,1,1,0,1,1) 1 – operating state

3 t2 X(t2) = (1,1,1,1,1,1,1) 1 – operating state

4 t3 X(t3) = (1,1,1,0,1,1,1) 1 – operating state

5 t4 X(t4) = (1,1,1,0,1,0,1) 0 – failure state 
of network: t4=tsf

Fig. 3. Exemplary states of xi(t) of network links from Fig. 1a) during simula-
tion

Fig. 4. Structure of the analysed network
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Table 2. Probability distributions and parameters used in the simulations 

Network reliability measure Set of nodes which can fail Nf
Probability distribution of failure 

time for nodes vj∈Nf

Probability distribution of failure 
time for links ei∈E

I: 
RN(K=18):{v1-v18}

1)   Nf = ∅: 
all nodes perfectly reliable – Exponential:

λ=3⋅10-4 [1/t.u.]

II: 
RN(K=18):{v1-v18}

1)   Nf = ∅ –

Normal:
m=80 [t.u.]; σ=25 [t.u.]

2)   Nf = 16: {v19,…,v34} Weibull:
α=1.9; β=150 [t.u.]

3)   Nf = 16: {v19,…,v34} Weibull:
α=1.9; β=100 [t.u.]

III: 
RN(K=V)

1)   Nf = ∅ –

Weibull:
α=1.9; β=150 [t.u.]

2)   Nf = 16: {v19,…,v34} Weibull:
α=1.9; β=150 [t.u.]3)   Nf = V: {v1,…,v34}

4)   Nf = V: {v1,…,v34} Weibull:
α=1.9; β=100 [t.u.]

IV: 
RN(K=2):{v1, v14}

1)   Nf = ∅ –
Normal:

m=80 [t.u.]; σ=25 [t.u.]2)   Nf = 8: {v19,v20,v22,v23,
                v25,v28,v29,v32}

Weibull:
α=1.9; β=150 [t.u.]

3)   Nf = ∅ –
Weibull:

α=1.9; β=150 [t.u.]4)   Nf = 8: {v19,v20,v22,v23,
               v25,v28,v29,v32}

Weibull:
α=1.9; β=150 [t.u.]

5)   Nf = 8: {v19,v20,v22,v23,
                 v25,v28,v29,v32}

Weibull:
α=1.9; β=100 [t.u.]

links e11, e36 – Weibull:
α=1.9; β=100 [t.u.],

other links – Normal:
m=80 [t.u.]; σ=25 [t.u.]

Fig. 5. Dispersion of results depending on the number of repetitions: a), b), c) – case I according to Table 2, and network reliability: d) – case II according to Table 2

a) b)

c) d)
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Figures 5a, 5b and 5c present the dispersion of results from 10 
simulations depending on the number of repetitions (smax) of a single 
simulation. One can notice that the increase of the number of repeti-
tions smax from 1000 to 5000 significantly improves the convergence 
of results, but increasing smax to 10000 does not result in a signifi-
cant improvement. The average computation time increased from 
0.9 [s] to 2.6 [s], and for smax=10000 to 4.9 [s]. The computations 
were performed on a standard PC with a 1.5 [ghz] processor and 2 
[gB] RAM. Figure 5d presents the reliability of the analysed network 
RN(K=18:{v1–v18})(t) when the network nodes do not fail, and when the 
specified set of nodes Nf fails – case ii in Table 2.

Figure 6a presents network reliability RN(k=V)(t) obtained for 
case iii according to Table 2. Figure 6b presents another measure of 
network reliability RN(k=2:{v1,v14})(t), also obtained for various sets of 
failing nodes in the network and various probability distributions of 
failure time. in all cases, accounting for possible failures of a specified 
set of nodes or all nodes results in a reduced network reliability when 
compared to the situation with perfectly reliable nodes. For cases ii, 
iii and iV in Table 2, when the links and nodes failed, the calculation 
time at smax=5000 was in the 5 – 20 [s] range.

7. Summary and critical discussion

The developed computation method allows determination of the 
various reliability measures for networks with repairable elements. 
This method cab be used mainly for calculating structural  reliability 
of real water and gas supply networks as well as logistics and differ-
ent kind of telecommunications networks. especially it can be useful 
for computer networks where links and nodes are completely differ-
ent elements but both have strong influence on network reliability. 

The developed model can also be applied to compute the reliability 
of other complex technical systems with specified (known) reliability 
structures which contain repairable elements.

The proposed π method allows for accounting for the failures 
of both links and nodes in the network by the introduction of quasi-
failures of links. After applying the π method, the formulas obtained 
according to the factoring algorithm which account only for the fail-
ure of links allow for an easy determination of the state of the whole 
network when both links and nodes fail. in the developed simulation 
model it is possible to use various probability distributions of failure 
time for any subsets of links and subsets of nodes which can fail (im-
perfect nodes). The failing elements can also have different values of 
repair rate. 

The results indicate that using the models with perfectly reliable 
nodes (Nf  =∅) leads to overestimating the network reliability. Taking 
failures and repairs of nodes and links into account makes the model 
better reflect failures occurring in real networks. hence, the presented 
model can be more useful in the analysis of practical cases, giving a 
more credible assessment of network reliability. 

The inconvenience of the above method is the need to use the 
formulas obtained according to the factoring algorithm which, in the 
case of very complex network, are rather time-consuming to obtain. 
Further research can aim at searching for more effective network re-
duction methods and methods of obtaining formulas for sought net-
work reliability measures RN(K), e.g. by development of computer 
algorithms or modification of the method and determination of the 
network reliability without the need to use them. Another interesting 
direction for future research can be a modification of the method for 
use in directed networks.

Fig. 6. Network reliability: a) – case III, b) – case IV according to Table 2  
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maintenance related events in nUclear power stations

zdarzenia eksploatacyjne w elektrowniach jądrowych
This paper presents the essential results of a study performed by the European Clearinghouse on Operational Experience Feed-
back, in cooperation with IRSN and GRS, aiming to analyse events where their direct or root cause was an inappropriate main-
tenance at nuclear power stations. The databases of IRSN, GRS, U.S. NRC and IAEA IRS were screened to select relevant events 
related to maintenance that took place in the period 2002-2013. The examination of the selected events resulted in their classifica-
tion into nine categories or groups with sub-division in families and, if necessary, sub-families. In total 921 events were analysed. 
One of the event classifications performed was according to the type of maintenance (periodic, predictive, planned and correc-
tive). The operational experience data analysis indicated that 47% of the events reported were related to periodic maintenance. 
The main affected components were „valves”, followed by „electric power components”. The main root causes observed are 
„maintenance performed incorrectly” (e.g., improper use of tools, breach of authorization, lapse, etc.), „deficiencies in written 
procedures or documents” and „deficiencies in management or organization”. Regarding the impact on safety, the dominant 
family is „potential effects on safety function” (57%), followed by „significant effect on operation” (20%). Based on a detailed 
analysis of selected events, recommendations were developed and some of them are presented in this paper. This study highlights 
that the continuous analysis of maintenance related events and the efficient utilization of operational experience provide important 
insights for improving the quality of maintenance and for preventing the occurrence of unusual events and thus helps to enhance 
nuclear safety.

Keyword: operating experience, databases, nuclear power plants, maintenance events.

W niniejszej pracy przedstawiono najważniejsze wyniki badania dotyczącego informacji zwrotnych na temat doświadczeń z eks-
ploatacji urządzeń przeprowadzonego przez European Clearinghouse we współpracy z IRSN oraz GRS. Badanie miało na celu 
analizę zdarzeń, których bezpośrednią lub zasadniczą przyczyną była nieodpowiednia eksploatacja urządzeń w elektrowni jądro-
wej. W badaniu, przeszukiwano bazy danych których operatorami są IRSN, GRS, U.S. NRC oraz IAEA IRS w celu wyłonienia istot-
nych zdarzeń eksploatacyjnych z lat 2002-2013. Analiza wybranych zdarzeń pozwoliła na sklasyfikowanie ich według dziewięciu 
kategorii lub grup, które z kolei podzielono na rodziny i, jeśli zachodziła taka potrzeba, także na pod-rodziny. W sumie przeanali-
zowano 921 zdarzeń. Jedna z klasyfikacji zdarzeń została oparta na kryterium rodzaju utrzymania ruchu (okresowe, predykcyjne, 
planowe oraz korekcyjne). Analiza danych dotyczących doświadczeń operacyjnych wykazała, że 47% zgłaszanych zdarzeń było 
związanych z konserwacją okresową. Głównymi elementami, których dotyczyły badane zdarzenia były "zawory", a w drugiej ko-
lejności "części elektryczne"  Najważniejszymi zasadniczymi przyczynami zdarzeń były "nieprawidłowo wykonana konserwacja" 
(np. nieprawidłowe użycie narzędzi, naruszenie autoryzacji, pomyłka, itd), "niedoskonałe procedury pisemne lub niedoskonała 
dokumentacja" oraz "niedociągnięcia w zarządzaniu lub organizacji". W odniesieniu do wpływu na bezpieczeństwo, dominującą 
rodzinę zdarzeń stanowiło "potencjalne oddziaływanie na funkcję bezpieczeństwa" (57%), a w drugiej kolejności "znaczący wpływ 
na pracę" (20%) W oparciu o szczegółową analizę wybranych zdarzeń, opracowano rekomendacje, z których część przedstawiono 
w niniejszym artykule. Omawiane badanie zwraca uwagę na fakt, iż ciągła analiza zdarzeń eksploatacyjnych oraz skuteczne wyko-
rzystanie doświadczeń z eksploatacji dostarczają istotnej wiedzy na temat możliwości doskonalenia jakości utrzymania ruchu oraz 
zapobiegania występowaniu zdarzeń, pomagając w ten sposób zwiększyć bezpieczeństwo produkcji energii jądrowej.

Słowa kluczowe: doświadczenia operacyjne, bazy danych, elektrownie jądrowe, zdarzenia eksploatacyjne.

BALLeSteRoS A, SAndA R, MAquA M, StePhAn J-L. Maintenance related events in nuclear power stations. eksploatacja i niezawodnosc 
– Maintenance and Reliability 2017; 19 (1): 26–30, http://dx.doi.org/10.17531/ein.2017.1.4.

1. Introduction

An in-depth analysis of maintenance related events has been car-
ried out in the frame of the activities of the european clearinghouse 
on Operational experience Feedback (OeF) for nuclear Power Plants 
(nPP) [7]. This analysis updates and completes a previous study on 
maintenance related events published by the european clearinghouse 
in 2009 [10-11]. The updated analysis performed in 2015 covers 
events registered in 4 different databases for a much longer period of 
time. The events are reported in the IAeA-IRS database [3-4], the uS 

nRC leR database [8], the French national database SAPIde [12] 
operated by IRSn and the german database VeRA operated by gRS 
[6], and are related to the period 2002 - 2013. Since the maintenance 
related events represent around 30% of the total number of events 
reported in a typical database it was necessary to establish appropriate 
criteria with the aim to select the most relevant events. The number of 
selected events should be significant for a statistical analysis and, at 
the same time, a manageable number for an in-depth evaluation by the 
experts. With this in mind, the study was limited to nPP operational 
incidents which resulted directly (direct cause) from maintenance ac-
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maintenance”. It has to be noted that in the german event description 
included in the database there is no information whether the compo-
nent was replaced preventively with or without abnormal behaviour.

The data analysis shows that the essential reactor auxiliary sys-
tems and the electrical systems are the systems prone to be affected 
by maintenance failures. This could be explained by the fact that these 
systems are essential for the smooth operation of the plant, and their 
rate of allowed unavailability per year is among the lower rates of the 

tivities or where maintenance was a root cause of such incidents. The 
scope of the work was to analyse in depth the causes, root causes, 
contributing factors and consequences as well as to deduce lessons 
learned and recommendations. This paper summarizes the results of 
the topical study “events related to Maintenance at nuclear Power 
Plants”, issued by the european Clearinghouse in February 2016 [1]. 

2. Methodology

For gathering the experience from events related to maintenance 
at nuclear power plants, four databases were screened. IRSn and gRS 
analysed information from their respective databases, i.e. France and 
germany, while JRC processed information from the IAeA IRS data-
base and uS nRC leR database. At the latest stage, JRC integrated 
all results. No event was counted twice for events reported to the iRS 
from uS, France or germany.

The databases were firstly searched using specific searching tools 
(keywords and/or guidewords combined with logical operators) suit-
able for each database, yielding the first list of potentially relevant 
events. The event reports contained in this first list were reviewed 
individually to determine their pertinence for the study, thus obtaining 
a screened list of relevant events. in total 921 events were selected 
for analysis.

The events relevant to the topic were classified according to the 
following categories or groups:

plant status (on power, hot shutdown, cold shutdown, etc.),• 
type of maintenance (periodic, predictive, etc.),• 
method for detection of event (in-service inspection, surveil-• 
lance, etc.),
affected system in the plant,• 
affected component,• 
direct cause,• 
root causes,• 
corrective actions,• 
effect on safety (significant effect on operation, effect on safe-• 
ty function, etc.).

For further analyses, the categories were divided into families 
and, if necessary, into sub-families. The final step includes an in-depth 
analysis of the causes, root causes, contributing factors, consequences 
and lessons learned of selected events, in order to identify recommen-
dations to avoid recurrence of 
similar events. Figure 1 shows 
the methodology followed in 
this topical study. This method-
ology has been applied also in 
other studies with different top-
ics undertaken by the european 
clearinghouse [2, 5, 9, 13].

3. Data analysis

The events are classified 
according to the type of main-
tenance as showed in Figure 
2. most of the periodic main-
tenance consists of servicing 
while the plant is under normal 
operation. The difference ob-
served with the german data-
base is just a reflection of a dif-
ferent maintenance philosophy. 
In fact, in germany, all events 
with a replacement of compo-
nents are assigned to “Planned 

Fig. 1. Methodology

Fig. 2. Distribution of events according to maintenance type
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plant systems. Reactor auxiliary systems and electrical systems are a 
priority for the maintenance activities, and they are often subjected to 
operational tests and in-service inspections – thus much more exposed 
to maintenance related failures.

Regarding the category „affected component”, the valves and the 
electrical power components are the components most affected by 
week maintenance. This is in accordance with the results obtained in 
the analysis of most affected system. Taking into account that pumps 
is in the third place in the ranking of most affected component, it may 
be raised the idea that, apart from the electrical power components, 
the other most affected components are just those components more 
frequently subject to manoeuvring during operations and testing.

The results of the type of direct cause of the events show that 
in around 80% of the cases the most immediate cause triggering the 
event was of a technical nature (mechanical, electrical, I&C, structur-
al or others) against a ~20% of events caused by  human factors. Be-
sides that, these results corroborate with the previous results regarding 
the most affected components and systems: The overwhelming part 
the technical failures were mechanical failures (and this is extremely 
plausible when thinking that the most affected components were those 
subjected often to manoeuvring, or put into special test or inspection 
configuration), followed by electrical failures (and the rate of electri-
cal failures with respect to the total number of technical failures of 
any type is quite proportional to the corresponding rate of electrical 
components affected by maintenance-related events).  

There are differences within the identified root causes of the 
events. While in France and in germany the written procedures and 
documents appear to be quite consistent (15% in France and 11% in 
germany), the situation is quite opposite in the uS, where the main 
root cause registered was the imperfection of the written procedures 
and documents guiding the maintenance activities (29%). Besides 
that, while in the uS the category „maintenance performed incorrect-
ly” (e.g., improper use of tools, breach of authorization, lapse, etc.) is 
about 16%, in France and in germany the incorrect way of perform-
ing maintenance occurred between 2 and 3 times more often.

The iRS event distribution, Table 1, shows that most of the events 
reported have as the most frequent root cause a deficiency in the writ-
ten procedures and documents (19%), but nearly similar rates were 
also registered as root causes maintenance performed incorrectly 
(16%), deficiencies in management or organization (16%), and defi-
ciencies in training or lack of knowledge (17%). There is one feature 
common to the four databases: the maintenance technicians managed 
to improve and maintain a better Foreign material exclusion zone, 
since failing to exclude foreign material has quite a low contribution; 
the same situation is encountered for the post-maintenance testing.

The data analysis shows that there are two main corrective ac-
tions: changes in operating mode documents or procedures followed 

closely by repair or replacement. The corrective action „repair 
or replacement” was applied in a little less than half of the 
events. When linking the corrective actions with the root causes, 
the analysis shows that changes in maintenance documentation, 
program and personal training is a common response in the four 
database to correct any maintenance failure; at least two thirds 
of the corrective actions focused on three large administrative 
areas (changes in operating mode documents and procedures, 
changes in maintenance program and personal training). This is 
very consistent for the uS database since the statistics revealed 
that in uS the largest contributors (with a total of approx. 40%) 
were deficiencies in written procedures and documents and de-
ficiencies in management or organization.

4. Observations from the analysed events

Lessons learned and specific recommendations from 40 se-
lected events from the 921 events are given in [1]. Some general 
observations are listed below, resulting also from the events an-

alysed. These insights should help avoiding deficiencies of the nPP´s 
during maintenance and reducing the number of events, especially 
with impact on safety.

4.1. Corrosion management

it should be checked, that existing corrosion protection measures 
have not been weakened by maintenance activities, especially in case 
of repairs or exchanges of parts. if an impact on the corrosion protec-
tion occurred, it has to be renewed. if a cathodic corrosion protection 
is used, the post-maintenance testing has to ensure, that the electric 
connection is still working after the maintenance activity.

After decontamination measures, the corresponding components 
have to be checked for intrusion of decontamination medium to avoid 
corrosion effects. Written procedures should include information 
on how to avoid the intrusion of corrosive medium during the de-
contamination of components. Additionally, the written procedures 
should give information about the measures to detect fluid intrusions 
in decontaminated components and how to clean these components, 
if necessary.

4.2. Ageing management

Occasionally, the ageing process of components is not in accord-
ance with maintenance programs. Thus, components can lose their 
ability to ensure their function in accidental conditions. in order to en-
sure the availability and qualification of equipment, it is advised to:

Specify a lifetime for the components and equipment selected • 
within the ageing management programme;
Maintain knowledge on the characteristics and limits of quali-• 
fication which must be exhaustive;
Prevent maintenance activities or maintenance program modi-• 
fications that could prejudice the components qualification.

4.3. Housekeeping project

The housekeeping project concerns operating actors and aims at 
bringing good practices to plant staff for keeping their installation in a 
visually good state as if it was their own property. The project also in-
volves the identification and correction of slow deviation phenomena 
that could impact the reliability of equipment important to safety due 
to their degradation or bad state of premises where they are located. 
For this purpose, user-friendly illustrated guides and many displays 
can help to implement these good practices.

Table 1. Root cause distribution of the events analysed in the IRS database

Root cause Percentage
Wrong material has been used 5.84%

Corrective maintenance did not correct the problem 4.62%

Preventive maintenance inadequate 13.14%

Maintenance performed incorrectly 16.30%

Deficiencies in post maintenance testing 4.38%

Failure to exclude foreign material 2.92%

Deficiencies in written procedures or documents 19.46%

Deficiencies in management or organization 15.57%

Deficiencies in training or lack of knowledge 17.27%

Others 0.49%
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4.10. Post maintenance testing 

The impact of any modification process should be checked against 
the most restrictive safety requirements that the equipment must fulfil. 
An independent review of any parameter modification is most wel-
comed and it should be performed each time when such modification 
is made to equipment important for safety. Post-maintenance testing 
should be exhaustive enough to guarantee optimal safety and opera-
tion of safety equipment. To avoid cases when equipment important to 
safety is installed without being properly tested by the manufacturer, 
especially in the cases when such equipment was repaired, the utility 
should by default test the equipment against the most limiting per-
formance requirements.

4.11. Subcontractor management

Nowadays, the use of subcontractors for achieving maintenance 
activities is more and more frequent and is highlighted by a large 
number of events. indeed, these events point out essential lacks in 
communication or surveillance by the operator staff.
Thus, to prevent issues during subcontracted activities, it is essen-
tial to facilitate the access to the necessary information and good 
working conditions. The operator should keep in mind that the 
subcontractor has generally a lower global knowledge about the state 
of the plant.

4.12. Calibration management

Many producers and vendors offer equipment with design fea-
tures that ensure a long maintenance-free life expectancy. When per-
forming iSi or any other kind of maintenance activities for this kind 
of equipment, the tools used by the licensee should be in accordance 
with the manufacturer recommendations in order to preserve a long 
maintenance-free life expectancy. use of excessive force should be 
avoided at all times when manually stroking valves.

4.13. Maintenance procedures

All the existing procedures for replacing live relay protection 
and automatic control system measurement devices should be ana-
lysed, and all necessary changes to ensure instrument replacement 
programmes with respect to an event-free conduct of work should be 
implemented. This action could be performed as part of a special re-
view of relay protection and automatic control system measurement 
devices used at nPPs, as a development of measures to ensure the safe 
removal and installation of measurement devices at live equipment.

4.14. Safety culture

The absence of a safety culture was identified as an accompany-
ing root cause in some events. Disciplinary action, among other cor-
rective actions, was also taken in one particular event. The presence 
of a strong safety culture in maintenance adds a significant value to 
the safe operation of the plant. With respect to plant maintenance, 
safety culture means keeping the maintenance process on track and 
in control at every stage of plant performance. When there is a strong 
safety culture, maintenance staff excels in the preparation and execu-
tion of the tasks in compliance with the safety, quality and technical 
specifications.

5. Conclusions

For this study the databases of IRSn, gRS, u.S. nRC and IAeA 
iRS were screened to select relevant events related to maintenance 
that took place in the period 2002-2013. The examination of the se-
lected events resulted in their classification into nine categories with 
families and, if necessary, sub-families. The definitions of the catego-

4.4. Temporary device management

Whenever possible, the measurement circuits should be de-en-
ergized on relay protection and automatic control system measure-
ment devices prior to performing technical maintenance. Whenever 
this condition cannot be realized, and for each equipment identified 
as not being possible to be de-energized before performing work on 
it, the manufacturer should be contacted with precise intentions to 
resolve shortcomings in the design of equipment not providing the 
necessary conditions for the safe conduct of work to remove (or in-
stall) devices.

4.5. Steam Generator maintenance

More than several hundreds of Sg tube mechanical plugs are in-
stalled in each reactor. The loss of a plug can have heavy potential 
consequences on the safety (breach of a Sg tube, migrating foreign 
material…), leading to a primary circuit breach. This has raised the 
issue of steam generator plug loss, and emphasises the high attention 
that must be paid to the installation and periodic check of the plugs.  
A periodic televisual inspection is advised to check the presence and 
correct position of the plugs inside the tubes.

4.6. Foreign Material Exclusion

Temporary filters should be thoroughly provided at the time work 
is being performed within the drywell of a BWR during periodic in-
spections and for construction work with the generation of a large 
amount of dust containing iron. in general more attention should be 
given to reduce the inflow of a large amount of dust containing iron 
into the system, by e.g. the use of blowers, which can reduce the po-
tential of occurrence of an event. All preventive measures should be 
specified in the maintenance-related written procedure.

4.7. Risk of internal flooding

From the analysis of OeF, internal flooding is not sufficiently 
taken into account despite the fact that it could lead to the loss of 
equipment important to safety with a risk of common mode failures. 
The risk of internal floods can be induced by maintenance activities. 
For this purpose, the different scenarios that could damage the water 
circuit during maintenance activities have to be identified during risk 
analysis (pre-job briefing) or safety study.
4.8. Preservation of qualification

The operating organisation should ensure that the testing tools and 
techniques are appropriate to their scope, and whenever possible to 
benchmark the test results interpretation with a third party, especially 
when it comes to safety related components. When new developments 
are implemented related to material research or within the scope of 
inspection techniques and tools, the maintenance program should in-
corporate those as fast as reasonably possible. 
4.9. Greasing non-compliance

equipment is lubricated with specific grease for each kind of 
equipment. however, a human error from maintenance actors could 
lead to a mixture of these greases and thus to an unknown reaction 
(e.g. loss of qualification). In order to avoid this, the recommenda-
tions are as following:

To implement in-depth measures such as to ensure proper prep-• 
aration, execution and monitoring of operations and facilitate 
the prevention and detection of this type of non-compliance.
insufficient lubrication or hardened grease can lead to a stiff-• 
ness of valves, which can result in the actuation of reactor 
protection signals. it is therefore necessary to sufficiently lu-
bricate valves and to exchange old grease in an adequate time 
interval.
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ries, families and sub-families are based on the preliminary results 
obtained for the four databases. in total 921 events were analysed. 

One of the event classifications performed was according to the 
type of maintenance (periodic, predictive, planned and corrective). 
The data analysis indicated that 47% of the events reported were re-
lated to periodic maintenance. The main affected components were 
“valves” (with 33% of the events), followed by “electric power com-
ponents” (23%). The main root causes observed are “maintenance 
performed incorrectly” (27%), “deficiencies in written procedures or 
documents”(19%) and “deficiencies in management or organization” 
(17%). Regarding the impact on safety, the dominant family is “poten-
tial effects on safety function” (57%), followed by “significant effect 
on operation” (20%).

Some general conclusions based on the analysed events are given 
below:

The availability of an advanced plant data collection and stor-• 
age system of maintenance events is important for trend analy-
sis by nPP staff, which facilitates adequate classification of the 
types of human errors and components failures.
The maintenance programme should be defined on the basis of • 
real operating conditions.

The programme effectiveness should be checked periodically.• 
if probabilistic risk assessments are performed, the results can • 
be used to help define and prioritize important systems and 
components.
Adequate safety planning and risk assessment should be car-• 
ried out especially when the conditions of testing or mainte-
nance activity are changed.
The use of OeF and timely implementation of preventive ac-• 
tions would have prevented the occurrence or recurrence of an 
event in several cases.
learning from plant’s own maintenance history and a com-• 
prehensive human reliability analysis provide useful tools for 
identifying weaknesses in plant maintenance practices and 
procedures.

This study highlights that the continuous analysis of maintenance 
related events and the efficient utilization of operational experience 
provides important insights for improving the quality of maintenance 
and for preventing the occurrence of unusual events and thus helps to 
enhance nuclear safety.
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decision trees and the effects of featUre extraction parameters 
for roBUst sensor network design

wykorzystanie drzew decyzyjnych oraz wpływU parametrów 
ekstrakcji cech do projektowania odpornych sieci czUjników

Reliable sensors and information are required for reliable condition monitoring. Complex systems are commonly monitored by 
many sensors for health assessment and operation purposes. When one of the sensors fails, the current state of the system cannot 
be calculated in same reliable way or the information about the current state will not be complete. Condition monitoring can still 
be used with an incomplete state, but the results may not represent the true condition of the system. This is especially true if the 
failed sensor monitors an important system parameter. There are two possibilities to handle sensor failure. One is to make the 
monitoring more complex by enabling it to work better with incomplete data; the other is to introduce hard or software redundan-
cy. Sensor reliability is a critical part of a system. Not all sensors can be made redundant because of space, cost or environmental 
constraints. Sensors delivering significant information about the system state need to be redundant, but an error of less important 
sensors is acceptable. This paper shows how to calculate the significance of the information that a sensor gives about a system by 
using signal processing and decision trees. It also shows how signal processing parameters influence the classification rate of a 
decision tree and, thus, the information. Decision trees are used to calculate and order the features based on the information gain 
of each feature. During the method validation, they are used for failure classification to show the influence of different features on 
the classification performance. The paper concludes by analysing the results of experiments showing how the method can classify 
different errors with a 75% probability and how different feature extraction options influence the information gain.

Keywords: decision trees, feature extraction, sensor optimization, sensor fusion, sensor selection.

Niezawodne monitorowanie stanu wymaga niezawodności czujników i pochodzących z nich informacji. Systemy złożone są zazwy-
czaj monitorowane przez wiele czujników, co pozwala na  ocenę stanu technicznego oraz aspektów eksploatacyjnych. Gdy jeden z 
czujników ulega uszkodzeniu, uniemożliwia to obliczenie bieżącego stanu systemu z dotychczasową niezawodnością lub uzyskanie 
kompletnych informacji o bieżącym stanie. Stan można co prawda monitorować nawet przy niekompletnych danych, ale wyniki 
takiego monitorowania mogą nie odpowiadać rzeczywistemu stanowi systemu.  Sytuacja taka ma miejsce w szczególności, gdy 
uszkodzony czujnik jest odpowiedzialny za monitorowanie istotnego parametru systemu. Problem uszkodzenia czujnika można 
rozwiązywać na dwa sposoby. Pierwszy polega na zwiększeniu złożoności systemu, co umożliwia jego sprawniejsze działanie 
w sytuacji, gdy dane są niekompletne. Drugim sposobem jest wprowadzenie nadmiarowego sprzętu (hardware'u) lub oprogra-
mowania. Niezawodność czujników stanowi krytyczny aspekt systemu. Oczywiście, ze względu na ograniczenia przestrzenne, 
ekonomiczne i środowiskowe nie wszystkie czujniki w systemie mogą być nadmiarowe. Redundancja powinna dotyczyć wszystkich 
czujników, które dostarczają istotnych informacji na temat stanu systemu, natomiast dopuszczalne są błędy mniej ważnych czujni-
ków. W niniejszej pracy pokazano jak obliczać istotność informacji o systemie dostarczanych przez poszczególne czujniki z wyko-
rzystaniem metod przetwarzania sygnałów oraz drzew decyzyjnych. Zademonstrowano również w jaki sposób parametry przetwa-
rzania sygnałów wpływają na poprawność klasyfikacji metodą drzewa decyzyjnego, a tym samym na poprawność dostarczanych 
informacji. Drzew decyzyjnych używa się do obliczania i porządkowania cech w oparciu o przyrost informacji charakteryzujący 
poszczególne cechy. Podczas weryfikacji zastosowanej metody, drzewa decyzyjne wykorzystano do klasyfikacji uszkodzeń celem 
przedstawienia wpływu różnych cech na dokładność klasyfikacji. Pracę kończy analiza wyników eksperymentów pokazujących 
w jaki sposób zastosowana metoda pozwala na klasyfikację różnych błędów z 75-procentowym prawdopodobieństwem oraz jak 
różne opcje ekstrakcji cech wpływają na przyrost informacji. 

Słowa kluczowe: drzewa decyzyjne, ekstrakcja cech, optymalizacja czujników, fuzja czujników, dobór czujników.

1. Introduction

This paper presents a condition monitoring system with sensor 
optimization capabilities to prevent unscheduled delays in the aircraft 
industry. unscheduled delays cost airlines a great deal of money but 
can be prevented by condition monitoring [11]. The aim was to de-
velop a simple condition monitoring system that can be understood by 
humans and modified by experts to incorporate knowledge that is not 
in the learning data set, using decision trees as the main tool. Decision 

geRdeS M, gALAR d, SchoLz d. decision trees and the effects of feature extraction parameters for robust sensor network design. eksplo-
atacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 31–42, http://dx.doi.org/10.17531/ein.2017.1.5.

trees satisfy the requirements and provide a ranking of data sources 
for condition monitoring. 

The first section of the paper gives the motivation for developing 
a condition monitoring system with sensor optimization capabilities 
and explains the basic concepts of the proposed method. The second 
section explains the method in detail. Section three discusses the 
experiments validating it. The results of the validation experiments 
are given in section four. The paper concludes with a discussion of 
the results.
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new and better monitoring approaches are required for condition 
monitoring, because systems are becoming more complex and more 
difficult to monitor [32]. Condition monitoring requires reliable sen-
sors. To obtain enough sensing data, special attention should be given 
to optimizing sensor allocation to ensure system diagnosability, lower 
sensing cost and reduce time to diagnosis [37]. Sensors can be used 
to determine the system health of control systems; a failed sensor can 
lead to a loss of process control [18]. The information about a system 
is incomplete, if a sensor fails. complex systems are often monitored 
by multiple sensors. An advantage of a multi sensor system is that 
a single failed sensor shows its effects in multiple sensors [18].This 
means the system condition is defined by all information from the 
sensors. however, the system’s health status becomes uncertain when 
a sensor fails or sends wrong data. This could trigger incorrect main-
tenance, including maintenance on a part with no failure, as well as 
long maintenance times to find the correct fault or not noticing the 
fault at all. 

The Safety integrity Level (SiL) defines the probability that the 
system safety function for a Safety instrumented System (SiS) can be 
executed. There are four SiLs; level four is the level with the high-
est probability that an SiS can be performed. Sensor failure detection 
(sensor validation) is a critical part of the safety function of a system. 
When a failure is detected SIS is put into a safe state to avoid risk and 
damage to humans and machines [14, 13]. 

Redundancy is used to reduce the risk of model uncertainty [5]. 
One way to create sensor redundancy is hardware redundancy; another 
is analytical redundancy [5]. Analytical redundancy assumes multiple 
sensors deliver the same information, and, thus, a sensor fault can be 
compensated for. hardware redundancy is not always possible, as it 
can be difficult to install multiple sensors because of physical or cost 
constraints [41, 22]. 

The proposed condition monitoring method uses a data driven 
model and uses machine learning methods to learn the model. Data 
driven modelling is a popular approach, especially as data harvesting 
is often cheaper than creating a physical model, offering cheap elec-
tronics, high computation power and advanced algorithms. Decision 
trees are used for machine learning because they create a compre-
hensive model, which can easily be modified and adapted. Decision 
trees are numerically stable, the learning is deterministic, and they 
are easy to test. The decision tree algorithm also sorts inputs of the 
model based on information gained. This latter feature is used for sen-
sor optimization.

The novelty of this approach is that it presents a method for condi-
tion monitoring suitable for the very restricted aircraft environment. it 
combines decision trees with very stable and simple feature extraction 
methods. The method offers fast, testable and low footprint online 
condition monitoring for aircraft. The added sensor optimization al-
lows the aircraft manufacturer to install redundant sensor hardware 
for the significant sensors, if software redundancy is not possible.

The inputs for the classifier are feature vectors (representing 
healthy and unhealthy states) and classifications of the vectors. The 
vectors for the supervised learning phase need to contain the classifi-
cation of the data, because decision tree learning is supervised learn-
ing. These vectors represent the knowledge on which the classifier is 
based and used to classify new unknown samples.

The basic condition monitoring process is shown in Figure 1. it 
consists of three steps:

data Acquisition: All data required for the monitoring are 1. 
gathered, including data from multiple sources.
data Processing: The collected data are processed and ana-2. 
lysed. The goal is to create a meaningful collection of fea-
tures for the decision making step. Operations include signal 
processing and feature extraction. The focus of the present 
research is on this step.
maintenance Decision making: The features are evaluated, 3. 
and a decision is made based on this evaluation. The result can 
be a failure classification, a maintenance action or other rel-
evant actions. Results are obtained by using a decision maker 
based on logic rules, pattern recognition, probability or some 
other method.

1.1. Civil Aerospace Software Development

Software development, documentation, testing, and certification 
in the civil aerospace industry are regulated by the dO-178B/C stand-
ard [27]. dO-187B/C defines how the software development process 
can be regulated to ensure safe software is written. more specifically, 
it defines a requirements-based development process with high and 
low level requirements. high level requirements concentrate on func-
tionality, while low level requirements are often written in pseudo 
code or source code.

The most important step in the software development process is 
to define to which DAL (Design Assurance Level) the software be-
longs. There are five DALs; each is associated with a hazard/failure 
condition class defining how dangerous a software failure can be. The 
DALs are the following:

DAL A – : catastrophic; normally with hull loss and multiple fa-
talities.
DAL B – : hazardous; large reduction in functional capabilities 
and serious or fatal injury to a small number of passengers or 
crew.
DAL C – : major; significant reduction of functional capabilities 
and physical distress or injuries for passengers or crew.
DAL D – : minor; slight reduction in functional capabilities and 
physical discomfort for passengers.
DAL E – : No effect; no effect on operational capabilities and no 
inconvenience for passengers.

The software development objectives of a software developing 
agency are based on the dAl. dAl A requires 66 objectives, dAl B 
65 objectives, DAL c 57 objectives, DAL D 28 objectives, and DAL 
e 0 objectives. The objectives are achieved by completing ten proc-
esses in the development of the software:

Software Planning Process.1. 
Software development Process.2. 
Verification of Outputs of Software Requirements Process.3. 
Verification of Outputs of Software design Process.4. 
Verification of Outputs of Software Coding & Integration 5. 
Process.
Testing of Outputs of Integration Process.6. 
Verification of Verification Process Results.7. 
Software Configuration Management Process.8. 
Software quality Assurance Process.9. 
Certification liaison Process.10. 

The most complex step besides coding for a software developer 
is testing the coded software. Based on the dAl, the testing needs to 
satisfy certain code coverages. For DAL D and e, for example, no 
code coverage is required; only the requirements need to be tested. 
dAl C adds statement coverage to the testing requirements. This 
means the tests need to address each line of code. No dead code is 
allowed. In addition to this, dAl B requires decision coverage; each 
possible path in the code must be taken. For DAL A, developers must 

Fig. 1. Basic Condition Monitoring Process [15]
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show that each variable for a decision in the code can influence the 
result (modified condition/decision coverage), as well as satisfying all 
other code coverages. All software testing needs to be done as black 
box testing. The tester cannot know the code but must work only with 
the compiled code, requirements and testing tools.

Robustness tests require border values of numerical values and 
of decisions to be tested and invalid or missing data to be identified. 
There can obviously be problems if algorithms  use the wrong data 
type.

1.2. Feature Extraction

Feature extraction is the process of reducing the dimension of the 
initial input data to a feature set of a lower dimension containing most 
of the significant information of the original data [8]. extraction is 
done to extract important features from noisy sensor data [19, 10] 
and to avoid having too many input features (especially for vibration 
data) in the classifier learning phase [19]. For these reasons, feature 
extraction is often a first and essential step for any classification [19]. 
Accordingly, it is part of the data processing step in the basic condi-
tion monitoring process (Figure 1).

Features are extracted from the time domain and the frequency 
domain (Fourier Transformation, Wavelet Transformation [10]). Ba-
sic features to extract are maximum, mean, minimum, peak, peak-too-
peak interval etc. [15]. complex feature extraction methods include 
principal component analysis (PCA), independent component analy-
sis (ICA) and kernel principal component analysis (KPCA) [39].

1.2.1. Time domain features

Time domain features can be direct features like the number of 
peaks, zero-crossings, mean amplitude, maximum amplitude, mini-
mum amplitude or peak-too-peak interval [15, 23]. in addition, it 
is possible to analyse a signal using probabilistic methods like root 
mean square, variance, skewness or kurtosis to get features that repre-
sent the signal [17]. Other methods include using correlation, autocor-
relation, entropy, principal component analysis (PCA), independent 
component analysis (icA) and kernel principal component analysis 
(KPCA)[39].

1.2.2. Frequency and Time-Frequency domain

The Fast Fourier Transformation (FFT) transforms a signal from the 
time domain into the frequency domain. FFT takes a time series and 
transforms it into a complex vector that represents the frequency 
power in frequency domain. The basis of the FFT algorithm is the 
discrete Fourier transformation (dFT), defined as shown in equation 
1 with xn… xn-1 as complex numbers:
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A FFT is performed in O(N log N) operations and can be calcu-
lated in real time due to the fact that it can be executed in parallel. it is 
a widely used and well established method [24, 5]. Recent researches 
use the discrete wavelet transformation (dWT) to represent time se-
ries in the frequency domain. The dWT represents the time series 
in a time-scale form [15] and is especially suited to represent non-
stationary signals [19].

1.2. Decision Trees

Decision trees are a method from the area of artificial intelligence 
and are used for machine learning. They are often binary trees, where 
each node has an if-then-else function on an attribute of the sample 
data. The iD3 algorithm (iterative Dichotomiser 3, published by J. 

Ross quinlan in 1986, used to generate decision trees [25]) was the 
first algorithm to construct decision trees. iD3 had some problems 
and was improved. The improved version of iD3 is c4.5 [26]. it en-
hances the iD3 algorithm with the ability to handle both discrete and 
continues attributes, it can handle samples with missing attributes and 
supports pruning of the tree at the end of the algorithm (removing 
branches from the tree). 

Decision trees are in the proposed method used to calculate and 
order the features based on the information gain of each feature. 
During the method validation they are used for failure classifica-
tion to show the influence of different features on the classification 
performance.

The result of the algorithm is a binary decision tree, where the 
root of the tree is the attribute with the highest normalized information 
gain. Nodes in the following levels of the tree represent attributes with 
lower normalized information gain. if pure information gain is used 
for splitting, then classes with the most cases are favoured [26].

information entropy is the knowledge that is contained in an an-
swer depending on one’s prior knowledge. The less is known, the more 
information is provided. in information theory information entropy is 
measured in bits. One bit of information entropy is enough to answer 
a yes/no question about which one has no data [29]. The information 
entropy is also called information and is calculated as shown below. 
P(vi ) is the probability of the answer vi:

Fig. 2. Decision Tree Algorithm Flow Chart
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The information gain from an attribute test is the difference be-
tween the total information entropy requirement (the amount of infor-
mation entropy that was needed before the test) and the new informa-
tion entropy requirement. p is the number of positive answers and n is 
the number of negative answers [29]:
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c4.5 uses the normalized information gain or the gain ratio. Split 
info is the information that is gained from choosing the attribute to 
split the samples:
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gain ratio is the normalized information gain and is defined as 
shown in equation 5 [26]:
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Pruning is the reduction of the depth of a decision tree. The tree 
gets better at classifying unknown samples, but might get worse at 
classifying the test samples. Normally pruning increases the overall 
classification accuracy, but too much pruning can increase the number 
of false classifications. 

Decision trees are good for diagnostics in the context of condi-
tion monitoring. They classify data with low computation needs and 
the generated decision trees are highly comprehensible by humans. 
Another advantage of decision trees for condition monitoring is that 
they can be transformed into simple logical equations for each class 
that can be checked and modified by a human expert.

Decision trees are used to solve a large variety of problem e.g. tag 
speech parts [33], land cover mapping [9], text mining [1] or condi-
tion monitoring [36, 30, 31].

1.4. Basic Condition Monitoring Process Enhancements

Sensor optimization and sensor data fusion can be seen an en-
hancement of the basic condition monitoring process (Figure 1). Fig-
ure 3 shows how sensor optimization and sensor fusion can be embed-
ded in the basic cm process. 

Sensor optimization is the basis for the condition monitoring and 
is either performed before the monitoring process (sensor locations) 
or later to add new sensors [7] or to analyse the available sensor influ-
ences. Sensor fusion is done before the actual data processing to im-
prove the performance of the data processing by improving the input 
from the sensors (removing redundant and low influence features).

1.5. Sensor Optimization

Often multiple sensors (sensor network) are used to give a more 
complete overview about the environment than a single sensor can 

give [40, 15]. This increases the diagnosis ability (failure detection 
and localization [5]) of a system and makes sensor optimization criti-
cal for failure diagnosis.  The problem of designing a sensor network 
is to find a set of sensors so that costs, observability, reliability, esti-
mation accuracy and flexibility are satisfied [16]. 

Sensor optimization shall help to design a sensor network that sat-
isfies the requirements. It is a very wide topic and includes a number 
of different definitions. A few different meanings for sensor optimiza-
tion are:

Optimizing the position of sensors [35, 7].• 
Optimizing the processing of sensor data [6].• 
Optimizing the information gain of sensors.• 

Sensor optimization has the meaning of hardware redundancy 
optimization. Optimization is done by identifying significant sensors 
from a number of available sensors that give the most information 
about a system and thus increasing the information gain. 

goal of sensor optimization is to prevent unnecessary hardware 
redundancy and to improve the reliability of the condition monitoring 
system. This optimization can be supported by identifying redundant 
information in sensor data [5]. Traditional sensor optimization meth-
ods don’t take into account the requirements for prognostic and health 
monitoring [34].

1.6. Multi-sensor Data Fusion

having a network of different sensors that monitor a system leads 
to the problem of sensor data fusion. multi-sensor data fusion covers 
the problem of combining sensor data from different sources into one 
consistent model. The main questions of sensor fusion are [2]:

how to get accurate and reliable information from multiple • 
and possible redundant sensors?
how to fuse multi-sensor data with imprecise and conflicting • 
data?

Techniques for sensor fusion can be grouped into these levels [15, 
28, 3]: 

Data-level fusion (e.g. combining sensor data from same sen-• 
sors directly [20]).
Feature-level fusion (e.g. combining vectors and feature re-• 
duction techniques [28]).
Decision-level fusion (e.g. vote schemes [28]).• 

Sensor data fusion is an important step for condition monitoring 
tasks. most systems have more than one sensor and the sensor have 
different influences on the condition monitoring accuracy. Data for 
condition monitoring that needs to be fused is not only from sensors 
but can also be event and process data, which can deliver important 
information for the condition monitoring [15].

At the data-level fusion means the direct combination of sensor 
data; the data from sensors of the same kind is merged and fed into 
the condition monitoring system. The difficulty here is how to merge 
multiple sensors into one. Sensor fusion on the feature-level includes 
cleaning of sensor data and combining the sensor data after the fea-
tures have been extracted and the dimensions reduced. Decision-level 
fusion can mean implementing a condition monitoring for each sensor 
separately and then use voting to decide on the system condition. 

A condition monitoring system can use only one or multiple data 
fusion methods to detect the system conditions. This shows that the 
sensor fusion is a difficult problem that highly depends on the target 
system, and sensors. One solution would be to implement sensor fu-
sion on all levels and then use a heuristic optimization like genetic 
algorithms, simulated annealing or hill climbing to get the bet sensor 
fusion methods for the given problem (data and system conditions).

Fig. 3. Enhanced condition monitoring process
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2. Proposed methodology

Sensor selection and sensor fusion and consists of two steps. First 
a decision tree is build using feature extraction to increase the clas-
sification accuracy. The resulting decision tree may be analysed to 
generate a ranking of the involved sensors and features as the sec-
ond step. The ranking then can be used to decide which sensors add 
significant information/features and which not. A sensor fusion may 
be performed at the feature-level. The calculated decision tree repre-
sents the feature fusion sorted by information gain. Sensor fusion on 
the feature-level does have the advantage that event data can also be 
added to the feature vector. conventional methods use a fixed set of 
features to create feature vectors for the decision tree training and ne-
glect the sensor fusion. Decision trees are used because they are good 
to use and implement in the aircraft environment. The task of the deci-
sion trees is merging of features from different sensor into one system 
health model and to use this model to classify the condition.

The focus is on hardware redundancy of sensors based on infor-
mation gain to avoid having to install all sensors redundant and only 
focus on the sensors that give significant information for the failure 
detection and identification. 

goal of the method is to use information gain for ranking sensor 
importance and thus to have a measurement for sensor optimization. 
Feature extraction can increase the information gain and significance 
of different sensors.

2.1. Feature Extraction and Sensor Fusion

The features extraction includes features from the time and the 
frequency domain. Time-frequency domain features were specifically 
not used. The reason was that the method shall only use basic methods 
thus Fast Fourier Transformation has been used. elementary feature 
extraction operations can be executed in any order and allow the crea-
tion of a set of feature extraction operations the can be different for 
each problem [21]. This makes elementary extraction operations also 
good for machine learning. The used operators are also fast to com-
pute and can be used for online monitoring.

The data from the different sensors is not merged at the sensor 
level; instead it is merged on the feature extraction level. A feature set 
is calculated for each input from each sensor. These features are then 
merged into one feature input vector for the decision tree learning 
phase. no frequency features are calculated for signals that are near-
ly constant (Boolean switches, discrete system settings, and certain 
process parameter). The features extraction includes features from 
the time and the frequency domain. Time-frequency domain features 
were specifically not used. The reason was that the method shall only 
use basic methods thus Fast Fourier Transformation has been used. 
elementary feature extraction operations can be executed in any order 

and allow the creation of a set of feature extraction operations the can 
be different for each problem [21]. This makes elementary extraction 
operations also good for machine learning. The used operators are 
also fast to compute and can be used for online monitoring.

The data from the different sensors is not merged at the sensor 
level; instead it is merged on the feature extraction level. A feature set 
is calculated for each input from each sensor. These features are then 
merged into one feature input vector for the decision tree learning 
phase Figure 4. no frequency features are calculated for signals that 
are nearly constant (Boolean switches, discrete system settings, and 
certain process parameter).

2.2. Decision Tree Generation

This subsection describes the decision tree generation and signal 
processing. The decision tree is generated using algorithm c4.5. 
Algorithm c4.5 was used, because it is more advanced than the basic 
iD3 algorithm (accepts both continuous and discrete features, solves 
over-fitting problem by pruning handles, incomplete data points) 
and is available as an open source implementation J48. input for 
the decision tree generation is a set of features that was extracted 
from sensor data. The feature extraction was controlled by different 
parameters. Table 1 shows the parameter list.

The data types can range from Boolean data generated by switch-
es or system conditions (event data) to high frequency data generated 
by sound and vibration data. Four more specific parameters will be 
explained in more detail below in this section.

2.2.1. Block Width

The block with defines how the frequency domain is partitioned to 
get features for each partition. A full transformation with the sampling 
frequency is done. After the fast Fourier transformation is done, the 
frequencies are partitioned up into blocks. The number of the frequen-
cies that are grouped in one block is determined by the calculation 
parameter Block Width. if less then Block Width frequencies are avail-
able, then all frequencies are treated as one block. After partitioning 
all blocks are transformed back into the time domain, to get informa-
tion about the behaviour of the block-signal over the time.

Table 1. Feature Extraction Parameter

Parameter Possible Values Default Value

Block Width 5/50/100/200 100

Noise Reduction Factor 0/1/2/5 1

Maximum Amplitude Yes/No Yes

Mean Amplitude Yes/No Yes

Maximum Power Yes/No Yes

Maximum Frequency Yes/No Yes

Mean Power Yes/No Yes

Number of Peaks Yes/No Yes

Peak Border 1/2/5 2

Global Maximum Am-
plitude Yes/No Yes

Global Mean Amplitude Yes/No Yes

Global Maximum Power Yes/No Yes

Global Mean Power Yes/No Yes

Global Number of Peaks Yes/No Yes

Confidence Factor 0.0001/0.001/0.01/0.1/1 0.001

Fig. 4. Feature Selection Process
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2.2.2. Noise Reduction Factor

Noise reduction is applied to the signal to remove random data from 
the samples in order to improve the feature detection of the undi-
sturbed signal. The maximum frequency power is calculated and 
then every frequency signal that is below a defined fraction of the 
maximum frequency power is reduced to zero to remove noise from 
the sample. The exact fraction of the maximum frequency power for 
noise reduction is a parameter of the experiments (Noise Reduction 
Factor). Noise reduction is done as shown in the matlin Listing 1.

Y = fft(y);
x = mean(abs(Y)) *  NoiseReductionFactor ;
Y = Y.  * ( abs (Y)>x );

Listing 1: Noise Reduction

2.2.3. Peak Border

The peak border is used for counting the number of frequencies 
that have a power above multitude of the mean power. The matlab 
Listing 2 shows how the peaks are calculated. peakBorder is the pa-
rameter that can be varied and it defines, when a spike counts as  a 
peak.

currPeakNum = 0; 
for X = 1: blockWidth 
    if ( Y_block (X) >= meanPower * peakBorder )
        peaks_block = peaks_block +1;
    end
end

Listing 2: Peak Calculation

The additional information is also calculated for the 
complete signal sample. Sensor Optimization

2.2.4. Confidence Factor

The confidence factor is a parameter of the software 
(WeKA [38]) that was used to create the decision trees 
and it defined how much tree pruning is done. A confi-
dence factor of greater than 0.5 means that no pruning is 
done. The lower the confidence factor is the more pruning is done.

2.3. Sensor Optimization

The calculation of the information gain and learning of the deci-
sion tree is done by the C4.5 algorithm that is used to construct deci-
sion trees for classification problems. Features are first extracted for 
each sensor signal then merged into one feature vector that is then the 
input for the c4.5 algorithm. The features are then sorted by the learn-
ing algorithm by the information gain. The feature with the highest in-
formation gain is placed at the root of the tree. Nodes with less infor-
mation gain are placed at lower levels. For a binary decision tree this 
means that two nodes are in the second level of the tree, four nodes in 
the third level and so on. each feature corresponds to a sensor.

The features in the decision tree are replaced with the sensor 
names for sensor ranking. if a sensor name appears on a level it is 
removed from all lower levels, so that for each sensor matches to one 
level in the decision tree. The sensors are now ranked by the decision 
tree level to which they are linked. it may happen that two sensors are 
at the same level. 

3. VALIDATION

Two experiments were done to validate the concepts and ideas. 
The first experiment was done to show the effects of feature optimiza-
tion and the second experiment was done to show how feature and 
sensor selection is done.

3.1. Feature Extraction Parameter Influence

To show the performance and concepts of the algorithm, a sensi-
tivity analysis was performed by using different process parameters. 
Figure 5 shows the experiment process and how the results were gen-
erated. First samples are created and then sequentially are feature ex-
traction parameters (see Table 1) modified. The influence of the modi-
fied parameter is measured by comparing the classification accuracy.

3.1.1. Data Sampling

The data for the experiments and the feature extraction was sam-
pled with an autonomous box (Figure 6) that contained sensors and 
logic to save the data on a SD card. As a basis for the data collection 
a test rig was used. Vibration data with a sampling rate of 44 khz of 
a simple PC fan (Figure 8) was collected. A PC fan was used to show 
the principals of the method. Data is saved in a raw wave format onto 
a Sd card and then transferred onto a PC. In addition to the raw sen-
sor data the condition of the component was saved. The fan is oper-
ated with standard speed, but three different conditions were sampled. 

Data from the following conditions was collected:

No additional weight.• 
A very small weight (less than one gram) is added to one • 
blade.
A small coin (one eurocent) is added to one blade.• 

Fig. 5. Experiment Process Diagram

Fig. 6. Data Recording Box
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For each case 900 samples were collected. every sample contains 
the vibration data of one second. Ten minutes passed between the in-
dividual samples. Samples were collected during office work hours 
and so a variety of noise is contained in the samples. in the experiment 
900 “No weight” (no additional weight), 450 “Small weight” (a very 
small weight) and 450 “Big weight” (a small coin) samples were used. 
The decision tree of the J48 algorithm (an implementation of c4.5) 
in WeKA was validated with a 3-fold-crossvalidation (all samples 
are used for testing and training and the cross-validation process is 
repeated 3 times). 

3.1.2. Calculating the Decision Tree

The decision tree is calculated with the open 
source Java software WeKA [38]. WeKA allows 
the user to test different algorithms and shows the 
classification errors that occurred. The correct data 
format is generated by using a Java program that 
transforms the output files from matlab into input 
files for WeKA. For classification J48 is chosen, 
which is an implementation of the c4.5 decision 
tree algorithm, and a confidence factor of 0.0001. 
The confidence factor defines how much pruning 
is done to the resulting decision tree. The complete 
processed data is used as training data. After the 
generation of the decision tree the same data is used 
for testing the decision tree. in general the training 
and the testing data should not be the same, but in 
this case it is exactly what is wanted. The goal is 
not to classify new objects correctly, but to check 
how good the available data is classified and what 
part of the data gives us the most information about 
the system.

3.1.3. Experiment Parameters

calculations with the same input data, but dif-
ferent parameter values, were performed to show 
the influence of the parameters on the results; Table 
1 shows the available parameters with their pos-
sible values. All ”yes/no”-parameters are Boolean 
parameters, that toggle the calculation of that pa-
rameter during the processing. Default parameters are the values that 
are used, when the effect of a parameter onto the algorithm is tested. 
Only one value per test varies, while all other parameters keep their 
default value. The data processing with matlab generates a number of 
different input sets for the J48 algorithm. For every input set a deci-
sion tree is generated and the influence of the modified parameter is 
then evaluated.

3.2.   Sensor Optimization

The method was evaluated by using aircraft sensor data from the 
air conditioning system of an A320 aircraft. The aircraft was oper-
ated by eTIhAd Airways and was operating in the Middle east. The 
sensor data from the aircraft includes 589 flights over the duration 
of two years. each sensor reading includes over 80 values consisting 
of continuous (numerical) and discrete data (Boolean). The data was 
sampled with a frequency of 1 hz. Source of the data are different bus 
systems from the air conditioning system. most data are temperature 
data and valve states. The sensor data includes: 

4. Result analysis

This section analyses the results of the data processing of the 
previous section. it begins by evaluating the experiments and their 
parameters and goes on to discuss the results of the best parameter 
configuration.

Figure 9 summarises the validation process. Results were created 
using the default parameter set; then, each parameter was varied based 
on its type. Boolean values were simply inverted but continuous val-

Fig. 7. Data Recording Box Architecture
Fig. 8. Used PC Fan

Table 2. A320 sensor data description

Description Bus Type

Cabin Compartment Temperature Group 1 Zone Control Numerical

Cabin Compartment Temperature Group 2 Zone Control Numerical

Cabin Compartment Temperature Group 3 Zone Control Numerical

Cabin Temperature Regulation Valve Position Group 1 Zone Control Numerical

Cabin Temperature Regulation Valve Position Group 2 Zone Control Numerical

Cabin Temperature Regulation Valve Position Group 3 Zone Control Numerical

Duct Overheat Warning Group 1  Zone Control Boolean 

Duct Overheat Warning Group 2  Zone Control Boolean 

Duct Overheat Warning Group 3  Zone Control Boolean 

Duct Temperature 4 Times Limit Exceedance Group 1  Zone Control Boolean 

Duct Temperature 4 Times Limit Exceedance Group 2  Zone Control Boolean 

Duct Temperature 4 Times Limit Exceedance Group 3  Zone Control Boolean 

Duct Temperature Group 1 Zone Control Numerical

Duct Temperature Group 2 Zone Control Numerical

Duct Temperature Group 3 Zone Control Numerical

G + T Fan OFF  Zone Control Boolean 

Hot Air Switch Position ON  Zone Control Boolean 

Minimum Bleed Air Pressure Demand Zone Control Numerical
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ues were changed. A sensitivity analysis was performed after each 
parameter variation. After the parameter variation, a new decision tree 
with the same sensor data was created, and the change in the number 
of correctly classified samples was noted.

4.1. Parameter Evaluation

This section examines the results of the different input sets, based 
on the parameter variation. The influence of a parameter is judged by 
the number of correctly classified samples for every input set. Finding 
an optimal set of all parameters for the given samples, i.e., those giv-
ing the lowest overall false classification rate, is a complex problem. 
The complexity of the problem is so high that it is not possible to 
solve it in a fixed time; rather, heuristic methods have to be used. The 
results below are not the optimal parameter values; they only show 
the influence of the different parameter values on the classification 
accuracy and suggest the importance of optimizing the feature extrac-
tion parameters.

The first calculation was performed using the default parameters 
(see Table 1). The results are shown in Table 3. The numbers imply 
that about three quarters of the test cases are correctly classified. The 
error rate is quite high, but that is to be expected, because a non-
optimal parameter set was selected as the default parameter set.

Table 4 splits the classification error into different classes. As the 
table shows, the majority of the samples are correctly classified. For 
samples with no additional weight and a big additional weight, the 
classification is very good, but samples with a small additional weight 
are often classified as samples with no additional weight. The results 
are still good, however, because the small attached weight is quite 
light, and sensing accuracy is not very high.

When only no additional weight and big ad-
ditional weight samples are used, the number of 
wrongly classified samples dropps to 5 %. This 
is to be expected, because the features of both 
these classes have bigger differences than those 
found between the “Small” and “No” classes.

Table 6 shows the results achieved when 
the block width varies. The decreasing num-
bers imply that, at some point, an optimal block 
width can be reached and a minimum of false 
classified samples can be obtained. The error 
rate increases after the optimal point if the block 
width is too wide. The block width significantly 
affects how many features are calculated in to-
tal. Some features are calculated for each block. 
more features are calculated if the block width 
is low and, thus, the number of blocks is high.

Table 7 shows the experimental results for a 
varying noise reduction. The results indicate the 
accuracy of the classification can be improved 
by removing all frequencies with a power be-

low the mean level. however, removing more frequencies with a high 
power can reduce the classification accuracy significantly because 
significant information about the signal is removed. This result also 
shows the noise frequency features have a significant influence on the 
accuracy of the classification. 

The calculation of the maximum amplitude can be turned on or 
off. Table 8 and Table 9 show the results. Results show the maximum 
amplitude does not have a big influence on the classification in this 
problem. This indicates a high resilience of the input data to noise, 
something relevant to entropy, or the information content in a mes-
sage or information. The finding suggests the data samples contain 
a lot of information, and there is not much uncertainty in them [23]. 
This is even more interesting, because amplitude is the value recorded 
by the vibration sensors; it can be taken as an input without additional 
processing.

Fig. 10. Validation Process

Table 3. Results for the Default Parameter Set

Correct Classified False Classified

73.4 % 26.6 %

Table 4. Distribution of Wrongly Classified Samples

Sample Class Classified as No Classified as Small Classified as Big

No 755 103 76

Small 175 218 57

Big 41 61 348

Table 5. Results for the Default Parameter Set with no Small Weight Sam-
ples

Sample Class Classified as No Classified as Big

No 862 38

Big 60 390

Table 6. Results for Block Width

Block Width False Classified

5 43.3%

50 27.4%

100 26.6%

200 24.3%

Table 7. Noise Reduction

Noise Reduction False Classified

0 26.6%

1 24.2%

2 27.6%

5 42.6%
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Table 10 and Table 11 show the influence of the mean amplitude 
values. Again, the influence is quite small, similar to the influence 
of the maximum amplitude features. This is to be expected when the 
previous results are taken into account. The amplitudes are the only 
features based on the time domain data. This can indicate that the 
time domain features are not very significant for the classification as 
is often the case for rotary movements. more time domain features 
should be added to the feature extraction operations (like probabilistic 
moments) to give more information about the significance of the time 
domain signal.

Table 12 and Table 13 show the results of the parameter variations 
for the maximum frequency power. Again, these features do not influ-
ence the result of the classification very much. it is interesting to note 
that the classification error is reduced if the block based maximum 

frequency power feature is turned off. This example clearly shows 
that having many features and features with little information gain can 
decrease the classification performance. it also highlights the impor-
tance of good feature selection. 

Table 14 and Table 15 show the results of the parameter variations 
for the frequency with the maximum power. The hertz of the frequen-
cy with the highest power (local for each block or for the complete 
signal) does not influence the result in a significant way. This is to be 
expected because the maximum power also has little influence.

Table 16 and Table 17 show the influence of the parameter vari-
ations for the mean frequency power. Mean frequency power is a big 
factor and can improve the classification by nearly 4 %. The global 
mean values give no information about the condition of the fan. This 
result is especially interesting, because the other frequency based fea-
tures have little influence on the classification error. however similar 
to the maximum frequency power feature, the error rate decreases if 
this feature is not used.

Table 18 and Table 19 show the influence of the number of peaks 
on the calculation. The number of peaks has an even bigger influence 
on the classification than the mean frequency power, and the false 
classification rate can be improved by nearly 5 %. To this point, this is 
the largest performance increase.

The peak border (the value defining what a peak is) also influ-
ences the calculation, as shown in Table 20. Results for the peak bor-
der show no clear trend, but the numbers suggest an optimum exists. 
These results are interesting if we take into account how much the 
error rate improves when peaks per block are not calculated. Very few 
peaks are generated if the peak border is set to 5. This is quite similar 
to having no peaks at all.

The confidence factor determines how much the decision tree is 
pruned and has an influence on the classification accuracy. With less 
pruning, more samples are wrongly classified. Over-fitting is reduced 

Table 9. Results for Global Maximum Amplitude

Global Maximum Amplitude False Classified

Yes 26.6%

No 26.6%

Table 11. Results for Global Mean Amplitude

Global Mean Amplitude False Classified

Yes 26.6%

No 26.6%

Table 12. Results for Maximum Frequency Power per Block

Maximum Frequency Power False Classified

Yes 26.5%

No 25.0%

Table 14. Results for Frequency with Highest Power per Block

Frequency with Highest Power False Classified

Yes 26.6%

No 26.3%

Table 16. Results for Mean Frequency Power per Block

Mean Frequency Power False Classified

Yes 26.6%

No 22.8%

Table 19. Results for Global Number of Peaks

Number of Peaks False Classified

Yes 26.6%

No 26.6%

Table 8. Results for Maximum Amplitude per Block

Maximum Amplitude False Classified

Yes 26.6%

No 26.5%

Table 10. Results for Mean Amplitude per Block

Mean Amplitude False Classified

Yes 26.6%

No 27.7%

Table 13. Results for Global Maximum Frequency

Maximum Frequency Power False Classified

Yes 26.6%

No 26.6%

Table 15. Results for Global Frequency with Highest Power

Frequency with Highest Power False Classified

Yes 26.6%

No 26.6%

Table 17. Results for Global Mean Frequency Power

Mean Frequency Power False Classified

Yes 26.6%

No 26.6%

Table 18. Results for Number of Peaks per Block

Number of Peaks False Classified

Yes 26.6%

No 21.8%
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when pruning is used. more pruning increases the generalisation abil-
ity of the decision tree, generally a good feature, but tree that is too 
small is not good. As in all other features, it is important to find the 
best value for the given classification problem. 

it is interesting to note that the most significant feature seems to 
be the block based mean amplitude feature. The error rate increases 
for all other features if they are used. more experiments with different 
settings could ascertain how the different parameters are correlated, 
but finding the optimal parameter set can be really difficult. The best 
result (for the default parameter set and if only one parameter is modi-
fied) can be reached if the peak number is turned off. These results 
emphasise the importance of good feature selection and remind us of 
the difficulty of performing feature selection by hand. An automated 
feature selection is needed to find an optimal parameter set which 
improves the classification accuracy.

4.2. Sensor Optimization

This section shows the sensor optimization using the aircraft data 
with 80 sensors. Figure 10 contains a sample decision tree. The most 
important feature is the overall (global) number of peaks for the data 
source 31, followed by the overall (global) mean amplitude for sensor 
45. Based on the decision tree, the sensors can be ranked as:

Sensor 31,1. 
Sensor 48/Sensor 45,2. 
Sensor 47/Sensor 5/Sensor 28/Sensor 1.3. 

Sensor 31 is the most relevant sensor for the classification; sen-
sors 48 and 45 are the second most significant ones. Redundancy, 
thus, applies to sensors 31, 48 and 45. 

The decision tree also shows that the overall peak number and 
mean amplitude are the most relevant features. The significance of 
the amplitude is easily explained because the data contain switch and 
valve values which change slowly. The mean amplitude gives the 
classifier an indication of how often the switch is true and how often 
false. it is interesting to see that the peak number has more influence 
here than in the previous experiment. 

5. Conclusions and Discussions

The method discussed here has been developed to handle a spe-
cific problem (classification of a small number of classes with sim-
ple features) in a specific domain (civil aircraft operation with online 
monitoring). Decision trees are a good solution, given these con-
straints. however, decision trees have limitations, and more powerful 
algorithms are available, if a similar problem needs to be solved out-
side the given constraints. more complex problems may need a differ-
ent tool set. The methods used here are already well known and well 
researched, but their usage in this particular environment is novel. 
A previous paper [12] addressed the topic but evaluated the classi-
fication; it did not address sensor optimization and used an artificial 
experiment setup. This paper shows the result of sensor optimization 
by using real world data; it also explains the results and classification 
process in more detail than the earlier paper.

The architecture shown in Figure 4 is a good way to rank sensors 
by their significance for condition monitoring. The basic idea is to use 
a decision tree for feature ranking and feature fusion. Not all available 
features are used in the final decision tree thanks to tree pruning. As 
a result, fewer data are needed, and some sensors may not be used for 
the condition monitoring at all. it also improves the classification er-
ror rate and generalisation ability. 

The validation experiment shows good failure classification can 
be performed with the proposed algorithms and methods. The feature 
extraction offers a modular system of elementary operations that can 
be used to extract features for a given problem.

The sensor optimization is best used for existing systems where 
reliability can be improved by additional hardware. The design is suit-
able when no online computation is available or data are logged but 
not evaluated but must be available in case of a failure for offline 
fault identification. The method can also be used for all systems with 
multiple sensors.

While the features improve the accuracy of the decision tree, it 
would be even better if more advanced feature extraction methods 
were used. Wavelet Package Transformation and KPAC are two sug-
gestions. The method in this paper does not address how the best fea-
ture extraction parameter set is generated, but as the paper shows, this 
task is extremely important. Optimization algorithms are required. 
Future work could include using a genetic algorithm to search for the 
best parameter combination to classify a given dataset. The condition 
monitoring results can be used for trending and remaining useful life 
prediction.

Table 21. Results for Confidence Factor

Confidence Factor False Classified Tree Size

1 (no pruning) 27.4% 275 Nodes

0.1 26.7% 225 Nodes

0.01 26.2% 185 Nodes

0.001 26.0% 163 Nodes

0.0001 26.6% 109 Nodes

Table 20. Results for Peak Border

Peak Border False Classified

1 24.3%

2 26.6%

5 22.3%

Fig. 9. Example Decision Tree
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1. Introduction 

Tractors play a fundamental role in agriculture as the main 
power resource for operation with various add-on agriculture ma-
chinery. The most energy and labor intensive among agro-tech-
nological operations is soil plowing. The trend in a plow design 
favors tractors with substantial power [24, 26], but ultimately it is 
determined by the size and construction of the machinery satisfy-
ing the needs of smaller farms [19].

Optimal tractor and machinery parameter selection, as a func-
tion of various field operations, not only improves the economics of 
such activities, but also reduces exhaust pollution and other nega-
tive environmental effects. The power requirements and energy con-
sumption may be reduced through optimizing power characteristics 
and engine parameters [2, 3, 11, 31].  

The CO2 emissions may be reduced by minimizing idling 
states of the engine and maximizing the engine work load. The 
operational engine parameters are engine speed, transmission gear 
ratios and engine torque [1, 14]. The experience and reaction time 
of the tractor operator also play an important role in maintaining 
these parameters in optimal range [4, 18, 23, 28, 29] and  optimal 
engine utilization [4, 12, 21]. 

monitoring the performance indexes of operational power 
in various conditions provides data of engine modes of opera-
tion and fuel consumption. Not many methods and mathemati-

cal power performance models as a function of field parameters 
exist.

in this paper we present our evaluation method and introduce the 
performance indexes of operational power performance obtained in 
various conditions. it includes the evaluation of power use of an agri-
culture tractor engine in various plowing operations and the results of 
a comparative study of power performance as a function of field size. 
Other studies [9, 10, 20] focus more on fuel and energy consumption 
efficiency and toxic exhaust emission characteristics. 

2. Methodology 

The study took place during the 2012 plowing season on the 
Agrofirma agricultural farm (Witkowo, Poland) for rapeseed sowing. 
The experimental setup included three fields (Fig. 1). The physical 
parameters of the three fields’ soils were measured at the time of the 
plowing operations and are included in Table 1 [17].

This paper presents a comparative study of power performance 
of a 230 kW tractor model John deere 8330 subject to soil plowing 
operations on the three fields. The tractor was pulling a Lemken semi-
mounted reversible, full moldboard 7-furrows euroDiamant plow unit 
combined with a campbell soil compaction roller tiller. All operations 
involved the same one tractor operator reducing any comparative dis-
crepancy in experiment results.

Adam konIuSzy
Piotr koStenckI 
Andrew BeRgeR
Wojciech goLIMoWSkI

power performance of farm tractor in field operations

wykorzystanie mocy ciągnika rolniczego w pracach polowych
Many studies have examined the effects of agriculture tractor engine energy performance. This paper presents an evaluation 
method of such engine actual power use during plowing operations. It includes results of a comparative study of power perform-
ance of a 230 kW tractor model John Deere 8330 subject to soil plowing operations as a function of field size: A (26 ha), B (12.74 
ha), C (3.22 ha). Statistical data clustering, a relatively novel approach in studies on actual utilization of engine power, was used. 
A positive correlation was observed between field size and the active state of the engine: 75.2% field A; 68.8% field B; 46.8% field 
C. The actual power utilization of agriculture tractor engine as a function of field size was 0.62, 0.58 and 0.39 respectively for the 
three fields used in this study. With this evaluation approach, performance indexes of operational power performance in various 
conditions were obtained for possible use in optimization of plowing operations.

Keywords: agriculture tractor, plowing, power performance, engine operation clusters.

Ocena stanu obciążenia silnika spalinowego w pojeździe podczas eksploatacji jest przedmiotem wielu prac badawczych. W ar-
tykule przedstawiono nową metodę oceny wykorzystania mocy silnika ciągnika rolniczego eksploatowanego podczas orki. Za-
prezentowano wyniki badań porównawczych nad  wykorzystaniem mocy ciągnika John Deere 8330 (230 kW) w odniesieniu do 
powierzchni uprawianych pól: A (26 ha), B (12,74 ha) i C (3,22 ha). Do analizy danych pomiarowych zastosowano po raz pierw-
szy statystyczną metodę grupowania punktów pomiarowych. Na podstawie wyników badań stwierdzono silną korelację dodatnią 
pomiędzy powierzchnią pól a stanem obciążenia silnika: 75,2% pole A; 68,8% pole B; 46,8% pole C. Opracowany wskaźnik 
efektywnego wykorzystania mocy silnika ciągnika rolniczego wyniósł odpowiednio: 0,62, 0,58 i 0,39. Stwierdzono, że uzyskane 
wartości wskaźnika efektywności wykorzystania mocy silnika mogą być przydatne do optymalizacji pracy ciągnika w pracach 
polowych.

Słowa kluczowe: ciągnik rolniczy, orka, wykorzystanie mocy, czas pracy silnika.

konIuSzy A, koStenckI P, BeRgeR A, goLIMoWSkI W. Power performance of farm tractor in field operations. eksploatacja i niezawod-
nosc – Maintenance and Reliability 2017; 19 (1): 43–47, http://dx.doi.org/10.17531/ein.2017.1.6.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 201744

sciENcE aNd tEchNology

2. Analysis method

The operational parameters (the engine speed, torque and power, 
fuel consumption and gPS position) were monitored with digital sen-
sors with 1 hz frequency using Siemens VdO -edM 1404.01 meas-

uring system [7]. The readings were used 
to calculate nominal and operational power 
of the engine. There are many methods of 
finding engine torque Mo indirectly [5, 8, 
16, 22, 27, 32-34]. in our study, a method 
patented by the West Pomeranian universi-
ty of Technology in Szczecin was utilized. 
In our view this method is unique and quite 
suitable for practical use in field operations 
[15, 16]. Other known methods focus more 
on theoretical analysis or represent labora-
tory experimental findings. in this study, 
the engine torque Mo parameter was evalu-
ated indirectly based on the measurement 
of fuel consumption and engine crankshaft 
rotations: 

3 2
1000 1000 1000oM a g b g c g d= ⋅ + ⋅ + ⋅ + ,(1)

where:

 1000 1000,fuel

s

V
g

n
= ⋅              (2)

Mo   – engine torque in nm,
g1000  – fuel consumption in dm3 per 1000  
     crankshaft revolutions,  
a, b, c, d – coefficients subject to the engine 
       type and rpm (Table 2),
Vfuel  – fuel consumption, dm3/min,
ns   – engine speed, rpm.

The values of torque were obtained in-
directly with appropriate coefficient units 
to satisfy equation (2).

engine utilization was evaluated with:

 
100%

u t
N

nom

N UE
N

= ⋅ , (3)

where:
EN  – engine utilization,
Nu – plowing operation engine power, kW,
Nnom – nominal engine power, kW,
Ut – engine plowing operation time in relation to total engine 

operation time, %.

Table 1. Soil Parameters 

Soil Soil
Layer

Field

A B C

Soil Gran-
ulation,

%

2 ≥ d >1

Tillage
Layer

    2.7

LFS

     1.5

FSL

     1.7

FSL

1 ≥ d > 0.5     7.9      6.2      6.4

0.5 ≥ d > 0.25   15.1     11.0     12.5

0.25 ≥ d > 0.1   33.2     31.6     31.1

0.1≥ d > 0.05   17.1     17.7     19.3

0.05 ≥ d > 0.02    8   14     10

0.02 ≥ d > 0.002  11   13     14

d ≤ 0.002     5     5       5

Soil Organic Matter Content, %    2.1 1.9   2.0

Soil Moisture (by weight), %
  0 - 10 cm
10 - 20 cm
20 - 30 cm

15.0   s=2.0
15.0   s=2.3
14.3   s=2.0

13.7   s=1.0
13.5   s=0.5
13.1   s=0.3

13.3   s=1.3
13.9   s=1.2
13.9   s=1.9

Soil Volume Density, g/cm3
  0 - 10 cm
10 - 20 cm
20 - 30 cm

1.35   s=0.10
1.57   s=0.14
1.57   s=0.10

1.31   s=0.15
1.57   s=0.04
1.52   s=0.03

1.44   s=0.15
1.62   s=0.06
1.65   s=0.07

Soil Compactness, kPa
  0 - 10 cm
10 - 20 cm
20 - 30 cm

  538  s=258
1183  s=463
2212  s=588

  535  s=192
1539  s=348
2423  s=533

  758  s=439
2459  s=683
3257  s=373

Soil Shear Stress, kPa
  0 - 10 cm
10 - 20 cm
20 - 30 cm

  24    s=10
  50    s=16
  56    s=11

  18    s=6
  35    s=6

    53    s=10

  18    s=4
  49    s=19
  67    s=15

Plow Operation Velocity, m/s  2.53  s=0.23  2.58  s=0.46  2.61  s=0.48

Operating Plow Depth, cm   25    s=2   22    s=2   25    s=3

Operating Plow Width, m 3.34   s=0.05 3.36   s=0.04 3.27   s=0.03
LFS - loamy fine sand, FSL - fine sandy loam, s-standard deviation, d - particle size

Fig. 1. Experimental Setup of three fields (based on Agrofirma geographical 
map)

Table 2. Engine coefficients a, b, c, d − dyno test bench verified [16]

Engine speed range 
ns, rpm

Coefficient values

a, Nm/dm9 b, Nm/dm6 c, Nm/dm3 d, Nm

< 950 −7⋅10−6 0.0042 1.3992 −1.1506

950–1250 −6⋅10−6 0.0040 1.3193 14.087

1250–1550 −8⋅10−6 0.0063 0.8354 37.374

1550–1850 −1⋅10−5 0.0070 0.9304 20.479

1850–2150 −1⋅10−5 0.0094 0.3923 50.361

> 2150 −7⋅10−6 0.0068 0.5357 59.126
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The engine actual torque values were obtained from (1) and (2). 
The measurements of relative time of engine operation are pre-

sented in Fig. 2, 3, 4 relative to total time of engine operation [6]  and 
based on (4):

 ( )
( ),

, 100%i j
i j

c

t
TD

t
= ⋅ , (4)

where:
TD(i, j) – Relative time of engine operation (Time Density), %,
i – index of the engine speed coordinate with ∆ns = 100 rpm,
j – Index of the engine torque with ∆Mo = 50 Nm,
t(i, j) – time of operation at (i, j),
tc – total time of engine operation.

Since the comparison and interpretation of the TD distribution 
plots (Fig. 2, 3, 4) may not be straightforward, a statistical data clus-
tering (k-means full binding) method was used to obtain parameters 
for better quantitative comparison of effective utilization of the en-
gine power at selected points (ns, Mo). A program Statistica [30] with 
67450 measurement points was used to generate the results.

3. Results 

The measurements of relative time of 
engine operation as a function of engine 
torque and engine speed are presented in 
Fig. 2, 3 and 4. For better visualization of 
the relative time of engine operation, the 
plots for fields A, B and C are normal-
ized to show the measurements within 1% 
range of TD. 

Two engine operative states were con-
sidered: idle and field operation. A quan-
titative comparison of the time duration of the engine states was ob-

tained also using the statistical data clustering approach, with results 
shown in Fig. 5. Four clusters were obtained as a function of engine 
speed ns and torque Mo, as well as field size and the corresponding 
engine state of operation.

For fields A and B, the resulting clusters were comparatively close 
to each other, as opposed to the cluster locations of field c (Fig. 5). 
The A and B cluster location coordinates (associated with engine 
speed and torque) correspond to the engine plowing operation. For 
clusters variance analysis was performed. it showed strong difference 
between clusters (Table 3). 

Fig. 2. Relative time of engine operation on field A

Fig. 3. Relative time of engine operation on field B

Fig. 4. Relative time of engine operation on field C

Fig. 5. Engine operation clusters for fields A, B and C; A1, … C4 – cluster 
name, % – relative time of engine operation in a cluster

Table 3. Variance analysis for the clusters

Effect
Field A Field B Field C

F p-Value F p-Value F p-Value

ns 143565,8 0,00 41483,20 0,00 14324,31 0,00

Mo 140147,9 0,00 77110,79 0,00 14324,31 0,00

Number of cases 39833 20535 7082
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During the plowing state interval, the engine was generating 190-
195 kW, i.e. about 85% of nominal engine power. For fields A, B and 
C, the engine was generating 190-195 kW of power 75.2%, 68.8% and 
46.8% of total time of engine operation respectively. in the case of en-
gine idling state interval, the corresponding values were 14.9%, 15.6% 
and 25.8% (Fig. 5). The effective engine utilization EN obtained from 
(3) were accordingly for field A = 0.62, for B = 0.58 and for C = 0.39.

The coordinates of engine for both plowing and idling state in-
tervals for each field clustered within 200 rpm and 100 Nm ranges of 
engine speed and torque (Fig. 6). The interoperation or transient states 
spread over 600 rpm and 350 Nm ranges. 

A Pearson correlation coefficient was obtained to evaluate the 
functional relation of plowing vs. idling state share to the field size. 
Positive correlation (0.92) at R2 = 0,85 was attained for plowing state 
and strongly negative (−0.85) at R2 = 0,72 for idling.

4. Discussion
The plowing operations comprise 30% of tractor engine operation 

while its power is not fully utilized [13, 18]. continuous monitoring 
and analysis of economy of agriculture activities contributes to the 

minimization of energy usage [25]. engine torque monitoring repre-
sents one of the key parameters in such analysis.  Since its measure-
ment requires specialized instrumentation setup, various indirect ap-
proaches have been explored [5]. many such studies have presented 
their results in a general matrix form and fuel consumption profiles. 
in the evaluation approach here, performance indexes of operational 
power performance in various conditions have been presented. imple-
mented, they can contribute to optimal gear selection through visual 
display of actual engine power and to “gear up and throttle down” 
driving approach in transient engine states, possibly resulting in up 
to 20% fuel savings [4]. The actual engine utilization parameter may 
also be helpful in optimal tractor selection in terms of cost, as well as 
match of its engine power to target farm.

Our study, based on a theoretical model of engine optimal points 
of operation [4], implements a novel statistical data clustering and 
modern measurement technology approach. The time distributions of 
engine operation presented here confirm other studies [9, 10] validat-
ing our methodological approach. They may also help in modelling 
agriculture tractor engine load cycles [6], which in turn are used in 
evaluation of engine emissions. 

Conclusions:

The statistical data clustering approach to quantitative com-• 
parison of the effective time duration of the various engine 
modes of operation and fields used in this study enabled more 
precise evaluation of the actual power utilization of agriculture 
tractor engine, as a function of field size, than theoretical and 
simulation approaches.
The presented statistical approach may have practical applica-• 
tions as an optimization tool in a more effective utilization of 
various add-on agriculture machinery through a visualization 
driver support system for optimal gear selection.
A strong positive correlation was observed between the field • 
size and engine plowing state, while a negative correlation was 
observed in the case of idling engine state of operation.
The actual power utilization of agriculture tractor engine as a • 
function of field size was 0.62, 0.58 and 0.39 respectively for 
the three fields used in this study.

Fig. 6. Engine operationnal state clusters
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1. Introduction

gas turbines are used in the energy sector in traction, marine, and 
aircraft engines as well as in aerospace. During operation, they are 
subject to variable mechanical and heat loads. The essence of low-
cycle loads is a cumulative and simultaneous destructive effect of 
variable mechanical and heat loads of high amplitudes. These kinds 
of loads are especially subject to rotating blades. Along with the in-
creasing temperature, the material strength of blades decreases. As a 
result of the impact of high temperature and exhaust gases with an 
aggressive chemical effect, the technical condition is subject to ad-
verse changes. it results in the material overheating, its creeping and 
thermal fatigue [4, 17, 18, 22]. Consequently, it leads to the loss of 
heat and creep resistance of the material of blades.

The turbine efficiency, which is at the level of 30-45%, decreas-
ing during the operation process, substantially depends on the exhaust 
gas temperature. however, the increase in exhaust gas temperature is 
limited by the used material properties: their resistance to creeping, 
microstructure change (overheating), thermal fatigue, high tempera-
ture corrosion, etc. [5, 20].

The most unreliable elements of the gas turbine include rotor 
blades [4, 17]. During operation, they are subject to the variable loads: 
mechanical ones as a result of rotation, as well as aerodynamic and 
heat ones from the work factor flow. in addition, the chemically ag-

gressive exhaust gases of high temperature affect them. The reliability 
and durability of blades is a sum of many factors, the predominant 
importance of which plays the material, which they are made of. The 
high and stable strength properties of super alloys in structural terms 
constitute the proper microstructure that is not subject to weakening 
operational changes [2, 6, 16]. 

Particularly high requirements are imposed to materials used for 
the turbines’ blades. Advances in the development of super alloys and 
manufacturing technology of blades resulted in a increase of operat-
ing temperature of blades almost to 1350k [8]. The improved super 
alloys on the turbine blades were obtained thanks to the development 
of alloys on the basis of nickel and cobalt. in addition, in order to 
increase the mechanical properties, chrome, titanium, molybdenum, 
vanadium, tungsten, niobium, tantalum, and other elements [1, 7, 10, 
11] are added. The main component of the super alloy is the γ phase, 
that is Ni solid solution of a wall-centred regular structure. The com-
position of this phase may mainly include the elements such as co, cr, 
Mo, W and Re, which strengthen them with solution.

Due to the manufacturing methods of blades, super alloys are di-
vided into wrought and cast ones. in the super alloys of the wrought 
blades, a friction of volume reinforcing with the γ’ phase ranges from 
20 to 45%. The blades made of these super alloys can operate to the 
temperature of 1173k. The further increase of the operating tempera-
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ture of blades to about 1273 K requires an increase in the volume 
friction of the γ’ phase in the alloy. It can be achieved by modifying 
the chemical composition, as well as by changing the manufacturing 
technology, e.g. as a result of introduction of cast super alloys. in 
the cast super alloys, the γ’ phase volume friction is approximately 
60%. in order to increase the operating temperature of blades of more 
than 1373k, the directional crystallization is applied [16, 18, 19]. it 
allows an increase in the super alloy creep resistance. The further 
development of super alloys was associated with the elimination of 
grain boundaries – monocrystalline super alloys, i.e. these are made 
of a single crystal with a uniform internal structure of the entire vol-
ume. using these manufacturing technologies of the turbines’ blades 
allowed the achievement of a fivefold increase of fatigue strength and 
a tenfold increase of durability at a high temperature, in comparison 
with the blades produced from polycrystalline super alloys [8].

moreover, heat-resistant coatings with good thermal conductiv-
ity and high structure stability are applied on the gas turbines’ blades 
operating in extreme temperature conditions. Thermal properties of 
the coatings mainly depend on the chemical composition of the mate-
rial and microstructure [3, 4]. Different types of protective coatings, 
obtained by many methods, are used. The diffusion coatings on alu-
minium matrix and their variations known as modified coatings are 
most commonly used [9, 14, 21]. These coatings consist of a priming 
layer and an insulation layer. They should be characterised by very 
low thermal conductivity.

A further step aimed at increasing the exhaust gas temperature 
and decreasing the blades’ temperature includes their internal cooling 
with air from behind the engine compressor. This allows to lower the 
temperature of the blade material in relation to the temperature of the 
circumfluent exhaust stream by over 600k [21, 22]. Furthermore, bet-
ter distribution of temperature onto the blades in the turbine operation 
transients is obtained.

moreover, in order to increase durability, the complex geo-
metric shapes of blades are designed. They are shaped in such 
a way, as not to create a vibration resonance during interrup-
tion of the engine operation [6]. Tip shelves at the ends or near 
the blade ends, which act as dampers eliminating a dangerous 
form and frequency of vibrations, and increasing tightness in 

the turbine rotor tip clearance are also applied. The minimum clear-
ance prevents the work factor losses. 

Despite using many endeavours in order to improve the efficiency 
of the gas turbine operation, its durability and reliability, over the 
long-term operation process, there are still all kinds of damages to 
the turbine elements, especially their blades (Fig. 1, Fig. 2).  it is pos-
sible to differentiate defects being the results of material and techno-
logical faults, derogations from the quality of production and repairs. 
The important reasons can also include improper fuel atomization in 
the combustion chamber, as well as its diminished physical-chemical 
properties [5, 15]. 

The most frequent cases of damage include the overheating of the 
blades’ leaves (Fig. 1a, 2a). It sometimes results in the blade leaf end 
fracture (Fig. 1a). The destruction process of the gas turbine blade 
usually begins with the destruction of its heat-resistant coating (Fig. 
1b c, 2b). 

As a result of it, the blade material is exposed to the direct heat 
and chemical effect of exhaust gases. This situation mainly causes the 
material overheating and the formation of the blade leaf cracks (Fig. 
1c, 2b). The factors affecting that phenomenon are supercritical tem-
perature, its impact time and chemical aggression of exhaust gases. 
As an effect of high temperature, and high tensile stresses derived 
from centrifugation and time, the phenomenon of the blade material 
thermal expansion occurs. it significantly affects the turbine rotor tip 
clearance reduction. Consequently, it results in rubbing the blade front 
against the turbine body (Fig. 2c), which causes additional heating of 
the blade leaf material and adverse changes in the super alloy micro-
structure. The changes typical for the high-temperature creeping proc-
ess with the uniaxial stress state are usually observed in the blades 
with a plate.

2. Increased temperature impact on degradation of 
uncooled blades of the EI-867 WD type super alloy

in the gas turbine operation, there are often cases of short-term 
heating of the material of blades above their normal operating temper-
ature. Therefore, it is important to maintain the alloy heat and creep 
resistance to increased temperature at the required blade operation 
time. creep resistance of super alloys for the gas turbine blades relates 
to the γ’ reinforcing phase. under the influence of a work factor with 
high temperature, it is subject to coagulation and dissolution in the 
matrix. in order to determine the increased temperature impact on the 
super alloy degradation of forged blades, the experimental research 
was carried out. in case of the research, new gas turbine rotor blades 
made of the eI-867 Wd (hn62MWKJu) alloy – uncooled blades – 

were adopted. The blades’ leaves were divided into four equal sam-
ples, which were chosen at random for testing and heated (three of 
them) at five temperature values every 100 k starting from the tem-
perature of 1023 k. The heating and cooling of samples took place in 
the vacuum oven (individually) – no interference of the core on the 
surface of blades. 

The eI-867 Wd alloy belongs to a small group of nickel super 
alloys that do not contain titanium. it is a super alloy of a lower chro-
mium content, and therefore, it is sensitive to corrosion [4, 16, 20]. 
Accordingly, protective coatings – aluminium coatings – are applied. 
The Tu 14-1-232-72 standard includes the requirements for the super 

Fig. 1. The example forms of operational failures of an uncooled turbine blade 
made of the EI 867 type forged super alloy: a) a tip broken due to the 
super alloy overheating; b) stratification of heat-resistant coatings, 
and the super alloy crack initiation, x500; c) erosion of the heat-resist-
ant coating and the crack penetrating into the super alloy, x500

Fig. 2. The example forms of damage of the cooled turbines’ blades made of 
the ŻS 32 type cast super alloy: a) the material overheated at the tip 
[2]; b) complete burning of the coating on the leading edge to expose 
the super alloy, and a crack on the leading edge [12]; c) blade leaf 
front chafing [12]

Table 1. The list of the EI-867 WD alloy basic chemical composition (% of weight) 

C Mo Si Cr Ni Co Mo W Al B Fe

max max max
other

max

0.1 0.3 0.6 9.0 14 10.3 5.0 4.5 0.02 4.0
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tion of the size of the γ’ dispersion phase (Fig. 3) was obtained. The 
changes of sizes (surface) of precipitation of the γ’ reinforcing phase 

in the heating time function were determined (Fig. 4). 
On the basis of Figure 4, the heating time, which was 

1h in the research of the impact of high temperatures on the 
blade material, for a constant temperature, i.e. 1223k, was 
adopted. At that time, a sudden increase in the size of the 
γ’ phase particles (an additional argument for such a choice 
is the aircraft task time in the operation conditions for the 
adopted jet engine type, which is also 1h) occurs.

The microstructure analysis of the super alloy subject to 
the high temperature impact was carried out, thanks to which 
detailed information on changes was obtained. The micro-
structure changes, mainly modification of sizes and distribu-
tion of the γ’ dispersion phase, significantly affect strength 
properties. in Figure 5a÷f, the results of the super alloy met-

allographic test without heating and after heating for a period of 1h 
were presented taking into account five different temperature values.

The change in sizes of the γ’ phase particles depending on the 
heating temperature was calculated (Fig. 6). it was found that the ini-
tial coagulation stage of precipitates of the γ’ reinforcing phase, which 
is characterised by relatively high regularity and a large number of 
precipitates per are unit, occurs even at the temperature of 1123 k 
(Fig. 5b, c). As the temperature rises, the γ’ phase structure becomes 
less regular while increasing the grain size (Fig. 6).

The initial stage of combining the γ’ phase cubic precipitates in 
plates occurs at the temperature of 1223 k (Fig. 5d). At the tempera-
ture of 1323 k, a significant increase and coagulation of precipitates 
of the γ’ reinforcing phase, which takes on the shape of plates, was 
found (Fig. 5e). The number of precipitates is much smaller, however, 

alloy chemical composition (Table 1), heat 
treatment and mechanical properties.

The alloy structure is typical for nickel 
super alloys and is composed of: γ, phase, γ’ 
phase, carbides and borides. The γ’ phase is alu-
minium solid solution, titanium tubes in nickel. 
The γ’ phase particles (Ni3Al, Ni3Ti) are cubi-
cal in shape [13, 16, 18]. The γ’ phase relative 
volume after the alloy standard heat treatment 
is 31÷34%. The heat treatment includes solu-
bilisation quenching and ageing. The cooling 
in air during solubilisation quenching results 
in precipitation of the γ’ phase small particles, 
the relative volume of which is about 20%. The 
ageing results in further precipitation of the γ’ 
phase particles and the growth of previously 
separated ones. Among the carbides, the rela-
tive volume of which does not exceed 2% in the 
alloy, m23c6 solid predominates. it is formed 
during heat treatment or it is released during op-
eration, usually on the boarders of grains in the temperature range of 
933k÷1253k. inside the grains, there is a carbide m6c [4, 16]. The 
temperature values of heating the samples cut out of the blades are 
associated with the temperature range, which occurs during normal 
and emergency operation of the exploited rotor blades. The stream 
temperature of the work factor at the inlet to the gas turbine, due to 
restrictions resulting from thermal and chemical characteristics of the 
materials used in the uncooled turbine blades should be within the 
range of 1173÷1223k [17, 20].

The initial stage of metallographic tests was to assess the structure 
in order to determine the duration of the heating process of the blades’ 
parts. The time and temperature affect the kinetics of growth and co-
agulation of the γ’ phase particles. The experiment involving the heat-
ing of samples in the temperature above Tmax (maximum temperature 
behind the turbine, i.e. 1223 k for 0.5h, 1h, 2h and 3h) was conducted. 
Therefore, the information on structural changes both of the coating 
and the blades’ material, depending on the heating time – modifica-

Fig. 6. Changes in the average size of the γ’ phase particles in the temperature 
function 

Fig. 5. EI - 867 WD super alloy subsurface microstructure: a) super alloy without heating and super alloy 
heated for 1 hour at: b) 1023K; c) 1123K; d) 1223K; e) 1323K; f) 1423K (surface x4500)

Fig. 4. Changes in the average size of the γ’ phase particles depending on the 
heating time of samples of the blades at the temperature of 1223K

Fig. 3. Morphology of the γ’ phase precipitates – heating in the temperature of 1223K for: 
a) 0.5h; b) 1h (surface x4500)
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they are much larger than those created at 1223 k. The mor-
phology of the γ’ phase shows that after exceeding the tempera-
ture of 1223 K, the eI – 867 Wd alloy is overheated. 

3. Increased operating temperature impact on 
degradation of cooled blades of the ŻS 32 type 
super alloy

The research covered the blades cast from the ŻS 32 type 
cobalt and nickel super alloy. The content of basic alloy ele-
ments was presented in Table 2.

in case of the research, the new turbine rotor blades and 
those after increasingly long time of operation were adopted. 
The blades were prematurely removed from the turbine due to 
their overheating. in order to determine the increased tempera-
ture impact during operation on degradation of the ŻS 32 super 
alloy microstructure, metallographic tests were carried out. 

On the basis of the structural observation conducted with 
the use of the quanta 3d Feg scanning electron microscope, 
a very clear impact of the increased temperature on degrada-
tion of the microstructure of the analysed blades made of the 
ŻS 32 type super alloy was found. The microstructure of the 
tested blades consists mainly of γ and γ’ phases and carbides. it 
was found that with the operating temperature increase and the 
time of operation, clear microstructural changes occur (Fig. 7). 
The significant changes in the morphology of the γ’ reinforcing 
phase were observed. in the blade, the γ’ phase new particles 
(Ni3Al) have a cubic shape. As a result of the increased tempe-
rature impact, the change of their shape from cubic (Fig. 7a and 
b) to cuboidal one (Fig. 7c÷f) occurs, in order to reach an oval shape 
at the maximum temperature (Fig.7g and h). 

The observed changes are related to the expansion of the γ ’ 
reinforcing phase and a decrease in its participation (Fig. 8a). in 
case of a new blade, the average size of the γ ’ phase particles 
is approximately 0.3µm. As a result of the impact of increased 

temperature and operational factors, this value increases to the level 
of 2µm. The reported trend is also significantly reflected in the sur-
face participation changes of the specified γ’ reinforcing phase. it was 
observed that the surface participation of the γ’ phase decreases from 
70% for the new blade to 35% for the blade operated at the highest 
temperature (Fig. 8b). As a result of the increased temperature im-
pact, the observed morphological changes of the γ’ reinforcing phase 
are small, however, its impact on the surface participation of carbides 
takes place (Fig. 8c). 

The surface participation of carbides in all the observed blades is 
at the level of 2-2.5%. Additionally, there were no significant changes 
in morphology of the observed carbides. however, a clear impact of 
the increased temperature and operating time of the tested blades on 
the γ’ phase surface participation in particular zones within the cross-
section of the tested blades was stated (Fig. 9). in case of the blade 
exposed to the highest temperature impact and the longest operation 
time No. 4, while measuring the surface participation of the described 
phase from the leading edge into the blade, it was found that the sur-
face participation is the lowest (30%). in the distance of this blade, the 
participation of the described phase rises to the level of about 50%. 
however, no impact of the observed trend on the size changes of the 
γ’ phase particles was observed in similar areas seen on the cross sec-
tions of other blades (Fig. 10). 

Fig. 7. The increased temperature impact on morphological changes in the 
cross-section of the leading edge: a, b) new blade No. 1; c; d) blade 
after the shortest time of operation No. 2; e, f) blade after the aver-
age time of operation No. 3; g, h) blade after the longest time of 
operation No. 4 

Fig. 9. Surface participation of the γ’ reinforcing phase into the leading edge: a) blade 
No. 2, b) blade No. 4

Fig. 8. The increased temperature impact on: a) the average diameter 
of the γ’ phase, b) the γ’ phase surface participation, c) surface 
participation of carbides 

Table 2. List of the ŻS 32 type super alloy basic chemical composition (% of weight)

Ni Al Cr Co Nb Mo Ta W Re

62.4 6.1 5.1 10.8 1.3 1.2 1.2 8.4 3.0
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4. Conclusion

Based on the research results, it can be concluded that both in case 
of new blades and the operated ones, which are subject to the increased 
temperature impact, there are microstructural changes in the material 
of blades. In case of the experiment with the eI-867 Wd new blades, 
a high temperature and time of their impact are decisive factors. The 
heating time, which in testing of the increased temperature impact on 
the blade material was 1h, for a constant temperature, i.e. 1223 k; in 
that time, a sudden increase in the sizes of the γ’ phase particles oc-
curred. An additional argument for such a choice is the aircraft task 
time in the operation conditions for the adopted jet engine type, which 
is also 1h. however, the selected temperature values of heating the 
blades are also associated with the temperature range, which occurs 
during normal and emergency operation of the exploited rotor blades. 
The stream temperature of the work factor (exhaust gases) at the out-
let from the aircraft jet engine combustion chamber, due to restrictions 
resulting from thermal and chemical characteristics of the materials 
used in the complete, uncooled turbine blades should be within the 
range of 1173÷1223k, as confirmed in the literature [17]. The γ’ phase 
morphology shows that after exceeding the temperature of 1223 k, the 

eI – 867 Wd alloy is overheated, and the tested blade cannot be 
considered useful for further operation. The obtained images of 
a microstructure of the eI - 867 Wd alloy subject to the impact 
of increasingly higher temperature may be a basis for assessing 
the degree of overheating of the gas turbine blades.

in case of the operated blades (with different technical con-
dition), in addition to the high temperature unstable at that time 
and the time of operation, there is also an important factor, i.e. 
aggressiveness of exhaust gases. As a result of the conducted 
tests of the operated blades, it is concluded that under the in-
creased temperature influence, the chemical composition, mor-
phology and distribution in the structure of the blade material of 

the γ’ reinforcing phase adversely change. The morphology of the γ’ 
phase particles depends on the mechanical stress. The tensile stress, 
occurring along the blade axis during the turbine rotor rotation, pro-
motes expansion of the γ’ phase on a plane perpendicular to the stress 
direction. As a result, the original cuboid shape changes into plates, 
whose wider walls are positioned perpendicularly to the stress direc-
tion and the narrow walls perpendicularly to other cube directions [9, 
19]. These adverse changes in the super alloy microstructure exert a 
decisive influence on its strength properties. The γ’ phase growth re-
sults in coagulation of precipitates, and therefore, an adverse change 
of its shape. moreover, this phase percentage in the structure decreas-
es. As a result, the heat and creep resistance of the blades’ super alloy 
decrease. This condition significantly affects the durability of blades 
and has a major impact on the gas turbine premature major repair. in 
case of aircraft, it relates to the aircraft transition from the state of air-
worthiness, removal of the engine and its passing for the major repair. 
Although the end result are tremendous costs related to the repair due 
to e.g. one overheated turbine blade. however, the flight safety is an 
overarching principle of aircraft operation.

Fig. 10. The average diameter of the γ’ reinforcing phase into the leading edge: a) blade 
No. 2, b) blade No. 4
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1. Introduction

Resistance of building structures to the impacts of mining de-
pends on their technical condition, defined in terms of technical wear. 
in recent years, the results of the research studies [6, 7] confirmed 
the significant influence of mining exploitation on the technical wear 
of building structures, both in the form of ground deformations and 
mining tremors. They also demonstrated the importance of structural 
preventive measures and of current repairs. These relationships, how-
ever, remained implicit in the context of mathematical functional 
form. Therefore, the use of more complex analytical methods, taking 
into account the multidimensionality and non-linearity of the modeled 
process, was justified in the further studies. Such a model should allow 
for a more effective assessment of the technical condition of building 
structures and for the analysis of the influence of individual variables 
included in the description of the modeled phenomenon. Taking this 

into consideration, a model of the course of technical wear as the SVM 
(Support Vector Machine) network in the ε-SVR regression approach 
(Support Vector Regression) was used in the studies which were pre-
sented in the article.

The SVM method [8, 25], as well as its regression approach 
ε-SVR [4, 21], comprise a subgroup of the methods belonging to 
Machine Learning. The structure of these systems is very similar 
to Artificial Neural Networks (ANN) [17]. The choice of the SVM 
method to carry out the research studies presented in this paper was 
dictated the fact that:

in the  – ε-SVR method, it is not necessary to predetermine the 
mapping function, which allows to create a model for the mul-
tidimensional process in which the relationship between the 
variables are non-linear [6, 7] but without explicit strictly func-
tional form,

RuSek J. Application of Support vector Machine in the analysis of the technical state of development in the LgoM mining area. eksploatacja 
i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 54–61, http://dx.doi.org/10.17531/ein.2017.1.8.

Janusz RuSek

application of sUpport vector machine in the analysis of the 
technical state of development in the lgom mining area 

zastosowanie metody sUpport vector machine w analizie stanU 
technicznego zaBUdowy terenU górniczego lgom*

The paper presents the results of the analysis of technical wear of buildings located within impact of mining plant in the Legnica 
- Głogów Copper District ( LGOM ). The study used method related to neural networks, support vector (Support Vector Machine) 
in regression approach ε-SVR (Support Vector Regression). The aim of the study was to assess the impact of variables describing 
the structural protection and renovations on the course modeled phenomenon. The basis for the analysis was created model of 
technical wear of buildings in the form of a network ε-SVR. In addition to the variables determining the level of structural protec-
tion and renovations in the model included variables describing: terrain deformation, mining intensity tremors and the age of the 
buildings. The choice of model parameters were performed using, as gradientlessness optimization method, genetic algorithm. 
Based on the established model ε-SVR two types of sensitivity analysis were applied. Assessing the impact of the structural protec-
tions have been studying by the analysis of variability of the gradient vector for the modeled hypersurface. The analysis of the 
impact of renovations on the course modeled process was carried out based on the comparator simulation results of  ε-SVR model. 
The results confirmed the usefulness of the methodology of research and allowed to draw important conclusions on the impact of 
analyzed factors on the technical wear traditional buildings LGOM.

Keywords: Support Vector Machine, influence of mining, structure resistance, technical wear, technical condition.

W pracy przedstawiono wyniki analizy zużycia technicznego budynków zlokalizowanych w zasięgu wpływów eksploatacji górni-
czej na terenie Legnicko-Głogowskiego Okręgu Miedziowego (LGOM). W badaniach zastosowano pokrewną sieciom neurono-
wym metodę wektorów podpierających (Support Vector Machine) w podejściu regresyjnym ε-SVR (Support Vector Regression). 
Celem badań było uzyskanie oceny wpływu zmiennych opisujących zabezpieczenia konstrukcyjne i remonty na przebieg modelo-
wanego zjawiska. Podstawą do analiz był utworzony model zużycia technicznego budynków w postaci sieci ε-SVR. Oprócz zmien-
nych określających poziom zabezpieczeń konstrukcyjnych i remontów, w modelu uwzględniono zmienne opisujące: deformacje 
terenu pochodzenia górniczego, intensywność wstrząsów oraz wiek budynków. Dobór parametrów modelu przeprowadzono z 
wykorzystaniem, jako bezgradientowej metody optymalizacyjnej, algorytmu genetycznego. Bazując na utworzonym modelu ε-SVR 
przeprowadzono dwurodzajową analizę wrażliwości. Oceny wpływu zabezpieczeń konstrukcyjnych dokonano badając zmienność 
wektora gradientu modelowanej hiperpowierzchni. Natomiast analiza wpływu remontów na przebieg modelowanego procesu 
została przeprowadzona na bazie komparacji wyników symulacji modeluε-SVR. Wyniki badań potwierdziły przydatność przyjętej 
metodyki badań oraz pozwoliły na sformułowanie istotnych wniosków dotyczących wpływu analizowanych czynników na zużycie 
techniczne tradycyjnej zabudowy LGOM.

Słowa kluczowe: Support Vector Machine, wpływy górnicze, odporność budynków, zużycie techniczne, stan 
techniczny.
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in contrast to the artificial neural networks, the procedure of  –
building the ε-SVR network allows for the optimal, in the gener-
alizing sense, expansion of its structure, which takes place dur-
ing the calibration process of the parameters C, ε and γ. These 
parameters, described in chapter 3 of this article, are contained 
in the raw formulation of the objective function for the ε-SVR 
method [21.25]
the final mathematical form of the  – ε-SVR network allows for a 
relatively simple determination of the values of the partial de-
rivatives, which form the basis for the sensitivity analysis of the 
model with respect to the specified continuous input variables.

The model of technical wear presented in this paper was created 
by the optimal choice of the parameters C, ε and γ using the LIBSVM 
package [6] and the genetic algorithm GA [19]. in order to identify 
the effect of the variable describing the level of structural preventive 
measures, (wZAB), the sensitivity analysis of the model was carried 
out, involving the study of the course of the gradient component for 
such a defined index. On the other hand, in order to determine the 
influence of the categorical variable wREM describing the extent of the 
repair works, the values of the model prediction obtained by means of 
its simulation were compared.

2. Description of the database of building structures

A group of 930 masonry residential buildings located within the 
impacts of the Mining Plant of KGHM “Polska Miedź” S.A., comprised 
the database for the analysis. The database of buildings was created 
as part of the examination of their technical condition. At the stage of 
detailed inspection, each building was cataloged using 93 variables. 
These variables describe the location of the structure, geometric data, 
type of development, the data on the structural components and fin-
ishing elements, the age of the buildings, technical wear determined 
by the method of weighted average [23], the scope of the repair works, 
the level of preventive measures against the impacts of mining and the 
current, at the time of the inspection, mining impacts in the form of 
deformation indices and characteristics of mining tremors.

This development has been subjected to mining impacts for more 
than 40 years. initially, they resulted from the formation of the subsid-
ence trough over the mining excavations and a large trough associated 
with rock mass drainage [23]. in the mining area of LGOM, also min-
ing tremors have been occurring for 30 years [24].

The building structures located in LGOM, and erected after 1970, 
are protected against the effects of ground deformation caused by 
mining activities already during the construction stage. Older build-
ings are also regularly subjected to preventive measures (anchoring, 
reinforced concrete ties, etc.). Since the late 80’s of the twentieth cen-
tury, structural protection against paraseismic effects has also been 
introduced in newly constructed objects.

in order to assess the degree of wear of the studied buildings, the 
so-called method of weighted average was used [e.g. 23]. it involves 
an individual assessment of the degree of wear of individual ele-
ments, and then – by assigning appropriate weights to them – deter-
mining the weighted average degree of technical wear of the whole 
building structure.

To specify and describe quantitatively the indices affecting the 
technical condition of the development, two additional indices wREM 
and wZAB were defined.

Protection index wZAB was defined using the category of structure 
resistance (KO), which is the structural characteristics of the building, 
and the category of hazards to area from mining impacts (KT).

Mining area categories (KT) describe the intensity of continuous 
surface deformation, expressed by assigning the characteristic values 
of the slopes (T), curves (R), and horizontal deformation (ε) to the 
specific ranges of these indices (from 0 to V). On the other hand, the 
category of structure resistance (KO) is understood as the resistance 

of a building structure to the horizontal strains and curvatures of the 
land, adapted to the ranges of the values of these indices in the mining 
area categories (KT) – (from 0 to 4) [e.g. 9]. A building structure is 
considered to be resistant to the effects of mining when the category 
of its resistance KO is not smaller than the mining area category KT. 
in practice, it is assumed that the implementation of protective meas-
ures in a building structure aims at increasing the category of structure 
resistance (KO), at least to the level of the hazard category occurring 
in a given area (KT).

Depending on the scope of these protective measures, the total 
number of points (p) was established for each building structure ac-
cording to the empirical point method for assessing the resistance of 
building structures [9], in the range from p=0 (a building protected at 
the level of foundations and all floor structures) to p=15 (no protec-
tion). As a result, for each building structure, the value of the index 
wZAB was determined in accordance with the dependence (1):

 w

p
KT KO KO dla KO KT

p
KO dla KO KT

ZAB =

−( )
⋅ −( ) + <

−( )
+ ≥










15
15

15
15

     (1)

where: KT – mining area category, for which additional protective 
measures were implemented,

 KO – category of structure resistance, predetermined during 
the design stage,

 p – number of points from the point method for evaluating the 
resistance of building 
structures for a given scope of protection.

On the other hand, the index wREM reflects the extent of repair 
works for each building. This is a categorical variable, described by 
the following values: 1 - for building structures with no repairs im-
plemented, and 2 - for building structures undergoing comprehensive 
repairs.

3. Research Methodology

This part of the study presents:
mathematical interlude in the scope of basic formulations of the  –
SVM method in regression approach,
method of calibration of the parameters  – C, ε and γ determining 
the final form of the SVM network structure, which was used 
in the study,
procedure of determining the gradient components in the sen- –
sitivity analysis.

3.1. Description of the SVM method in regression approach

in the regression approach in the SVm method, the sought ap-
proximating function is as follows [16]:

 y bTx w x( ) = ( ) +φ  (2)

where: nR∈x  – is the input variable vector in n-dimensional space,

 
φ ⋅( ) →: R Rn nh  – is a certain transformation transforming 
the raw input variables into the so-called feature space,

 
Tw  – is the vector of weights,

 b – free component (bias)

mapping φ ⋅( ) →: R Rn nh
 
is implicit, and it is the result of the 

use of the kernel function of a specific type (e.g. [25]).
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The basis for the formulation of the problem of learning of the 
SVM system in regression approach is the definition of the error func-
tion, minimized in the adaptation process. With a certain set of refer-

ence data xk k k
Ny,{ } =1 , the loss function for a single reference is ex-

pressed as (eg. [25]):

 L y y
y y dla y y

dla y y
k k

k k k k

k k
ε

ε ε

ε
, x

x x

x
( )( ) =

− ( ) − − ( ) ≥
− ( ) ≤0

 (3)

This formula is called ε - insensitive loss function [10]. As a result 
of using the above function, imposing a certain tolerance margin ε, 
the regression approach using SVM is usually called ε-SVR (ε-Support 
Vector Regression (e.g. [21]).

The introduction of such an error function is typical of the so-
called robust methods resistant to interference in the data, or the out-
liers [14]. It also allows for the subsequent formulation of the problem 
of learning as the task of quadratic programming [2], which is one of 
the main advantages of the ε-SVR method.

With a predetermined error function, for a single reference (3), 
the objective function is written, the minimization of which will be 
followed by the learning process:

 min , , , ...
, , ,

* *
*w

w w w
b

k k
T

k k
k

N

k k

J C k N
ξ ξ

ξ ξ ξ ξ( ) = + +( ) =
=
∑1

2
1

1
     (4)

With inequality constraints:

 y bk
T

k− ( ) − ≤ +w xφ ε ξ  (5)

 w xT
k kb yφ ε ξ( ) + − ≤ +  (6)

 ξ ξk k, * ≥ 0  (7)

The above record is the so-called original minimization problem 
with inequality constraints (5), (6) and (7) (e.g. [2]). The problem pre-
sented in this way compromises between the generalization and the 
quality of fitting the approximator expressed as (2).

The component ξ ξk k
k

N
* +( )

=
∑

1
 in the equation (4), together with 

the constraints (5), (6) and (7) is responsible for the minimization of 
the global error function for all the learning references:

 L
N

L y yN
k k

k

N
ε ε= ( )( )

=
∑1

1
, x  (8)

The values *,k kξ ξ  are the deviations of mapping each reference 
beyond the predetermined error tolerance ε. The learning process at-
tempts to minimize them while complying with all the constraints of 
the function (5), (6) and (7). On the other hand, the component  
1
2

w wT  is responsible for the so-called maximizing the margin of 

separation [16]. in the regression approach, implemented in the fea-
ture space, minimization of that component leads to the optimal deter-
mination of the approximator hyperplane within the predetermined 
error tolerance ε.

All in all, both components of the equation (4) are opposing, and 
a compromise is determined by introducing a regularization constant 
C. The higher the value, the better fitting of the system, and the lower 
the generalization properties, and vice versa.

To solve the so defined problem of minimization, Lagrange func-
tions are created  (e.g. [2, 14]). Thus, the dependence (4) is obtained, 
extended by the set of all constraints (5), (6) and (7) controlled by 
Lagrange multipliers:

L b J w w x b yk k k k k k k k k
k

N
T

kw, , , , , , , , ,* * * *ξ ξ α α µ µ ξ ξ α φ( ) = ( ) − ( ) + −
=
∑

1
kk k

k
k

N
k

T
k k k k k k

k

N
y w x b

+ +( ) +

− − ( ) − + +( ) − +( )
= =
∑ ∑

ε ξ

α φ ε ξ µ ξ µ ξ* * * *

1 1
,, ...k N=1

 
(9)

Then, using Fermat’s theorem and Karush-Kuhn-Tucker condi-
tions [25], dual formulation of the quadratic programming is ob-
tained, expressed in the field of Lagrange multipliers in the follow-
ing form [14]:

max ,
,

* * * *
*α α

α α α α ε α α α α
k k

Q yk k k
k

N
k k k k

k

N
k k( ) = −( ) − +( ) − −( )

= =
∑ ∑

1 1 jj

N

k

N
j j k jK

==
∑∑ −( ) ( )

11
α α* ,x x

(10)

With inequality constraints:

 0 ≤ ≤αk C*  (11)

 0 ≤ ≤αk C  (12)

 α αk k
k

N
−( ) ≥

=
∑ * 0

1
 (13)

This formulation is subject to further maximization using La-
grange multipliers.

The factor  K k jx x,( )  appearing in the equation (10) is the kernel 
of the system, which is given explicitly, and is the result of the equa-

tion of the implicit functions φ ⋅( )  [14]:

 K k j k jx x x x,( ) = ( ) ( )φ φ  (14)

The form of the kernel is selected arbitrarily from all the functions 
meeting the assumptions of Mercer’s Theorem [14].

As a result of such a learning procedure, having determined the 
values of Lagrange multipliers, the weight vector is determined from 
the relationship:

 w x= −( ) ( )
=
∑ α α φk k
k

N

k
SV *

1
 (15)

Which, in turn, allows to write the final form of the approximator:

 y K bk k
k

N

k
SV

x x x( ) = −( ) ( ) +
=
∑ α α* ,

1
 (16)
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3.2. Calibration of the parameters C, ε and γ 

An attempt to determine the sought parameters, hereinafter re-
ferred to as hyperparameters, was made in the paper [19], in which 
additionally, based on the concept of Meta-SVM [10], FPE (Final 
Prediction Error) was used [19]. in the course of further research, 
however, the author decided to use a more efficient method based on 
the concept described in [4]. The main stage in this method is the n-
fold cross-validation carried out on preliminary sets: training set and 
testing set. For each iteration of the validation, a certain range of the 
discussed parameters C, ε and γ is examined, which are expressed in 
the logarithmic scale. Then, according to the proposed optimization 
algorithm GS (Grid Search, e.g. [4]), the minimization of the objective 
function is carried out, which was adopted as MSE (Mean Squared Er-
ror), averaged from all n testing sets used in the validation. As a result, 
an optimal set of the sought hyperparameters C, ε and γ is obtained. 
The GS algorithm is a gradientless global minimization method (e.g. 
[2]). it has one drawback, though. There is a necessity to define ranges 
for the searched area and a specific starting point. Therefore, instead 
of the GS algorithm, the optimization method was used, based on the 
Genetic Algorithm (GA). The applied GA method is also a gradientless 
algorithm, allowing to identify the global minimum, e.g. [2, 15].

3.3. Sensitivity analysis - study of the course of gradient 
components

The created SVM model, as in the case of artificial neural net-
works (ANN) is the so-called “Black box” and is primarily used to 
estimate the input variables. in recent years, more and more attempts 
have been made to analyze the internal structure of such models [26]. 
These activities aim to clarify the information about the interactions 
between the input variables and the output variable. The primary, 
and at the same time the simplest procedure, allowing to determine 
the quantitative influence of each of the dependent variables on the 
explanation of the raw variability contained in the output variables, 
is the so-called variable elimination. Basing on such a procedure, it 
is possible to make the selection of the most important variables in 
the model, the so-called feature Selection [3, 13]. Another approach, 
although rarely undertaken, is the analysis of the course of the gradi-
ent components relative to each of the input variables included in the 
model. Such an approach, used in the research studies presented in 
the paper, allows for the qualitative and quantitative 
assessment of the influence of each variable on the 
monotonicity of the estimated process [5].

This method was used here to study the influ-
ence of continuous variable such as the wZAB index. 
in order to carry out the analysis, the analogy of the 
structure of the ε-SVR model to the Radial Basis 
Function Neural Networks was used ([16]). Thus, 
the sensitivity analysis was performed in accord-
ance with the procedures proposed in [5, 18, 22]. 
considering the fact that the record of the ε-SVR 
approximator can be expressed in the form of a de-
terministic function in accordance with the equation 
(16), for any component of the vector of input vari-
ables i at a given point xp , it is possible to determine 
the gradient component in the following form:

 
dy

dx
K x xp

pi
k k

k

N

p k pi ki
SVx

x x
( )

= −( ) ( )( )
=
∑2

1
σ α α* , ,  (17)

In the equation (17),  the component ( ),k jK x x  is the kernel of 
the system, and in the selection of radial basis functions, it takes the 
form:

 K k j
k j

k jx x
x x

x x, exp exp( ) = −
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   (18)

4. Test results

4.1. The model approximating the course of technical wear 
of building structures

The basis for the inference on the influence of the indices wREM 
and wZAB was the created predictive model in the form of the ε-SVR 
network structure. The general characteristics of the model were il-
lustrated in Table 1 and Fig. 1. The average of the absolute values 
of the error between the model mapping and the actual variables Ver, 
and the so-called Success Ratio SR [%] as a function of the relative 
error ep [%], were used as measures specifying the assessment of the 
quality of the resulting model [11]. These results were presented in 
Tables 2, 3 and 4.

in addition to the examined indices, the set of the input variables 
included as well: the variable describing the age of the building, the 
index reflecting the impact of continuous deformation in the mining 
area ε (+), and the mining tremors intensity index asg [e.g. 24]. A de-
tailed analysis confirming the necessity to include these variables in 
the model have been discussed in detail in [6, 7, 23].

All the analyses were performed in the Matlab environment using 
LIBSVM package [4] and Genetic Algorithm Toolbox [15].

Basing on the analysis of the results contained in Table 1, it is pos-
sible to conclude that the developed model is characterized by a high 
level of both fitting and generalization of the acquired knowledge, as 
evidenced by error values for training and testing sets, respectively. 
The confirmation of generalization features is also the number which 
has emerged, of 200 support vectors representing 33% of all refer-
ences used for learning from the training set. An additional informa-
tion on the “smoothness” of the resulting approximator is a relatively 
large width of the basis function γ = 0.82, which for the standardized 
variables N(0.1) allows to continuously cover the ranges of all the 
analyzed variables.

Analysis of the value of the Ver error (cf. Tab. 2) allows to evalu-
ate the model for fitting and generalization. Values of the Ver error, 
expressed in units of the degree of technical wear, both for the training 
and testing sets, oscillate around ± 6%. This is a good result in terms 
of fitting the model prediction to the reference data. moreover, the 
values of the Ver error for the training and testing sets are very similar, 
which confirms good generalization properties.

Similar conclusions are drawn from the analysis of the distribu-
tion of the Success Ratio measure with respect to the relative error ep. 
in Table 3, for the accepted limit of the relative error ep of 30%, the 

Table 1. Basic parameters summarizing the ε-SVR model

Training set
 MSE

Testing set 
MSE

Number of sup-
port vectors

nSV

Regularization 
parameter

C

Width of radial 
basis functions

γ

Tolerance 
margin ε

0,0026 0,0027 200 0,790 0,820 0,036

Table 2. Values of the Ver error for the training set and the testing set, expressed in units of techni-
cal wear sz [%]

Training set Testing set

6,05 [%] 6,28 [%]
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accuracy of prediction, expressed by the SR measure, is 83.4% for the 
training set and 86.3% for the testing set, respectively. The level of 
accuracy proves good fitting of the model to the reference data. On the 
other hand, the approximate value of the course of the SR measure (cf. 
Tab. 4) for the training and testing sets demonstrates that the general-
izing properties of the model are retained.

The comparison of the approximated values relative to the source 
data (Fig. 1) demonstrates that the correlation coefficient between 
them is close to 1.

4.2. studying the effect of the protection index wZAB on the 
technical wear of building structures

in this paper, according to the description of the adopted method-
ology contained in Section 3.3, the problem of analyzing the influence 
of the protection index wZAB was solved by the simulation of the model 
for uniformly distributed grid of points in the space of input variables. 
The scale of each of the standardized variables was divided into 20 
equal parts. given that the repair index wREM adopted only two cate-
gorical values, simulation space equal to 388,962 points was obtained. 
At each point, according to the dependence (17), the values of the par-
tial derivatives with respect to each continuous variable contained in 

the model was determined. 
The obtained values of the 
derivatives, calculated rela-
tive to the protection index 
wZAB were illustrated in Fig. 
2 and 3. in Fig. 2, the value 
of the derivative calculated 
relative to the variable wZAB 
demonstrates that the mod-
eled value of the technical 
wear of buildings increases 
in wZAB = 0 ÷ 0.64. Beyond 
this range, the degree of 
technical wear gradually 
starts to decrease.

On the other hand, 
Fig. 3 illustrates the course 
of the derivative calculated 
relative to the protection in-
dex wZAB in the domain of 

Table 3. Summary of the SR values [%] in the domain of the relative error ep [%] for the training and testing sets

Training set Testing set

ep [%] SR [%]- cumulated for ep<epi ep [%] SR [%]- cumulated for ep<epi

0,0 10,2 0 14,4

5,0 34,0 5 40,4

10,0 52,6 10 51,4

15,0 65,0 15 68,5

20,0 74,8 20 76,7

25,0 80,2 25 82,2

30,0 83,4 30 86,3

35,0 87,3 35 93,2

40,0 89,5 40 95,2

45,0 91,7 45 95,2

50,0 92,6 50 96,6

55,0 93,7 55 97,3

60,0 95,3 60 97,3

65,0 95,4 65 97,3

70,0 95,8 70 97,9

75,0 95,9 75 97,9

80,0 96,4 80 97,9

85,0 96,6 85 97,9

90,0 97,0 90 98,6

95,0 97,5 95 99,3

100,0 100,0 100 100,0

Table 4. The graphs of the SR course [%] in the domain of the relative error ep [%] for the training and testing sets

The graph of the SR course [%] as a function of the rela-
tive error ep [%] for the training set

The graph of the SR course [%] as a function of the rela-
tive error ep [%] for the testing set
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the variable describing the age of building structures. Apparently, 
the significance of the influence of protection increases with the age 
of buildings, causing a decrease in the modeled value of the degree 
of wear.

The analysis of the results leads to the following conclusions:

noticeable reduction in the approximated values of the techni- –
cal wear of buildings takes place at the time when the scope of 
the applied protective measures raises the category of structure 
resistance (KO) above the given mining area category (KT) by 
the relative value wZAB = 0.64 (cf. Fig. 2).
the influence of protective measures on reducing the approxi- –
mated value of technical wear becomes clearer with time, that 
is, with an increase in its natural wear (cf. Fig. 3).

4.3. studying the effect of the repair index wREM

The repair index wREM used in this study is a categorical variable. 
To evaluate the influence of this index, the developed model was sub-
jected to a simulation using two sets of variables. One included non-
renovated building structures, the second one – renovated ones. The 
remaining values of the variables in both cases were the same, which 
allowed for a comparison of the course of the technical wear and for 
drawing conclusions. The measure of the influence was adopted as the 
value of the difference between the obtained prediction for the first set 
of variables (non-renovated building structures) and the prediction for 
the second set. The results of the differences were summarized in the 
domain of the variable describing the age of the buildings, and they 
were illustrated in Fig. 4.

The analysis of the results presented in Fig. 4 shows that repair 
works clearly contribute to the decrease in the approximated value of 
the degree of technical wear. it is also noticeable that this influence is 
associated with the age of the building. The change in the values of 
the differences between the prediction of the model for non-renovated 
and renovated building structures reaches up to 8% for the buildings 
aged more than 90 years (cf. Fig. 4).

5. Summary and conclusions

The results of the conducted research studies presented in this pa-
per allow to draw conclusions both regarding the applicability of the 
SVM method for modeling technical wear of building structures, as 
well as the influence of different variables on the course of the mod-
eled phenomenon.

in the case of the applicability of the SVM method, it was found 
that it allows to develop a model implementing nonlinear mapping of 
the multidimensional domain of input variables to the approximated 
value of technical wear. This model maintains the required level of 
accuracy and generalization. in addition, despite the lack of raw ap-
proximating function, the mathematical form, which is representative 

Fig. 1. Spread of the model prediction values relative to the reference data – 
the training set (red), the testing set (blue)

Fig. 2. Distribution of the gradient component for the variable wZAB

Fig. 3. Distribution of the gradient component of the model for the variable 
wZAB, illustrated relative to the variable describing the age of build-
ing structures

Fig. 4. Approximated values of the technical wear determined for a set of 
reference variables, separately for the renovated (yellow) and non-
renovated (blue) building structures
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for the model, allows to carry out the sensitivity analysis with respect 
to continuous variables.

As a result of the analysis of the influence of structural protective 
measures on the technical wear of the study group of building struc-
tures, the limit of significant influence of protective measures was 
established equal to wZAB = 0.64. The obtained value, according to 
the equation (1), demonstrates that the protection level becomes sig-
nificant when, having applied the protective measures, the resistance 
category of a given building structure reaches the value of KO higher 
than the value of KT by 0.64. generally speaking, it can be stated that 
protective measures contribute to the improvement of the technical 
condition of a building structure when they result in the resistance 
category KO exceeding hazard to mining area category KT by at least 
1 category. This information can be very useful in evaluating the so-
called mining damage.

The use of the SVm model simulation also showed the influence 
level of the repair index wREM on the technical wear of the study 
group of buildings. The repair works, depending on the age of the 
buildings, have resulted in an improved technical condition ranging 
from 0 to 8%.

The analysis of the subject literature demonstrates that the SVM 
method may also be used in the case of approximating the response 
surface of a structure in the reliability analysis [1]. Therefore, it is 
planned to use this methodology for the risk assessment of building 
structures in mining areas subject to the reliability theory.

The article was prepared as part of the AGH statutory research No. 
11.11.150.005.
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1. Introduction

The power transformer is one of the most important electric 
power devices. its key element is the insulating system; transformer 
reliability and its long operation depends on it. A substantial major-
ity of used transformers is filled with insulating liquids. due to their 
good dielectric properties, these liquids function as electric insulation. 
moreover, they also have advantageous thermal properties (thermal 
conductivity, viscosity, specific heat, density, and thermal expansion), 
so that they also play the role of a cooling agent [13, 26]. Taking into 
consideration the fact that heat transfer proceeds along the following 
way: heat source → paper impregnated with liquid → insulating liq-
uid → tank → air, thermal properties of the liquid filling the inside of 
the transformer are of high importance in the process of this transfer 
[4, 14-16].

The most frequently used insulating liquid in the transformer, be-
cause of a low price and very well investigated properties, is mineral 
oil [10, 20, 26, 32]. however, more and more restrictive regulations 
and requirements concerning reliability of electric power devices 
filled with liquids influence reduction of its domination [2, 6, 7, 17, 
18, 23]. Therefore, research centres all over the world conduct numer-
ous investigations on liquids alternative to mineral oil. These include 
mainly synthetic esters and natural esters [3, 4, 12, 21]. These liquids 

are characteristic of many properties, which in reference to mineral 
oil, are considered as their advantages. They are, first of all, ecological 
values such as biodegradability and non-toxicity, and also operation 
safety connected with their high flash point and fire point [12, 21].

lately, the process of replacing the insulating liquid filling the 
transformer with another (retrofilling) has been more and more popu-
lar. This happens when the transformer up to now has been filled with 
one liquid (usually mineral oil) and now it is filled during a repair with 
another liquid (most often with synthetic or natural esters) [8, 18]. 
Retrofilling does not guarantee full removing of the original liquid 
because its small amount remains in the saturated paper insulation, 
windings, core, and other hardly-accessible crevices of the trans-
former. Then, unintentionally, a mixture is created which consists of 
remains of the original liquid (its amount does not exceed 8%) and 
the new liquid that the modernized unit is filled with, as described by 
Fofana et al in [8]. There are also investigations concerning intention-
al use of two or more insulating liquids in order to obtain a mixture 
characteristic of better properties in reference to the base liquids. This 
research concerns most often mixtures of mineral oil with synthetic or 
natural esters [6, 7, 10, 11, 17, 22, 23, 27, 30].

The research on the mixtures which are currently conducted in 
many research centres all over the world, concern mainly their elec-
tric properties, not thermal ones, which is not a proper approach. We 
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w transformatorach dUżej mocy*
The article presents research results of thermal properties of mixtures of synthetic and natural esters in terms of their application 
in the cooling system of a high-voltage power transformer during its operation. The investigated properties of an analysed mixture 
were: thermal conductivity coefficient λ, kinematic viscosity υ, density ρ, specific heat cp, and thermal expansion β. On the basis of 
presented research results, the authors determined the heat transfer factor α of a mixture of synthetic and natural esters. This fac-
tor defines the ability of an insulating liquid to transport heat in the transformer, thus determining its reliability. For the research 
the authors used the following percentage proportions of the mixture of both the esters: 100/0, 95/5, 80/20, 50/50, 20/80, 5/95, 
0/100. The measurements were taken for the temperatures: 25ºC, 40ºC, 60ºC, and 80ºC.

Keywords: power transformers, natural esters, synthetic esters, heat transfer factor.

W artykule przedstawiono wyniki badań właściwości cieplnych mieszaniny estrów syntetycznych i estrów naturalnych, w aspekcie 
ich zastosowania w układzie chłodzenia transformatora wysokiego napięcia w trakcie jego eksploatacji. Badanymi właściwościa-
mi analizowanej mieszaniny były przewodność cieplna właściwa λ, lepkość kinematyczna υ, gęstość ρ, ciepło właściwe cp oraz roz-
szerzalność cieplna β. W oparciu o przedstawione wyniki badań określono współczynnik przejmowania ciepła α mieszaniny estrów 
syntetycznych i estrów naturalnych. Współczynnik ten określa zdolność cieczy elektroizolacyjnej do transportu ciepła w transfor-
matorze, warunkując tym samym jego niezawodność. Do badań wykorzystano następujące procentowe proporcje mieszaniny obu 
estrów: 100/0, 95/5, 80/20, 50/50. 20/80, 5/95, 0/100. Pomiary przeprowadzono dla temperatury: 25ºC, 40ºC, 60ºC i 80ºC.

Słowa kluczowe: transformatory energetyczne, estry naturalne, estry syntetyczne, współczynnik przejmowania 
ciepła.
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should take into consideration that the application of insulating liquid 
mixtures, which in reference to the base liquids are characteristic of 
better electric properties and worse thermal properties, will result in 
accelerating the ageing process of the transformer’s insulating liquid 
as a consequence of higher work temperature. As a result, this will re-
duce the time of its operation. Therefore, the research on the mixtures 
should tend to combine their electric, physicochemical, and thermal 
properties as described Nadolny et al in [19]. Dua et al undertook such 
an attempt in [5], in which they analysed a possibility to apply mix-
tures of insulating liquids while paying attention to their most impor-
tant properties. however, with a lack of full information concerning 
thermal properties of the mixtures, such an approach can be difficult 
or impossible to do.

As it was mentioned before, a considerable number of articles re-
ferring to mixtures of insulating liquids present research results of 
their electric properties. in [6, 27, 29, 30] the authors present research 
results concerning the influence of proportions of oil and esters and 
the level of ageing on such electric properties as the dielectric loss 
factor tg(δ), electric permeability, and breakdown voltage. In turn, Su-
warno in [28] presented the influence of thermal ageing of a mixture 
of mineral oil and natural ester on such electric properties as break-
down voltage, resistivity, the dielectric loss factor, and electric permit-
tivity. moreover, Trnka et al in [31] show research results concerning 
biodegradability of mixtures of mineral oil and natural ester. mcShane 
et al in [18] also present information concerning the influence of pro-
portions of mineral oil and natural ester on the flash point and fire 
point as well as pour point.

The literature does not provide complete information concerning 
thermal properties of insulating liquid mixtures. The only available 
data are those concerning selected thermal properties of mixtures of 
mineral oil with synthetic esters and mixtures of mineral oil with natu-
ral esters. in [23, 30] we can find information concerning viscosity 
of a mixture of mineral oil and synthetic esters depending on their 
proportions. The authors also provide information concerning the in-
fluence of temperature on mixture viscosity whose mineral oil content 
is 20% and 80%. in turn, mcShane et al in [18] present information 
concerning viscosity of a mixture of mineral oil and natural esters 
depending on their proportions. however, these data were presented 
only for the mixtures whose temperatures were 40ºC and 100oc. in 
[27, 29] we can find data concerning the influence of temperature and 
the proportions on the density of mixtures based on mineral oil and 
natural esters.

There is no investigations according thermal properties of insulat-
ing liquids mixtures. As it can be seen on the basis of references, only 
partial information about viscosity and density of mineral oil and the 
esters are available. There is no information according the influence 
of temperature and mixture proportion on rest thermal properties, 
such as thermal conductivity, specific heat and thermal expansion. 
There is no information about mixtures of natural esters and synthetic 
esters, either. 

independently of the way the mixture is created, the purpose of 
its application is the improvement of insulating liquid properties. 
Thus the research on properties of mixtures of 
different insulating liquids are primary in terms 
of their influence on the period of the transform-
er’s life and adapting it to existing standards and 
regulations. moreover, another important issue is 
compatibility of the newly created mixture with 
the remaining materials which make the insulat-
ing system of the transformer, because only such 
a mixture will enable prolonging its operation 
period and reliable work. Therefore, complete 
information about thermal properties of insulat-
ing liquid mixtures are desirable and they will 
also allow completing missing knowledge in the 

field of properties of new insulating liquids, which is the focus of this 
article. 

2. Research goal and range

The goal of the undertaken investigations was to determine the 
influence of proportions of synthetic esters with natural esters on 
thermal properties of the created mixture. The research range covered 
measurements of thermal properties of the created mixture such as: 
thermal conductivity coefficient λ, kinematic viscosity υ, specific heat 
cp, density ρ, and thermal expansion coefficient β. These properties 
determine the ability of the liquid to heat transfer: the heat transfer 
factor α. The heat transfer factor α was determined on the basis of the 
equation presented by dombek and nadolny in [4]:

 α λ δ β ρ υ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅− − −+ c g c qn n n n n
p

n n nn 1 3 11  (1)

where: α – heat transfer factor [W·m-2·K-1], c, n – constants dependent 
on the flow character, temperature and geometry, λ – thermal conduc-
tivity [W·m-1·K-1], g – acceleration of gravity [m·s-2], δ – character-
istic dimension [m], β – thermal expansion [k-1], ρ – density [g·l-1],  
cp – specific heat [J·kg-1·K-1], υ – kinematic viscosity [mm2·s-1], q – 
surface thermal load [W·m-2].

For the measurements of the mentioned above properties the au-
thors used synthetic esters named midel 7131 manufactured by the 
company M&I Materials and natural esters named envirotemp FR3 
manufactured by the company cargil. The measurements of the prop-
erties were done according to standards [1, 9, 24, 25] using meas-
urement systems which had been tested before on insulating liquids 
of thermal properties known from the literature. in order to do the 
investigations, the authors prepared mixtures of synthetic and natural 
esters of the following percentage concentrations of both the esters: 
100/0, 95/5, 80/20, 50/50, 20/80, 5/95, and 0/100. The measurements 
were taken for the temperatures of 25ºC, 40ºC, 60ºC, and 80ºC. The 
research results are presented in the subsequent section.

3. Measurement results

3.1. Thermal conductivity λ of a mixture of synthetic and 
natural esters

Table 1 and Figure 1 present measurement results of thermal 
conductivity λ of a mixture of synthetic and natural esters for differ-
ent temperature values. With an increase of the natural ester content 
thermal conductivity of the mixture increases. Thermal conductivity 
λ increased by 15.2% (for 25°c), by 15.4% (for 40°c), by 16.3% (for 
60°c), and by 15.9% (for 80°c). This increase was independent of 
temperature. The reason of thermal conductivity increase is higher λ 
of natural esters in comparison to synthetic esters [4]. in natural esters, 
because of stronger interaction of molecules, distances among them 

Table 1. Measurement results of thermal conductivity λ of a mixture of synthetic and natural esters

Thermal conductivity λ [W·m−1·K−1]

Temperature
Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% NE

25°C 0.158 0.161 0.163 0.170 0.178 0.181 0.182

40°C 0.156 0.159 0.162 0.168 0.176 0.178 0.180

60°C 0.153 0.155 0.159 0.166 0.174 0.177 0.178

80°C 0.151 0.153 0.157 0.163 0.171 0.174 0.175
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are shorter than for the case of synthetic ester, thus 
kinetic energy transfer is easier. This means that 
the higher content of natural esters the better will 
be thermal conductivity of the mixture, which can 
advantageously affect the ability of the mixture to 
transfer heat in the transformer.

With temperature increase we can also notice 
a decrease of thermal conductivity of the analysed 
mixtures. This drop is caused by distance increase 
among the molecules of the liquid which, as a re-
sult, makes kinetic energy transfer more difficult. 
eventually, this causes lowering thermal conduc-
tivity of the analysed liquids.

Figure 1 presents measurement results with 
the trend line, equation of the approximation 
model, and determination factor. The results were 
approximated with the linear equation:

 λ = ⋅ +a SE NE b/  (2)

where: a, b – constants which are material parameters of the 
Se/Ne mixture. constant a is equal to tangent of inclination 
angle of the straight line to the axis of ordinates. This constant 
determines changes of thermal conductivity λ of an Se/ne mix-
ture caused by the natural ester content. constant b is equal to 
thermal conductivity λ for the natural ester content in the Se/
ne mixture equal to 0%. 

Results of the calculations of the remaining thermal proper-
ties (subsections 3.2-3.6) like for the case of thermal conductiv-
ity λ were also approximated with the linear function.

3.2. Kinematic viscosity υ of a mixture of synthetic and 
natural esters 

Table 2 and Figure 2 present measurement re-
sults of kinematic viscosity υ of a mixture of syn-
thetic and natural esters. As it is shown, viscosity 
of the mixture increases by respectively 2.1% (for 
25°c), by 15.6% (for 40°c), by 30.5% (for 60°c), 
and by 41.8% (for 80°c) with an increase of the 
natural ester content. With temperature increase, 
the viscosity increase resulting from increasing 
the natural ester content is clearer and clearer. 
This is caused by higher viscosity of natural es-
ters, as presented by Dombek and Nadolny in [4]. 
Kinematic viscosity of liquids results directly 
from their chemical structure. higher viscosity of 
natural esters is connected with stronger intermo-
lecular interactions. These interactions in natural 

esters make forces of internal friction greater than for synthetic 
esters. Thus, mixture viscosity increases with increase of natural 
ester content, which can negatively affect the ability of the mix-
ture to transfer heat in the transformer.

We can notice that when the temperature rises the viscos-
ity of the mixture decreases. This drop should be linked with 
decreasing of attraction forces acting among liquid molecules 
as a result of a decrease of their kinetic energy. kinetic energy 
increase results from temperature increase. in turn, when the 
temperature is higher the molecules move at higher velocities, 
which weakens intermolecular forces and as a result causes de-
crease of internal friction forces and viscosity decrease.

3.3.  Specific heat cp of a mixture of synthetic esters and  
  natural esters

Table 3 and Figure 3 present measurement results of spe-
cific heat cp of a mixture of synthetic esters and natural esters. 

Table 3. Measurements results of specific heat cp of a mixture of synthetic esters and natural esters

Specific heat cp [J·kg-1·K-1]

Temperature
Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% NE

25°C 1905 1910 1923 1957 1977 2021 2028

40°C 1964 1969 1984 2014 2022 2069 2082

60°C 2052 2057 2078 2108 2117 2158 2166

80°C 2149 2154 2189 2218 2219 2246 2259

Table 2. Results of kinematic viscosity υ measurements of a mixture of synthetic and natural esters

Kinematic viscosity υ [mm2·s−1]

Temperature

Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% 

NE

25°C 55.14 55.18 55.32 55.62 56.02 56.25 56.29

40°C 28.25 28.34 28.69 29.91 31.84 32.58 32.66

60°C 14.02 14.16 14.59 15.78 17.32 18.16 18.29

80°C 8.11 8.23 8.59 9.57 10.71 11.32 11.50

Fig. 1. Thermal conductivity λ of a mixture of synthetic and natural esters

Fig. 2. Kinematic viscosity υ of a mixture of synthetic and natural esters
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With an increase of the natural ester content the specific heat of the 
mixture increased slightly. Specific heat increased by 6.5% (for 25°c), 
by 6.0% (for 40°c), by 5.6% (for 60°c), and by 5.1% (for 80°C). With 
temperature rise, the increase of specific heat of the mixture caused by 
increasing the natural ester content, slightly decreased. The increase 
of cp of the mixture is caused by a higher value of specific heat of nat-
ural esters in comparison to the heat of synthetic esters. Specific heat 
is related to heat capacity, which determines the amount of energy that 
the molecules are able to absorb. moreover, heat capacity is a function 
of molecule freedom degrees. it results from the above that the greater 
the particles the greater the number of freedom degrees they are char-
acteristic of. molecules of natural esters are larger than molecules of 
synthetic esters, therefore they can store more energy. The more en-
ergy a molecule can absorb the greater its heat capacity. in turn, the 
greater is heat capacity of a liquid, the greater its specific heat. As a 

result, an increase of the natural ester content caused an increase 
of specific heat of the mixture, which can result in improvement 
of the mixture’s ability to heat transfer in the transformer.

With temperature increase, specific heat increase is notice-
able. This is connected with kinetic energy increase and poten-
tial oscillation of ester molecule atoms, thus a larger number of 
freedom degrees is possible. kinetic energy is the greater, the 
greater the velocity of the moving molecules.

3.4.    Density ρ of a mixture of synthetic esters and natu 
    ral esters

Table 4 and Figure 4 present measurement results of density 
ρ of a mixture of synthetic and natural esters. With an increase 
of the natural ester content, the density of the mixture decreased 
a little. density ρ decreased by 4.9% (for 25°c), by 4.7% (for 
40°c), by 5.1% (for 60°c), and by 5.0% (for 80°c). The density 
drop was practically independent of temperature. The drop of 
density ρ results from the fact that density of natural esters is a 

little lower than density of synthetic esters. minor density differences 
of the analysed liquids result from differences of intermolecular inter-
actions. Thus we can conclude that with an increase of the natural es-
ter content in the mixture, the density of such a mixture will decrease, 
affecting negatively its ability to transfer heat in the transformer.

mixture density decreases with temperature increase because the 
molecules of the liquid move at greater velocity. higher molecule ve-
locity affects decreasing intermolecular forces, which eventually re-
sults in increasing distances among them. The increase of the distance 
among the molecules causes increase of the liquid volume, which 
means decrease of its density.

3.5. Thermal expansion β of a mixture of synthetic esters 
and natural esters

Table 5 and Figure 5 present measurement results 
of thermal expansion β of a mixture of synthetic and 
natural esters. As it is shown, an increase of natural 
ester content caused slight changes of thermal expan-
sion of the mixture. Thermal expansion β decreased 
by 2.6% (for 25°c) and by 1.3% (for 40°c), it did 
not change its value for 60°c and increased by 1.3% 
(for 80°c). minor changes of thermal expansion of 
the analysed liquids, like in the case of density, re-
sult from differences of intermolecular interactions. 
This means that with an increase of the natural ester 
content in the mixture, the thermal expansion of such 
a mixture changes slightly. This change should not 
significantly affect the ability of the mixture to heat 

transfer in the transformer.
With temperature increase, there is a noticeable increase of 

thermal expansion of the mixture. This increase results from the 
fact that liquid molecules vibrate at higher and higher frequency 
so their velocity increases. As a result of the velocity increase, 
the liquid molecules start moving apart, thus its spatial dimen-
sions increase.

3.6. Heat transfer factor α of a mixture of synthetic esters  
 and natural esters

Table 6 and Figure 6 present calculation results of the heat 
transfer factor α of a mixture of synthetic and natural esters. The 
calculations were done on the basis of measurement results of 
the thermal properties described in subsections 3.1-3.5.

The increase of the natural ester content in the Se/Ne 
mixture basically caused increase of factor α. Its reason was 
an increase of thermal conductivity and specific heat resulting 

Fig. 3. Specific heat cp of a mixture of synthetic esters and natural esters 

Fig. 4. Density ρ of a mixture of synthetic esters and natural esters

Table 4. Measurement results of density ρ of a mixture of synthetic esters and natural esters

Density ρ [kg·m-3]

Tempera-
ture

Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% NE

25°C 964 962 955 941 926 919 917

40°C 953 951 944 931 917 910 908

60°C 940 938 930 916 902 894 892

80°C 926 924 917 903 889 882 880
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from adding natural esters, despite viscosity increase and decrease of 
density and thermal expansion. The authors also found that increases 
of factor α were getting smaller with temperature increase. The rea-
son of this effect was a significant viscosity increase which resulted 
from adding natural esters for a higher and higher temperature values 

whereas changes of the remaining thermal properties 
remained at a constant level. The obtained results 
were predictable because the heat transfer factor of 
natural esters was greater than factor α of synthetic 
esters in the temperature range 25÷60ºC. At 80ºC 
factor α of natural esters was a little lower than of 
synthetic esters.

The analysis of Figure 6 does not show a clear 
maximum of factor α. This means that it is difficult 
to provide optimal proportions of both the esters. The 
only conclusions that come is the statement that in the 
case of the temperatures up to 60ºC, the application 
of natural esters is a more advantageous solution in 
terms of transformer cooling. At the temperature of 
80ºC, factors α of both the esters are comparable.

4. Conclusions
An increase of the natural ester content in the 

Se/Ne mixture caused changes of many thermal 
properties. Thermal conductivity increased by over 
10 percent. Specific heat and density increased by 
a few percent. Viscosity, depending on temperature, 
increased by from a few to tens of percent. Thermal 
expansion practically did not change its value. The 
result of such changes was an increase of the heat 
transfer factor α, depending on temperature, by from 
a few to over 10 percent.

The Se/Ne mixture did not have an optimal 
composition, in terms of the value of the heat transfer 
factor α. In fact, for 60ºC and 80ºC there are certain 

maxima but their values are only hardly by 1% higher for the value 
of factor α for 100% of synthetic ester (mixture 100/0) or 100% of 
natural ester (mixture 0/100). in such a situation we can state that 
from the practical point of view, the application of the Se/Ne mixture 
is not justified.

Table 5. Measurement results of thermal expansion β of a mixture of synthetic esters and natu-
ral esters

Thermal expansion β [K-1]

Tempera-
ture

Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% 

NE

25°C 0.00076 0.00076 0.00076 0.00075 0.00075 0.00074 0.00074

40°C 0.00077 0.00078 0.00077 0.00077 0.00077 0.00075 0.00076

60°C 0.00078 0.00078 0.00078 0.00078 0.00079 0.00078 0.00078

80°C 0.00079 0.00079 0.00080 0.00080 0.00081 0.00080 0.00080

Table 6. Calculation results of the heat transfer factor α of a mixture of synthetic esters and 
natural esters

Heat transfer factor α [W·m-2·K-1]

Tempera-
ture

Proportion of synthetic esters (SE) and natural esters (NE)

100% SE
0% NE

95% SE
5% NE

80% SE
20% NE

50% SE
50% NE

20% SE
80% NE

5% SE
95% NE

0% SE
100% 

NE

25°C 78.43 79.17 79.60 80.98 82.58 83.21 83.46

40°C 92.85 93.97 94.27 95.04 95.50 95.22 96.12

60°C 110.72 111.18 111.81 112.00 112.09 111.64 111.80

80°C 127.51 127.88 128.83 127.70 127.10 126.19 126.17

Fig. 5. Thermal expansion β of a mixture of synthetic esters and natu-
ral esters

Fig. 6. Heat transfer factor α of a mixture of synthetic esters and natural es-
ters 
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1. Introduction

Traffic road safety, as an element of a human–vehicle–road sys-
tem, has been the subject of scientific and research works for many 
years. There are many researchers and specialists in a wide range of 
fields or disciplines who are involved in the process of recognizing 
and understanding mechanisms related to a road crash. many theories 
and models have been elaborated in order to evaluate the level of road 
traffic threats, as well as to identify circumstances, and cause and ef-
fect relationships of road accidents. The research area is extensive and 
covers: simulation and behavioural research (e.g. [8, 9]), elaboration 
of entropy models (e.g. [1, 12]), investigations of road polygons in-
cluding road surroundings, and traffic and weather conditions (speed 

in particular) (e.g. [3, 10]), as well as exploration and mining of real 
road accident data (e.g. [15, 19]). 

Statistical methods belong to the most important research tech-
niques utilised in analysing real data. There are two approaches in 
such an analysis. The first one is a frequentist (also known as clas-
sical) approach, in which a random event’s probability is assumed 
to be represented by the frequency of the event occurrence in a very 
large number of identical samples. The other one is a Bayesian (also 
known as non-classical) approach, according to which a prior (un-
conditional) probability of a random event is a measure of a rational 
belief that the event will occur. Then, the belief is modified using 
data from experiments or from observations of circumstances con-
nected with the event. Prior knowledge is transformed into posterior 

noWAkoWSkA M. Spatial and temporal aspects of prior and likelihood data choices for Bayesian models in road traffic safety analyses. 
eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 68–75, http://dx.doi.org/10.17531/ein.2017.1.10.

Marzena noWAkoWSkA

spatial and temporal aspects of prior and likelihood data choices 
for Bayesian models in road traffic safety analyses

przestrzenny i czasowy aspekt wyBorU rozkładów apriorycznych 
i danych dla fUnkcji wiarygodności dla modeli Bayesowskich 

w analizach Bezpieczeństwa rUchU drogowego*
In a Bayesian regression model, parameters are not constants, but random variables described by some posterior distributions. 
In order to define such a distribution, two pieces of information are combined: (1) a prior distribution that represents previous 
knowledge about a model parameter and (2) a likelihood function that updates prior knowledge. Both elements are analysed in 
terms of implementing the Bayesian approach in road safety analyses. A Bayesian multiple logistic regression model that classi-
fies road accident severity is  investigated. Three  groups of input variables have been considered in the model: accident location 
characteristics, at fault driver’s features and accident attributes. Since road accidents are scattered in space and time, two aspects 
of information source choices in the Bayesian modelling procedure are proposed and discussed: spatial and temporal ones. In both 
aspects, priors are based on selected data that generate background knowledge about model parameters – thus,  prior knowledge 
has an informative property. Bayesian likelihoods which modify  priors are data that deliver: (1) information specific to a road – in 
the spatial aspect or (2) the latest  information – in the temporal aspect. The research experiments were conducted to illustrate the 
approach and some conclusions have been drawn. 

Keywords: Bayesian regression model, informative prior distributions for model parameters, likelihood data, 
statistical classifier, road accident severity, road accident features.

Parametry bayesowskiego modelu regresji nie są wartościami stałymi tylko zmiennymi losowymi opisanymi przez pewne rozkłady 
aposterioryczne. W celu zdefiniowania takiego rozkładu łączy się  dwa źródła informacji: (1) rozkład aprioryczny, który repre-
zentuje wcześniejszą wiedzę o parametrze modelu oraz (2) funkcję wiarygodności (wiarygodność bayesowską), która uaktualnia 
wiedzę a’priori. Oba te elementy są przedmiotem badań w kontekście wykorzystania podejścia bayesowskiego w analizach bez-
pieczeństwa ruchu drogowego. Badaniom podlega model wielokrotnej regresji logistycznej, który klasyfikuje status zdarzenia 
drogowego. W modelu uwzględniono trzy grupy zmiennych objaśniających: charakterystyki miejsca lokalizacji wypadku, cechy 
kierującego sprawcy oraz atrybuty wypadku. Ponieważ wypadki drogowe są rozproszone w czasie i przestrzeni, zaproponowano 
i poddano dyskusji dwa aspekty wyboru źródeł informacji w procedurze modelowania bayesowskiego: czasowy i przestrzenny. W 
obu podejściach rozkłady aprioryczne są definiowane na podstawie danych wybranych jako te, które generują uogólnioną wiedzę 
o parametrach modelu, tworząc tło podlegające modyfikacji – w ten sposób wiedza aprioryczna ma cechę informatywności. Wia-
rygodność bayesowska, modyfikująca rozkłady a’priori, jest definiowana za pomocą danych wprowadzających: (1) informację 
specyficzną dla wybranej drogi – w przypadku aspektu przestrzennego lub (2) informację najnowszą – w przypadku aspektu cza-
sowego. Zaproponowane podejście zilustrowano w eksperymentach badawczych i  przedstawiono wynikające z nich wnioski.

Słowa kluczowe: model regresji bayesowskiej, informatywne rozkłady aprioryczne parametrów modelu, wia-
rygodność bayesowska, klasyfikator statystyczny, status wypadku drogowego, cechy wypadku 
drogowego.
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knowledge, which is a resultant probability and a measure of a ra-
tional expectation of the event occurrence after getting information 
from the data. Bayesian thinking, supported by the development of 
numerical sampling techniques, has created modern statistics funda-
mentals, which enables formulating and solving problems not avail-
able in classical statistics. 

Bayesian regression modelling is a non-classical methodology 
which becomes widespread in road traffic safety analyses, mainly be-
cause it allows eliminating various weaknesses of classical models. 
Bayesian regression models are difficult from both conceptual and 
computational points of view. nevertheless, they bring a new quality 
to the development of scientific research methods, and they enable 
a flexible, though non-standard, approach to modelling issues. The 
models are used in order to develop safety performance functions (e.g. 
[6, 7, 13, 16]), including a before-after analysis (e.g. [17]), and also to 
classify descriptive road accident features, such as driver’s behaviour, 
accident type, or accident severity (e.g. [2, 5, 16]). 

The non-classical method of statistical inference was used in the 
study in order to develop logistic regression models, in which road ac-
cident severity is a response variable and selected features describing 
accident circumstances are input variables. A certain methodology of 
defining two basic sources of information for the Bayesian model was 
elaborated. The research is directed towards establishing informative 
priors as a general background for the model, and then towards choos-
ing likelihood data in order to obtain posterior knowledge. Both ele-
ments would reflect various aspects of road safety research interests.

2. A Bayesian road accident severity classifier

The subject of the analysis is a statistical classifier – a logistic re-
gression model that classifies road accident severity AcSrv into one of 
two values (categories): LA – light accident (assumed to be a failure) 
and FSA – fatal or serious accident (assumed to be a success). input 
variables represent the description of a road accident location, at-fault 
driver’s characteristics and accident features.

Logit is a link function in a logistic regression model. conditional 
probability P(AcSrv = FSA | X1, …, Xk) that an accident which oc-
curred under circumstances described by a set of input variables val-
ues is fatal or serious constitutes the argument of the link function:
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The assumed model is relatively simple since the main purpose 
of the research is not to analyse the influence of the chosen features 
on the response variable, but to discuss the methodology that helps in 
developing a Bayesian regression model.

Contrary to the classical approach, it is assumed that Bayesian 
regression model parameters are not constants, but random variables. 
Therefore, each parameter is described by a certain posterior distribu-
tion that results from previous (prior) knowledge about the parameter 
and from the knowledge update using empirical data (Bayesian likeli-
hood data) [18]:
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The posterior distribution mean of the parameter βi accompanying 
the variable Xi is the measure used to assess the magnitude and the 
direction of the variable influence on the response.

According to Bayes’ rule, posterior distributions P(β | Y, X) con-
tain information from two sources: prior distributions P(β) and likeli-
hood functions L(Y, X | β). A variety of posterior distributions for a 
regression parameter βi is possible (Fig. 1), which is the consequence 
of the assumptions made about previous knowledge and likelihood 
data choices. Whenever one of the sources changes, the posterior 
changes as well.

marcov chains monte carlo (mcmc) sampling methodology 
[4, 18] is used in order to obtain posterior distributions P(β |Y, X). 
each distribution is calculated  from the series of numbers meeting the 
Marcov chain criteria. The Mertopolis-hastings algorithm belongs to 
the most popular generators of the series. The gibbs sampler is also 
frequently used. The results of the MCMC method depend on: the 
number of iterations in the chain, the number of burn-in values and 
the thinning rate. converging the marcov chain to stationarity is a 
significant issue in the generation process. it gives rise to an output 
sample from the stationary posterior distribution. Diagnostic tests 
(e.g. gelman-Rubic, geweke, heidelberger-Welch), as well as trace 
diagnostic and correlations plots are used in order to assess the mar-
cov chain quality. 

3. Building a Bayesian road accident severity classifier

A Bayesian regression classifier (1) is created from a two-step 
Bayesian modelling procedure in which selected aspects of a road ac-
cident data investigation are adopted. The proposed approach and its 
results are strongly data-dependent: a several-year accident data reg-
istration period for a network of the same category roads in a given 
country region is needed (in particular roads supervised by a specific 
road administration unit). The data are selected in order to focus on 
either spatial or temporal aspect of the model estimation. The whole 
procedure extends and develops the concept presented in the investi-
gation by yu and Abdel-Aty [20] on the selection of informative pri-
ors for Bayesian models of a safety performance function. 

The algorithm of building the Bayesian road accident severity 
classifier is presented hereafter.

Bayesian Modelling Step 1; defining the priors – the BM-S1 model

There are three general types of prior distributions used in Baye-
sian regression models: non-informative, semi-informative, and in-
formative. The first one is utilized in road traffic safety analyses more 
often than the others, although it is dominated by likelihood data in 
the final output, and mean values of Bayesian model parameters are 
very close to parameter estimators of a classical regression model. 
Better results can be obtained when, instead of diffuse non-informa-
tive prior distributions, well-defined informative prior ones are used, 
because they reflect knowledge on an investigated subject. in order to 
generate such distributions, suitable data processing is proposed. it is 

Fig. 1. A graphical interpretation of a Bayesian regression model pa-
rameter
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the first step of the above-mentioned procedure, thanks to which the 
Bayesian BM-S1 model is obtained.

There are the following sources of information for the BM-S1 
model: 

priors – non-informative, normal distributions with zero mean and a • 
very big standard deviation (1e+06),
Bayesian likelihood (likelihood function) – road accident data se-• 
lected according to the chosen aspect of the analysis: spatial or tem-
poral one.

The Bayesian likelihood for the BM-S1 model is defined in the fol-
lowing way:

for the spatial aspect: all accident data registered on the same cat-• 
egory roads in a given  country region for an assumed period of 
time,
for the temporal aspect: all historical accident data registered on the • 
same category roads in a given country region, excluding the data 
from the latest (most recent) registration period covering the  whole 
season cycle (a calendar year).

means and standard deviations of posterior distributions obtained 
for the BM-S1 model become means and standard deviations of prior 
normal distributions for the parameters of the Bayesian regression 
model created in the second step.

Bayesian Modelling Step 2; defining the likelihood – the f inal BM-
S2 model

Since normal distributions derived in the first step are not diffuse, 
they generate informative prior knowledge constituting a basic back-
ground (a generalisation) for the final BM-S2 Bayesian model which 
follows the chosen aspect of the analysis. The likelihood data for the 
BM-S2 model define a training data set and they are treated as a factor 
emphasising and clarifying the research context: 

for the spatial aspect: accident data for a given road that are selected • 
from the whole data set modify priors related to the road, 
for the temporal aspect: the latest (most recent) accident data update • 
historical knowledge related to the whole area.

Fatal accident observations are extremely rare in road accident 
data, which usually results in a weak classification quality of the ac-
cident fatality. Therefore, in order to overcome such a negative phe-
nomenon and to strengthen the rare values influence on final model-
ling results, balancing [1, 14, 15] is applied to the likelihood data in 
the BM-S2 model forcing smaller differences in the proportions of 
the values of the response variable AcSrv. Firstly, the primary data 
set is split into three subsets according to the accident severity AcSrv: 
light, serious, and fatal. Then, all fatal accident observations are taken 
to create a 20% stratum in a new training data set. Next, serious and 
light accident observations are selected at random from the remain-
ing subsets in order to constitute, in the newly created data set, 30% 
and 50% strata respectively. Finally, the data modification is carried 
out so as to receive the binary-valued response variable AcSrv which 
defines a failure by the light accident severity category and a success 
by combining the serious and fatal accident severity categories. in 
such a balanced likelihood data set, the fatal accident observations 
grow considerably and, at the same time, the relatively rare success 
category does not exceed 50% of the data set size.

The research experiment has been carried out utilising the balanc-
ing scheme in each aspect of the data definition for the likelihood 
function in the BM-S2 model. 

4. Data description

The road accident data used in the study, acquired from the SeWiK 
police database system, were provided by the Police headquarters of 
the Świętokrzyskie province, Poland. The accidents registered during 

the time period from 2008 to 2014 on all of the nine national roads 
in the province are analysed in the study. The roads are supervised by 
a national road administration unit (a division of the general direc-
torate for National Roads and motorways) because they serve inter-
regional connections.

The observations which  meet the following criteria were selected 
for the research:

accidents were registered outside towns with civic rights on two-• 
lane single carriageways (national roads have the highest technical 
parameters among all the roads with such a profile),
only one adult driver caused the accident (in Poland, adult relates to • 
a person who is at least 18 years old),
only motor vehicles were involved in the accidents,• 
no pedestrians participated in the accidents.• 

Prior to the analysis, the data were cleaned and the records with 
outliers, missing or extremely rare values that couldn’t be aggregated 
(considering the physical meaning of the values) were removed. The 
resultant data set includes 1329 observations and it consists of the fol-
lowing variables chosen for the investigation:

the group of accident location characteristics (input variables):• 
ArTp ◦  – area type with the following values: Bt – built-up area 
(39.2%), NBt – non-built-up area (60.8%),
LgCnd  ◦  – road lighting conditions with the following values:  
NgDrk – night darkness, i.e. no lighting at night (16.6%), 
PrLg – poor lighting, e.g. dawn, dusk or artificial lighting 
(usually poor on non-urban roads) at night (14.7%), Dlg – 
daylight (68.6%),
RdSrf ◦    – roadway surface conditions with the following val-
ues: NDr – not dry, i.e. wet, snow-covered or ice-covered 
(38.5%), Dr – dry (61.5%), 

the group of at-fault driver’s features (input variables):• 
VhTp ◦  – vehicle type with the following values: HvVh – heavy 
vehicle (15.6%), Mtr – motorcycle, scooter, moped, i.e. sin-
gle-track motor vehicle (3.2%), Cr – car (81.3%), 
Gndr ◦  – at-fault driver’s gender with the following values: F 
– female (12,5%), M – male (87,5%),
AgGrp ◦  – at-fault driver’s age group with the following val-
ues: 02 – <18; 25) (25.1%), 03 – <25; 35) (27.5%), 04 – <35; 
50) (25.9%), 05 – <50; 65) (16.3%), 06 – at least 65 (5.1%),
Alh ◦  – at-fault driver under the influence of alcohol or other 
toxic substances with the following values: N – no (89.8%), 
Y – yes (10.2%),

the group of road accident attributes (input variables):• 
NrVhIn ◦  – number of vehicles involved with the following 
values: Sng – single vehicle accident (31.2%), Mlt – multiple 
vehicle accident (68.8%),
Bhv ◦  – at-fault driver’s behaviour with the following values: 
DrWrSdRd – driving wrong side of a roadway (5.2%), In-
SpPrCn – inappropriate  speed  for  prevailing traffic and 
weather conditions (44.2%), NGvWy – not giving right of way 
(10.3%), InTrUTr – incorrect turning or u-turning (4.1%), 
InPs – incorrect passing by (1.6%), InOvBp – incorrect over-
taking or bypassing (12.9%), PrPsCn – poor psychophysical 
condition (8.3%), FlCl – following too close (13.5%),

AcSvr•  – the response variable; accident severity defined by the status 
of a road crash according to the highest level of injuries experienced 
by a human casualty as follows [14, 15, 21]: LA – light accident 
(57%), SA – serious accident (29.4%), FA – fatal accident (13.5%).

5. Results

The Bayesian regression models were obtained from the 10000-el-
ement marcov chains generated using the metropolis algorithm for the 
following settings: the number of burn-out samples = 50000, the number 
of final chain iterations = 300000, the thinning indicator = 30. All the 
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marcov chains reached the stationarity, which was verified by the auto-
correlation and trace plots, as well as by the geweke and heilderberger-
Welch tests. The resultant posterior distributions were unimodal. 

The research experiments were conducted using the SAS® soft-
ware: the in-built MCMC procedure and the author’s own SAS 4gl 
and SAS macro language computer programs.

The data were prepared taking into account:
for the spatial (S) aspect:• 

BM-S1(S): all the national roads in the Świętokrzyskie prov- ◦
ince, for the time period 2008-2014 (the data set length is 
equal to 1329 records),
BM-S2(S): the dK74 and dK7 roads for two independent  ◦
models, for the period 2008-2014 (after balancing, the data 
set length is equal to 220 and 196 for the dK74 and dK7 
roads respectively); the main difference between the roads 
is that the Dk7 road, being the part of the european road 
network, additionally serves international traffic,

for the temporal (T) aspect:• 
BM-S1(T): all the national roads in the Świętokrzyskie prov- ◦
ince, for the time period 2008-2013 (the data set length is 
equal to 1221 records),

BM-S2(T): all the national roads in the Świętokrzyskie prov- ◦
ince, for the year 2014 (after balancing, the data set length is 
equal to 60 records).

The results of Bayesian modelling for the spatial aspect are pre-
sented in Table 1, and for the temporal aspect in Table 2. The BM-
S1models obtained in the first step are called prior models since they 
deliver informative prior knowledge for the second step. The BM-S2 
models obtained in the second step are called posterior models be-
cause they are the final classifiers of the whole modelling procedure. 
Both tables have a similar structure:

mean, and standard deviation values (• Mean (S.D.)) of parameter dis-
tributions for the prior models (BM-S1 – prior) and for the posterior 
models (BM-S2 – posterior),
reference of each posterior model to its corresponding prior model • 
by determining the index that, for any parameter, compares the pos-
terior distribution mean with its corresponding prior distribution 
mean. The index is calculated by the expression (meanposterior – 
meanprior)/|meanprior|. The index values are given in the Comparison 
columns for: DK74 vs. prior, DK7 vs. prior, and 2014 vs. prior,
comparison of two posterior models for the spatial aspect (for the • 
Dk74 and Dk7 roads) by showing the difference between the dis-

Table 1. Results of Bayesian accident severity classifiers for the spatial aspect

Model BM-S1(S) – prior BM-S2(S) – posterior for DK74 BM-S2(S) – posterior for DK7 Posteriors comparison

Specification Mean  (S.D.) Mean  (S.D.) Comparison: 
DK74 vs. prior Mean  (S.D.) Comparison: 

DK7 vs. prior DK74−DK7

Constant −1.396 (0.378) −1.224 (0.235) 12.3% −1.192 (0.249) 14.6% −0.032

The group of accident location characteristics

ArTp_Bt 0.311 (0.127) 0.381 (0.117) 22.5% 0.326 (0.119) 4.9% 0.055

LgCnd_NgDrk 0.341 (0.165) 0.434 (0.156) 27.1% 0.321 (0.153) −5.8% 0.112

LgCnd_PrLg −0.090 (0.174) −0.103 (0.159) 0.020 (0.166)

RdSrf_NDr 0.011 (0.126) −0.070 (0.116) 0.009 (0.118)

The group of at−fault driver’s features

VhTp_HvVh −0.082 (0.172) −0.039 (0.159) −0.062 (0.159)

VhTp_Mtr 1.217 (0.361) 1.101 (0.333) −9.5% 1.203 (0.333) −1.1% −0.102

Gndr_F −0.428 (0.191) −0.386 (0.172) 9.8% −0.422 (0.181) 1.5% 0.036

AgGrp_02 −0.043 (0.289) 0.202 (0.226) 0.023 (0.234)

AgGrp_03 −0.156 (0.288) 0.003 (0.215) −0.159 (0.229)

AgGrp_04 −0.112 (0.288) −0.026 (0.224) −0.142 (0.224)

AgGrp_05 −0.201 (0.300) −0.509 (0.245) 153.2% −0.078 (0.246) 0.432

Alh_N 0.008 (0.204) 0.062 (0.176) −0.099 (0.184)

The group of road accident attributes

AcTp_Sng −0.366 (0.158) −0.339 (0.143) 7.3% −0.440 (0.146) −20.2% 0.101

Bhv_DrWrSdRd 2.342 (0.343) 2.390 (0.308) 2.0% 2.340 (0.304) −0.1% 0.050

Bhv_InSpPrCn 1.175 (0.229) 1.161 (0.181) −1.1% 1.149 (0.187) −2.2% 0.013

Bhv_NGvWy 0.975 (0.263) 0.908 (0.225) −6.8% 1.089 (0.237) 11.7% −0.181

Bhv_InTrUTr 0.829 (0.345) 0.832 (0.307) 0.3% 0.753 (0.290) −9.1% 0.079

Bhv_InPs 2.439 (0.569) 2.410 (0.511) −1.2% 2.171 (0.500) −11.0% 0.238

Bhv_InOvBp 1.354 (0.250) 1.450 (0.226) 7.1% 1.435 (0.222) 6.0% 0.016

Bhv_PrPsCn 1.336 (0.295) 1.405 (0.258) 5.2% 1.233 (0.262) −7.7% 0.173

DIC 1168.6 249.5 231.5

Sensitivity 38.9% 59.3% 57.9%

Specificity 82.6% 67.8% 65.3%

HMSS 52.9% 63.3% 61.4%
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NGvWy (a drop in the mean value by 6.8% and a rise by 11.7% 
respectively), for incorrect turning or u-turning Bhv_InTrUTr 
(almost without a change and a drop by 9.1% respectively), 
and for poor psychophysical condition Bhv_PrPsCn (a rise by 
5.2% and a drop by 7.7% respectively).

Bayesian models for the temporal aspect

The sets of statistically significant input variables in the BM-S1(T) 1. 
and BM-S2(T) models differ in two variables: (1) night lighting 
condition LgCnd_NgDrk is insignificant in the BM-S1(T) model, 

tribution means of the corresponding model parameters calculated 
by the expression: (meanposterior(DK74) – meanposterior(DK7)). The dif-
ference values are given in the Posterior comparison column in Ta-
ble 1,
Deviance information criterion (• DIC) measure calculated from the 
training data sets: the unbalanced one for the BM-S1 model and the 
balanced one for the BM-S2 model,
classification quality assessment measures: sensitivity (the percent-• 
age of correctly classified FSA cases), specificity (the percentage of 
correctly classified LA cases), and the harmonic mean of sensitivity 
and specificity HMSS (which balances the two measures). All the 
indices were calculated from the primary likelihood data set for the 
BM-S1 model and from the primary (nor balanced) likelihood data 
set for the BM-S2 model.

For each parameter of a Bayesian model, the highest probability 
density hPd interval can be constructed unambiguously, provided 
that the parameter distribution is not uniform. To some extent, the 
hPd interval corresponds to a credible interval in classical statistics 
– if it contains zero, values of its parameter cannot be clearly inter-
preted. The uncertainty is also indicated when the absolute value of 
the parameter coefficient of variation exceeds 50%. Such statistically 
insignificant parameters are highlighted in red in Tables 1 and 2. The 
hPd intervals for the statistically significant parameters of the final 
models (the BM-S2 models obtained in the second step) are illustrated 
in Figures 2 and 3. 

in Tables 1 and 2, and in Figures 2 and 3, all the input variables are 
grouped according to their substantial meaning, i.e. accident location 
characteristics, at-fault driver’s features, and accident features.

Bayesian models for the spatial aspect

The sets of statistically significant input variables are roughly the 1. 
same in the BM-S1(S), as well as in both BM-S2(S) models. The 
driver’s age group proved significant in the BM-S2(S) model for 
the Dk74 road only due to the significance of the coded variable 
AgGrp_05 (50-65 years old).
The directions of the influence of the individual statistically sig-2. 
nificant variables on the accident severity are the same in the BM-
S1(S) model and in both BM-S2(S) models.
The nature (magnitude and direction) of the change in the values 3. 
of the statistically significant posterior parameters (the BM-S2(S) 
models) in relation to the values of the corresponding prior param-
eters (the BM-S1(S) model) is road-dependent:

the positive influence of the accident location characteristics • 
on the accident severity is greater by more than 20% in the 
BM-S2(S) model for the dK74 road, whereas the change of 
the influence in the BM-S2(S) model for the dK7 road is dif-
ferent – there is a rise  by 5% in the parameter mean for built-
up area ArTp_Bt and a drop by 6% in the parameter mean for 
night darkness LgCnd_NgDrk,
the positive influence of single-track motor vehicle (motorcy-• 
cle, scooter, and moped) VhTp_Mtr and the negative influence 
of female driver’s gender Gndr_F on the accident severity 
identified in the prior parameter distributions become smaller 
by nearly 10% in the posterior distributions for the Dk74 road, 
whereas they remain at almost the same level for the Dk7 
road,
the modification of the parameter prior distribution for the sin-• 
gle vehicle accident variable NrVhIn_Sng by using the likeli-
hood data taken from different roads caused different results in 
the posterior distributions: the parameter mean value rose by 
7% for the Dk74 road and dropped by 20% for the Dk7 road,
the range of the change in the parameter posterior distributions • 
for driver’s behaviour is different for the dK74 and dK7 roads, 
which is particularly evident for not giving right of way Bhv_

Table 2. Results of Bayesian accident severity classifiers for the temporal 
aspect

Model BM-S1(T) – 
prior

BM-S2(T) – posterior for 
2014

Specification Mean  (S.D.) Mean  (S.D.) Comparison: 
2014 vs. prior

Constant −1.192 (0.393) −1.169 
(0.289) 1.9%

The group of accident location characteristics

ArTp_Bt 0.383 (0.133) 0.351 (0.127) −8.3%

LgCnd_NgDrk 0.319 (0.176) 0.353 (0.171) 10.6%

LgCnd_PrLg −0.048 (0.178) −0.040 
(0.176)

RdSrf_NDr −0.042 (0.131) 0.008 (0.128)

The group of at−fault driver’s features

VhTp_HvVh −0.053 (0.177) −0.077 
(0.171)

VhTp_Mtr 1.329 (0.387) 1.216 (0.362) −8.6%

Gndr_F −0.446 (0.202) −0.448 
(0.198) −0.4%

AgGrp_02 −0.222 (0.304) 0.099 (0.272)

AgGrp_03 −0.279 (0.300) −0.388 
(0.277)

AgGrp_04 −0.258 (0.303) −0.344 
(0.280)

AgGrp_05 −0.303 (0.314) −0.283 
(0.286)

Alh_N −0.051 (0.214) −0.046 
(0.198)

The group of road accident attributes

NrVhIn_Sng −0.356 (0.166) −0.377 
(0.160) −5.9%

Bhv_DrWrSdRd 2.423 (0.361) 2.389 (0.353) −1.4%

Bhv_InSpPrCn 1.103 (0.239) 1.246 (0.220) 12.9%

Bhv_NGvWy 1.061 (0.272) 0.912 (0.263) −14.0%

Bhv_InTrUTr 0.764 (0.357) 0.700 (0.352) −8.3%

Bhv_InPs 2.211 (0.594) 2.344 (0.568) 6.1%

Bhv_InOvBp 1.240 (0.262) 1.395 (0.243) 12.5%

Bhv_PrPsCn 1.350 (0.306) 1.239 (0.295) −8.2%

DIC 1092.4 74.8

Sensitivity 36.9% 61.9%

Specificity 82.8% 74.2%

HMSS 51.0% 67.5%
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but significant in the BM-S2(T) model, (2) incorrect turning or 
u-turning Bhv_InTrUTr is significant in the BM-S1(T) model, but 
insignificant in the BM-S2(T) model.
Similarly to the spatial models, the influence directions of the cor-2. 
responding statistically significant variables are the same in the 
BM-S1(T) model in the first modeling step and in the BM-S2(T) 
model in the second modeling step.
The latest information modified the up-till-now (prior) knowledge 3. 
about the importance of the individual input variables in the pos-
terior model, and in particular it caused strengthening the 
following:

the positive influence on the fatal or serious accident • 
status of the factors: night lighting condition LgCnd_
NgDrk (increase by 10.6%), inappropriate speed for the 
prevailing traffic and weather conditions Bhv_InSpPrCn 
(an increase by 12.9%), incorrect overtaking or bypass-
ing Bhv_InOvBp (an increase by 12.5%),
the negative influence on the fatal or serious accident • 
status of the single-vehicle accident variable NrVhIn_
Sng (a decrease by 5.9%).

Balancing the likelihood data in the second modelling step, 
both in spatial and temporal aspects, improves the classification 
quality of all the final Bayesian models. The values of the qual-
ity assessment measures are satisfactory:

sensitivity is  greater than 57%, • 
specificity is greater than 65%,• 
the hMSS coefficient is greater than 61%.• 

A general picture of the coefficients of variation for the sta-
tistically significant parameters of the models is presented in 

Fig. 4 in the form of a bubble plot, where the centres represent mean 
values and the radii are standard deviations of the coefficients. The 
standard deviation values are similar, irrespective of the step (prior or 
posterior models) and the aspect (spatial or temporal) of modelling. A 
slightly greater difference can be noticed for  the mean values – they 
are smaller for the parameters of the second step models, which indi-
cates the better estimation precision of the final posterior models.

Fig. 2. HPD intervals for statistically significant parameters of Bayesian models for the spatial aspect

Fig. 3. HPD intervals for statistically significant parameters of Bayesian models for the temporal aspect

Fig. 4. Bubble plots of mean and standard deviation values of the coefficient 
of variation for statistically significant parameters of Bayesian models
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6. Conclusions

Parameters are random variables in Bayesian regression models. 
Their so-called posterior distributions are obtained by combining sys-
tematic (prior) knowledge about the parameters with Bayesian like-
lihood – the knowledge derived from data. Some issues concerning 
the methodology of such models development for road traffic safety 
analyses is presented in the study. A logistic regression model that 
classifies road accident severity is analysed.

Road accident data are treated as a potential source of both infor-
mation types for the Bayesian model: prior knowledge and Bayesian 
likelihood. Some researchers apply such an approach in their road 
safety investigations. in the study, however, a specific interpretation 
of both sources has been proposed and consequently their special ap-
plication in the modelling process in which an additional task to ob-
tain the best possible final classifiers was considered as well.

Prior knowledge about regression parameters can be obtained 
from data the range of which depends on the subject of a research. 
if the investigation focuses on the spatial aspect, all accident data re-
corded on the same technical class roads  in a given country region 
are a possible source of informative priors, creating a reference back-
ground for being updated by Bayesian likelihood originating from ac-
cident data recorded on a chosen road. Thus, a model related to the 
road is obtained. if the investigation focuses on  the temporal aspect, 
historical road accident data create informative prior background, and 
new accident data from the latest registration period update the priors, 
providing a new general picture of the region road network safety.
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1. Introduction

unexpected system failures pose significant problems in power 
industry and most manufacturing companies. in some cases, a critical 
component failure can incur catastrophic events and huge economic 
loss. To maintain machines at high level of reliability, some companies 
perform time-based preventive maintenance or age-based preventive 
maintenance to avoid sudden failure of machines. usually, preventive 
maintenance tasks includes lubrication, cleaning, inspection, adjust-
ment, alignment and/or replacement [25]. even though above main-
tenance schemes may decline the probability of sudden downtime to 
some extent, high maintenance cost may be generated due to frequent 
“over maintenance”. Some companies hold lots of spare parts inven-
tory in case the shortage of spare parts for maintenance actions. if the 
spares ordering is inappropriate, companies have to suffer high inven-
tory quantity or high inventory holding cost. 

A widely accepted view of decreasing unnecessary cost, including 
maintenance cost, inventory cost and equipment failure loss, is to per-
form condition-based maintenance on critical components. Recently, 
condition based maintenance has been studied extensively as one of 
the most important maintenance method. To guarantee the effective-
ness and economy of maintenance, a new failure probability estima-
tion function is established based on a novel remaining useful life 
prediction using condition monitoring signal to date. The estimated 
failure probability is the basis of replacement determination which 
is related to jointly optimize replacement time and spare ordering. 
in terms of spare ordering, spares should be ordered at right time to 
trade off spares shortage cost and inventory holding cost. Therefore, 
the reasonable decisions for replacement and spare ordering should 
include when to perform replacement and purchase spare parts. All 
the decisions are based on accurate failure prediction. The main con-

chen X, Xu d, XIAo L. Joint optimization of replacement and spare ordering for critical rotary component based on condition signal to 
date. eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 76–85, http://dx.doi.org/10.17531/ein.2017.1.11.

Xiaohui chen
dawei Xu
Lei XIAo

joint optimization of replacement and spare ordering for critical 
rotary component Based on condition signal to date

wspólna optymalizacja wymiany i zamawiania części zamiennych 
dla krytycznego komponentU oBrotowego 

na podstawie dotychczasowego sygnałU stanU
It is widely accepted that condition-based replacement can not only make full use of components, but also decline inventory cost 
if the procurement of spare parts can be triggered upon accurate failure prediction. Most of the existing degradation or failure 
prediction models and approaches are population-based failures or suspensions, namely, to predict the failure time of a compo-
nent, there are some failure or suspension histories of same type or similar components which can be used as reference. However, 
in practice, there exists the phenomenon in which no failure or suspension histories for some components can be used, what can 
be utilized is just the collected condition monitoring signals to date. In that case, failure time and probability are difficult to be 
estimated accurately. In this paper, a novel degradation prediction approach is introduced. Meantime, a new failure probability 
estimation function is developed based on component “service time” and “degradation extent” simultaneously. Then replacement 
and spare part ordering are jointly optimized according to the estimated failure probability. The optimization objective is to mini-
mize long-run cost rate. Two bearing datasets are used to validate the proposed approach. 

Keywords: degradation prediction, failure probability, condition-based replacement, spare part ordering.

Powszechnie przyjmuje się, że  wymiana w oparciu o stan techniczny pozwala nie tylko na pełne wykorzystanie elementów skła-
dowych, ale także na zmniejszenie kosztów magazynowych (związanych z przechowywaniem zapasów) jeśli zamawianie części 
zamiennych da się powiązać z trafnym prognozowaniem uszkodzeń. Większość istniejących modeli i teorii predykcji degradacji 
lub uszkodzeń opiera się na danych populacyjnych o uszkodzeniach lub zawieszeniu pracy co oznacza,  że czas uszkodzenia kom-
ponentu przewiduje się w odniesieniu do historii uszkodzeń lub zawieszeń pracy tego samego typu lub podobnego typu elementów 
składowych. Jednak w praktyce zdarza się, że dla niektórych komponentów nie istnieją historie uszkodzeń lub zawieszenia pracy, 
do których można by się odnieść; jedyne co można wykorzystać to zgromadzone dotychczas sygnały z monitorowania stanu. W 
takim przypadku, trudno jest ocenić dokładnie czas i prawdopodobieństwo wystąpienia uszkodzenia. W niniejszej pracy, przed-
stawiono nowatorskie podejście do przewidywania degradacji. Opracowano nową funkcję szacowania prawdopodobieństwa 
uszkodzenia opartą na jednoczesnym wykorzystaniu "czasu pracy" oraz "stopnia degradacji" komponentu. Następnie wspólnie 
zoptymalizowano procesy wymiany i zamawiania części zamiennych zgodnie z  szacowanym prawdopodobieństwem wystąpienia 
uszkodzenia. Celem optymalizacji była minimalizacja długoterminowego wskaźnika kosztów . Poprawność proponowanego po-
dejścia zweryfikowano z wykorzystaniem dwóch zbiorów danych dotyczących łożysk.

Słowa kluczowe: prognozowanie degradacji, prawdopodobieństwo wystąpienia uszkodzenia, wymiana w opar-
ciu o stan, zamawianie części zamiennych.
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tribution is that this method focuses on the situation in which a criti-
cal component without failure or suspension histories of same type 
components. 

due to the importance of Rul prediction, many scholars pro-
posed different methods or models for various applications. Lee et 
al. [6] reviewed the methodologies and applications of prognostics 
and health management design for rotary machinery systems. Li et 
al. [7] analyzed products reliability using unbalanced data, in which 
unbalanced data means the number and time of measurements are 
not identical for degradation units. Roughly, the existing work can 
be divided into two classes, one class is the prediction models and 
methods are population-based, which means there are failure or sus-
pension histories of same type components can be used. The other 
class is individual-based, which uses the collected individual condi-
tion monitoring signal to date. Defined by Tian et al. [15], a failure 
history means that a component is replaced with a new one due to its 
failure. A suspension history refers that a component is replaced by a 
new component before its failure and never used again. Wu et al. [26] 
optimized condition-based maintenance using prognosis information 
with consideration of prediction uncertainty which is estimated by the 
artificial neural network (ANN) lifetime prediction errors during the 
ANN training and testing processes. zhang et al. [28] made the main-
tenance decision based on the Bayesian belief network prediction re-
sults using failure data. Lu et al [9] predicted bearing remaining useful 
life only using truncated histories. All the works above are mainly 
population-based to predict Rul. 

in practice, some components cannot obtain failure or suspension 
histories of same type or similar components, for example, high reli-
ability requirement and unique designed work. In this case, failure 
prediction is difficult, especially for an individual. Because no failure 
or suspension histories can be used to reflect the degradation proc-
ess during whole lifecycle of components. The prediction models or 
methods are hard to be developed because the parameters and network 
constructions cannot be estimated appropriately. Works on this area 
are few and limited. Di maio et al [1] proposed a relevance vector 
machines and exponential regression method to estimate bearing re-
maining useful life. The results show that the prediction result can be 
more accurate if more data is collected. While, at the beginning of 
prediction, the difference between real values and predicted values is 
big. Xiao et al [27] proposed a novel bearing degradation approach 
based on shrunken time windows and back-propagation neural net-
work (BPnn). The prediction method uses limited amount of col-
lected condition monitoring data for a component to date. 

maintenance is not only related to component condition, it has 
a strong interconnection with the availability of spare parts. Van 
horenbeek et al. [16] summarized the joint optimization of mainte-
nance and inventory from the views of inventory policy, maintenance 
characteristics, delays, multi-echelon networks, single-unit versus 
multi-unit systems, objective function and optimization techniques. 
Wang [19] determined preventive maintenance interval, spare order 
interval and order quantity simultaneously. Spare parts are ordered 
periodically instead on demand. Nguyen et al. [12] studied the im-
pact of the spare parts inventory level on maintenance and replace-
ment decisions under technological change rather than determining 
optimal order level/order quantity for spare parts. Panagiotidou [13] 
performed periodically inspection and preventive maintenance to the 
detected items. meanwhile, two types of silent failures are considered 
when optimizing spare parts ordering and maintenance policies. gan 
and Shi [3] considered replacement part order and buffer inventory 
when optimizing the maintenance policy for the upstream machine. 
System and decision process are modeled by discrete markov method 
with the minimal expected cost rate control-limit policy. zhang et al. 
[29] utilized the semi-markov decision process to propose a mainte-
nance optimization. Wang et al. [17, 18] proposed condition-based 
replacement and spare provisioning policies for deterioration systems. 

Rausch and Liao [14] addressed a joint production and spare part in-
ventory driven by condition based maintenance. however, these joint 
decision policies do not utilize the updated Rul prediction from ob-
served information. Some other works focus on the joint optimization 
of periodic preventive maintenance/periodic replacement and spare 
inventory/ordering [5, 10, 20].

in recent decades, the sensor technology is developed and enables 
to conduct system health monitoring, the condition-based or sensor-
based maintenance planning and spare ordering seems more reason-
able. elwany & gebraeel [2] proposed a two-phase optimization for 
replacement and spare parts ordering. First, the replacement time is 
determined, then the spare ordering time is followed, accordingly. 
most of the condition-based decision is using the population-based 
failure or suspension histories to approach the system failure. Wang 
et al. [22, 24] presented a prognostics-based spare part ordering and 
system replacement (PSOSR) policy. The spare part ordering time and 
the system replacement time is real-time determined according to the 
actual health condition. Recently, there is a few researches about the 
joint optimization of replacement and spare ordering that utilizing the 
online condition monitoring. Louit et al. [8] considered condition-
based monitoring and optimized the spares ordering time. Wang et al. 
[23] proposed a prognostic-information-based joint order-replacement 
policy for a non-repairable critical system in service.

even though there are some research on the joint optimization of 
replacement and spare ordering, the research is still deficient. This 
paper is an integrated view from Rul prediction to joint optimization 
of replacement and spare ordering. mainly, this paper focuses on the 
situation in which no failure or suspension histories can be used for 
a single critical component. What can be used is only the collected 
condition monitoring data to date. A novel approach for degradation 
and Rul prediction from Xiao et al [27] is introduced. Then, a new 
failure probability function is defined based on “service time” and 
“degradation extent”. According to the estimated failure probability, 
replacement and spare ordering are optimized simultaneously with the 
objective of minimizing the long-run expected cost per unit time. Dif-
ferent from the existing research, this paper focuses on the degradation 
properties of individual component. The introduced Rul prediction 
method can predict system degradation in the early phase of lifecycle 
with limited amount of data. moreover, most of the existing failure 
probability estimation methods use population-based failure or sus-
pension histories, the proposed failure probability estimation function 
connects system “service time” with “degradation extent”. Owing to 
failure probability, the balance among preventive replacement, failure 
replacement, spare part shortage cost, and inventory holding cost are 
traded-off in the view of individual component lifecycle horizon.   

This paper is organized as follows: Section 2 states the problem 
briefly and describes the procedure of joint optimization, assumptions 
and notations. Section 3 introduces the novel prediction approach, 
failure probability estimation and joint optimization model of replace-
ment and spare ordering. Section 4 presents a case study using simu-
lation bearing dataset and real dataset from PhM 2012 competition. 
Final conclusions are drawn in Section 5.

2. Procedure of joint optimization, assumptions and 
notations 

condition monitoring provides an opportunity to enhance com-
ponent lifecycle management including component failure prediction, 
maintenance planning and spares inventory. Spares inventory can be 
declined and optimized via the implementation of condition-based 
maintenance with high accuracy of component failure prediction. 
hence, accurate component failure prediction is the fundamental of 
condition-based maintenance and spare inventory ordering/control. 
Among the existing work, failure prediction for components using 
population-based failure or suspension histories is researched a lot. 
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While, the prediction work is difficult when no failure or suspension 
histories of same type or similar components can be used as refer-
ence. Because the whole degradation processes cannot be reflected 
by historical data. moreover, the parameters of the prediction models 
are hard to be estimated with the limited amount of data to date. in 
this case, we introduced a novel method to predict an individual criti-
cal component degradation and Rul, then a new failure probability 
function is formulated and connected “service time” with “degrada-
tion extent”. Based on the failure probability, the joint optimization 
of replacement and spare ordering is developed. The procedure of 
the proposed condition-based joint optimization of replacement and 
spares ordering is described in Fig. 1. 

in the first phase, condition monitoring is conducted on an in-
dividual component. condition monitoring signal is collected. Ad-
vanced feature extraction method is used to extract features which 
reflect degradation of the component and are prepared for training 
ANN. Some initial parameters are set before ANN training, such as, 
maximum training epoch, performance goal, initial time window, etc. 
Then the initial time windows are shrunken and the remained features 
in the shrunken time windows are used to train ANN.   

in the second phase, the well trained ANN is used to perform 
lopfng-step ahead rolling prediction. After each prediction epoch, 
the predicted results are post-processed and compared with predeter-
mined failure threshold, then the predicted Rul is outputted along 
with degradation.[27] According to the component “service time” and 
“degradation extent”, failure probability is estimated.

in the third phase, the cost parameters are initialized, such as pre-
ventive replacement cost, failure replacement cost, inventory holding 
cost, spare shortage cost, and spare ordering cost. The failure prob-
ability function is used to estimate the expected costs. Finally, the best 
policy of replacement and spare ordering can be determined based on 
the minimizing long-run expected cost per unit time. According to 
the optimal policy, the availability of spare part is checked out, if the 
spare part is available, condition-based replacement is performed at 
the right time, alternatively, a spare ordering should be placed at the 
optimized ordering time.

in this paper, some basic assumptions and notations are listed as 
follows.

A1: During the condition monitoring process, sampling is periodic 
with equivalent sampling frequency. 

A2: in general, the degradation signal shows an increasing tendency.
A3: No lead time for carrying out a preventive replacement or failure 

replacement, namely, replacement is performed immediately.
A4: Leading time of spare part is fixed elapsed from the moment of 

placing an order until order receipt.
A5: Inspection cost is not considered in this paper. We assumed the 

inspection cost can be neglected compared with other costs.

Notation Description

f Fluctuation factor

ST Start time of prediction

ws0 initial time window size

Wk1, Wk2 Feature matrixes in the shrunken windows

wsk Shrunken time window size

mk1, mk2 mean values of Wk1 and Wk2

rk Final increasing rate

inputn,  
hidden,  
outputn

Numbers of neurons in input layer, hidden layer and 
output layer

σ A constant in interval (1,10)

Fp Predicted features matrix

F Features matrix of the whole life

fth Failure threshold

FN Normalized feature matrix

cumsum Accumulated summation

FNC cumulative feature matrix

FP cumulative failure probability

FPt cumulative failure probability at time t

Cpr Preventive replacement cost

Cfr Failure replacement cost

Co Ordering cost

Ch holding cost per unit time

Cs Shortage cost per unit time

ce System expected cost per unit time

SC expected shortage cost

HC expected holding cost

Ce Total excepted cost

to Spare part ordering time

tr Replacement time

L Spare part transit time

T Failure time

Te expected time until replacement

3. Problem formulation

3.1. Degradation and RUL prediction for an individual com-
ponent 

The introduced individual component degradation and Rul 
prediction is proposed by Xiao et al. [27]. The method uses limited 

Fig. 1. Procedure of the proposed joint optimization of replacement and 
spares ordering
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amount of recorded condition monitoring data to date. According to 
the proposed prediction approach, the procedure of their method is 
summarized in Fig. 2 as follows.

The extracted features from condition monitoring data to date are 
prepared for training BPnn. Before training BPnn, an initial time 
window size (ws0) is given, mean values of the features in the initial 
time windows are calculated. The ratio of two mean values in two 
adjacent time windows is defined as increasing rate. Then increasing 
rate is compared with fluctuation factor which is set in the interval of 
(0, 0.1). if the increasing rate is greater than (1+f), features in the cur-
rent time windows are used to train BPnn, otherwise, the time win-
dows are shrunken step by step, then increasing rate is recalculated 
according to the features in the shrunken time windows. Shrinking is 
terminated until the increasing rate is greater than (1+f). Fig. 3 shows 
the comparison of time windows before and after the shrunken. The 
feature matrixes in the shrunken time windows, mean values and in-
creasing rate are calculated by eq. (1)-eq. (3). 
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Where, ST is the start time of prediction, ws0 is initial time window 
size, Wk1 and Wk2 are feature matrixes in the kth shrunken windows 
respectively, wsk is the shrunken time window size. mean values of 

Wk1 and Wk2 are mk1 and mk2 respectively, and rk is the final increas-
ing rate.

Features matrixes Wk1 and Wk2 in the final shrunken time win-
dows are regarded as inputs and outputs for training BPnn respec-
tively. The number of neurons in input layer and output layer depends 
on the features matrix dimension. The revised empirical formula for 
determining the number of neurons for hidden layer is as follows:

 hidden inputn outputn= +



 +σ  (4)

Where hidden, inputn and outputn are the numbers of neurons in hid-
den layer, input layer and output layer, respectively. σ is a constant in 
interval (1, 10). 

After determining the training samples and BPnn construction, 
BPnn is trained. Multi-step ahead rolling prediction is performed. In 
each prediction epoch, there are wsk tuples of feature predicted, the 
rolling prediction is performed as eq. (5). The outputs in each predic-
tion epoch should be post-processed using eq. (6) and eq. (7):
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3.2. Novel component failure probability estimation method

component failure probability is the basis when balancing the 
joint optimization of replacement and spare ordering. Since no failure 
or suspension histories of same type or similar components can be 
used as population-based reference, a new failure probability estima-
tion function is proposed using the predicted features based on “serv-
ice time” and “degradation extent”. The “degradation extent” of the 
features can be formulated as eq. (8):

 1 2[ ; ; ; ; ]ST p

th thf f
= =

F F F FFFN


  (8)

Where, F is features matrix of the whole life. Fp is predicted fea-
ture matrix. fth is failure threshold. FN is normalized feature matrix. 

eq. (8) describes the relationship between features at current time 
and predetermined failure threshold. if a feature is closed to failure 
threshold, the failure probability is higher. in terms of “service time”, 
it is based on a widely accepted assumption which is that the failure 
probability is higher if a component serves for longer time. hence, the 
failure probability is formulated as follows:

 ( )cumsum=FNC FN   (9)

Fig. 3. Comparison of time window before and after shrunken

Fig. 2. Procedure of the proposed degradation and RUL prediction approach 
from Xiao et al.[27].
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( )sum

=
FNCFP

FN
  (10)

Where, cumsum represents accumulated summation. FNc is cu-
mulative feature matrix. FP is cumulative failure probability which is 
a monotonic increasing function in interval of (0, 1]. A component is 
subject to random failure with the failure probability FPt at time t.

3.3. Joint optimization of condition-based replacement and 
spare ordering

in this paper, the objective is to determine the optimal replace-
ment and spare part ordering time along with the component being 
monitored. Two replacement policies are considered. One is preven-
tive replacement which refers to performing replacement before the 
component failed. The other is failure replacement which refers to 
performing replacement after the component failed. The two replace-
ment policies generate different maintenance costs which are Cpr and 
Cfr, respectively. in general, failure replacement can cause higher cost 
than preventive replacement, that is Cfr>Cpr. Before performing re-
placement, the availability of spares in stock should be checked out. 
If there are available spare parts before the required time, inventory 
holding cost is incurred with the cost per unit time Ch, alternatively, 
shortage cost with cost per unit time Cs is generated if the spare part 
is unavailable. if a spare part is needed while unavailable, an order is 
placed with ordering cost Co.

considering all the possible scenarios, the relationship among 
spare part ordering, replacement and component failure is shown in 
Fig.4. Where, to is spare part ordering time, tr is replacement time, 
L is leading time of spare part. T is failure time of the component. 
Theoretically, it is possible for a component to be replaced at any time 
since ST until its failure. if a spare ordering is placed, a new spare 
can be available after a fixed leading time L. During the period, the 
system has to suffer a potential shortage of spare part with a shortage 
cost which is formulated as eq. (11). however, if the spare is arrived 
before the required time, the system has to suffer the inventory hold-
ing cost which is as eq. (12). 
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Where, SC and HC are the expected shortage cost and the ex-
pected holding cost, respectively. t is integration time step.

Therefore, the total excepted cost Ce is as eq. (13). The expected 
long-run time until replacement is denoted as Te can be deduced as 
eq. (14). The expected long-run total cost rate, ce, can be calculated 
by eq. (15):

  (1 )e o pr t fr tC C SH HC C FP C FP= + + + × − + ×   (13)
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The objective of this paper is to determine the best replacement 
time and spare ordering time by minimizing the expected long-run 
total cost per unit time. it can be formulated as follows:
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4. Case study

in this section, we validate the proposed model using two bearing 
datasets, one is simulated degradation dataset, and the other is a real-
world condition monitoring dataset from PhM 2012 competition.

4.1. Simulated bearing dataset

The run-to-failure (RTF) simulation experiment is based on the 
work of McFadden and Smith [11] and Wang and Kootsookos [21], 
the more details can be found in Ref [28]. The simulated signal is 
extracted by wavelet packet analysis. The wavelet base is “db4”, de-
composition level is three. energy of wavelet packet coefficients is 
the feature vector. The first dimension of the features is selected as 
the key element, if the feature at a time point in the first dimension 
exceeds 1400 hz, the simulated bearing is regarded as failed. The 
degradation path of the key element of the simulated bearing is shown 
as Fig. 5. 

Since 1400 hz is set as failure threshold, the lifetime of simulated 
bearing is 1502 time units, here the time unit is hour. Due to feature 
extraction method, there are eight dimensions in the feature matrixes. 
Accordingly, there are eight neurons in input layer and output layer 
in BPnn, respectively. There is one hidden layer with ten neurons. 
The maximal iteration epoch for BPnn training is 1000, error goal is 
1e-10. The initial time window size is 100, fluctuation factor is 0.02. 

Fig. 5. Degradation path of the key element of the simulated bearing

Fig. 4. The relationship among spare part ordering, replacement and compo-
nent failure
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The predicted degradation and Ruls at three different time points are 
illustrated in Fig. 6 and Table 1. Predicted Ruls since ST=200 time 
units are shown in Fig. 7 compared with real values. 

Taking ST=500 as an example, the comparison of predicted degra-
dation and real values is descripted in Fig. 8, the corresponding failure 
probability and reliability change over time are shown in Fig. 9. 

The following hypothetical data is used 
when optimizing replacement and spare or-
dering jointly, L=4 time units, Cpr=$200, 
Cfr=$1000, Ch=$1/unit time, Cs=$500/unit 
time, Co=$300. using the above proposed 
method, the optimal spare ordering time is 
at 891 hours, the replacement time is at 900 
hours, the long-run expected cost rate is 
0.0066, and the expected total cost is $1945, 
accordingly. The expected cost rate change 
over the predicted lifecycle is illustrated in 
Fig. 10. 

4.2. PHM Competition bearing dataset

PhM Competition bearing data is from Ieee Challenge 2012, 
it is real-field experimental data. inspection was performed very 10 
seconds and lasted for 0.1 second. Sampling frequency of vibration 
signal was 25.6 Khz, more detailed data information can be obtained 
from the website [4]. Shock Pulse Method (SPM) is used to extract 
degradation feature. The first bearing among PhM-2012 Competition 

bearings is used to validate the proposed method. The maximum nor-
malized shock (MnS) value of Bearing 1 is depicted in Fig. 11. 

Fig. 9. Failure probability and reliability change over time

Fig. 11. MNS values of Bearing 1 from PHM-2012 Competition

Fig. 10. Expected cost rate change over the predicted lifecycle

Fig. 6. Comparison of predicted and real degradation at different time points

Fig. 7. Predicted RULs since ST=200

Fig. 8. Comparison of predicted degradation and real degradation at ST=500

Table 1. Comparison of predicted and real RULs at different time points

ST Real RUL Predicted RUL Predicted error 
(%)

350 1152 1207 -3.66

700 802 758 2.93

1050 452 388 4.26
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From Fig. 11, mNS increases after 1000×10s, therefore, features 
before 1000×10s are not considered when training ANN and predict-
ing Rul. The failure threshold of Bearing 1 is set 20dB. hence, the 
bearing lifetime is 1765×10s. The essential parameters for degrada-
tion prediction and cost rate estimation are listed as followed. The 
number of neurons in input layer and output layer is one, there is one 
hidden layer with six neurons. The initial time window is 150, fluc-
tuation factor is 0.05. The predicted degradation and Ruls at three 

different time points are illustrated in Fig. 12 and the prediction per-
formance is listed in Table 2. Rul prediction results since ST=1300 
time units compared with real Ruls are shown in Fig. 13. 

Taking ST=1300 as an example, the esti-
mated failure probability and reliability change 
over time is shown in Fig. 14. The hypotheti-
cal cost parameters are as followed, L=5 time 
units, Cpr=$250, Cfr=$1000, Ch=$1/unit time, 
Cs=$1200/unit time, Co=$500. The optimal 
spare ordering time is at 1894 time units, the 
best replacement time is at 1911 time units, the 
long-run expected cost rate is 0.0068, and the 
expected total cost is $8512.9. The expected 
cost rate change over the predicted lifecycle is 
shown in Fig. 15. 

4.3. Comparative parameters tuning and discussion

For comparison, the method from elwany & gebraeel [2] is used 
to calculate the best replacement time and spare ordering time. For the 
simulated bearing, the optimal replacement time is at 1049 time units, 
the optimal spare ordering time is at 1037 time units along with the 
expected long-run cost rate is 0.0068. The total cost is $ 2653.7. For 
the PhM-2012 competition bearing data, the best replacement time is 
2189 time units, the best spare ordering time is 2164 time units, and 
the corresponding long-run cost rate is 0.0071.

(1) comparison of cost rate and replacement time
In elwany & gebraeel [2] work, the best replacement time is de-

termined according to the long-run average cost rate which is defined 
as followed:
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Where, Cr is the expected long-run replacement cost, cp is the 
planned replacement cost, cf is the failure replacement cost. F(t) 
is the cumulative density function of component’s failure time. 
( ) ( )1-F t F t= .

For more comparison, different inventory holding costs and short-
age costs are tuned for comparative discussion. For the simulated 
bearing, inventory holding cost is varied from $0.2/unit time to $1/
unit time, the interval is $0.2/unit time, at the same time, shortage cost 
varies from $50/unit time to $250/unit time with the interval of $50/
unit time. For PhM 2012 Competition bearing, the inventory holding 
cost is changed from $0.2/unit time to $2/unit time with the interval of 
$0.2/unit time, the shortage cost varies from $50/unit time to $1200/
unit time with the interval of $50/unit time. comparing our proposed 
joint optimization method in this paper with the method in elwany & 
gebraeel [2], the respective cost rates and best replacement times are 
shown in Fig. 16 and Fig. 17.

Fig. 15. Expected cost rate change over the predicted lifecycle

Fig. 14. Failure probability and reliability change over time

Fig. 13. RUL prediction results since ST=1300

Fig. 12. Comparison of predicted and real degradation at different time points

Table 2. Comparison of predicted and real remaining useful life at differ-
ent time points

ST Real RUL Predicted RUL Predicted error 
(%)

1300 1465 1443 1.25

1700 1065 817 14.5

2100 665 1119 -25.72
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From Fig. 16, the comparison of cost rates, the cost rates from our 
proposed method are less than the ones from elwany & gebraeel’s 
work [2]. Move to Fig. 17, the replacement time from elwany & ge-
braeel’s work [2] is a constant. The replacement time from elwany & 
gebraeel’s work [2] does not vary along with the spare holding cost 
and shortage cost. From eq. (17), the replacement time is just impact-
ed on the balance of planned replacement cost and failure replacement 
cost. After determining the best replacement time, the spare ordering 
time is calculated accordingly. Thus is different from our proposed 
method. in our proposed method, inventory holding cost and shortage 
cost can impact on the replacement time. 

(2) comparison of inventory time
eq. (18) is defined to compare the inventory time for the two dif-

ferent methods. Where tr* and to* are the optimal replacement time and 
spare ordering time from our proposed method, tr* and to* are the op-

timal replacement time and spare ordering time 
from elwany & gebraeel’s work:

 
* *

* *

r o

r o

x t t L
y t t L
= − −

= − −
                       (18)

Therefore, x is the inventory time for our 
proposed method, y is the inventory time for the 
method from [2]. Accordingly, the difference of 
x and y is the inventory time comparison. For 
the all sample data (which is same for the com-
parison of cost rates and replacement times. i.e., 
for PhM 2012 Competition bearing data, the in-
ventory holding cost is changed from $0.2/unit 
time to $2/unit time with the interval of $0.2/
unit time, the shortage cost varies from $50/unit 
time to $1200/unit time with the interval of $50/
unit time.), the inventory time comparison is 
shown in Fig. 18. 

From Fig. 18, in elwany & gebraeel’s meth-
od [2], the inventory time is generally greater 
than our proposed method. in other words, their 
method scarifies inventory time to guarantee the 
component long service with higher cost rate. 

Overall, their method can be regarded as 
two phases. The first phase is to determine the 
replacement which just concerns failure replace-
ment cost and preventive replacement cost. The 
second phase is to determine the best spare order 
placing time according to the best replacement 
time. Their method may be less effective when 
inventory turnover ratio, inventory time and in-
ventory quantity are critical concerns. While, in 

our proposed method, the replacement time and spare ordering are 
optimized jointly with lower cost rates. 

5. Conclusions and prospects 

This work focuses on the optimization of replacement and spare 
ordering for one individual critical rotary component. For the com-
ponent, there are no failure or suspension histories of same type or 
similar components as references when predicting its failure time 
and degradation. To solve the prediction problem, a novel approach 
is introduced. Then a new failure probability estimation function is 
developed based on “service time” and “degradation extent”. The dif-
ference between the developed method and the existing method, the 
failure probability is more focused on individual property, rather than 
the population-based character. Replacement and spare ordering time 
are determined simultaneously according to minimizing the expected 
long-run cost rate which is related to planned replacement cost, failure 
replacement cost, inventory holding cost, shortage cost and spare or-
dering cost. A simulated degradation bearing dataset and a real-world 
condition monitoring bearing dataset from PhM Competition 2012 
are used to validate the proposed method. The degradation and Rul 
prediction performance is illustrated by comparing with the real val-
ues. The proposed approach is discussed by tuning the parameters of 
inventory holding cost and shortage cost. The results show that our 
method has lower long-run cost rate and less inventory time. it can be 
more effective when the inventory time, inventory turnover ratio and 
inventory quantity are critical concerns.

This proposed method can benefit to determining optimal replace-
ment and spare ordering time for single component. Future research 
will focus on multi-component system optimization of replacement 
and spare ordering time with variable leading time. Fig. 18 Comparison of (x-y) with different inventory holding costs and short-

age costs for PHM 2012 Competition bearing

Fig. 17. Comparison of replacement times with different inventory holding and shortage costs

Fig. 16. Comparison of cost rates with different inventory holding costs and shortage costs
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1. Introduction

A uPS device is an uninterruptable power supply, the main objec-
tive of which is to maintain the operation of other devices in the event 
of a power supply failure. These devices belong to an important group 
and may be useful in many fields. Small-scale uPS devices are mostly 
used in hospitals to maintain the operation of medical equipment in 
case of a power blackout; many of these devices are also used to main-
tain power in server computers and home appliances. energy storage 

devices support electric grids where uninterruptible power supply is 
needed. main advantages of energy storage systems and applications 
in electrical power systems have been described in [19, 22]. 

Photovoltaic (PV) panels (solar cells) make it possible to convert 
solar energy into electric energy, which can supply electric devices. 
These panels are useful in many fields of science and applications 
of residential distribution grids as well as in PV‒thermal domestic 
systems [21, 24]. Solar cells can be used to power many domestic 
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amB flywheel integration with photovoltaic system for hoUsehold 
pUrpose – modelling and analysis

integracja łożyskowanego magnetycznie zasoBnika energii 
kinetycznej z Układem paneli fotowoltaicznych dla zastosowań 

w gospodarstwach domowych – modelowanie i analiza
Abstract―This paper presents the design and investigation of a photovoltaic‒flywheel system for household purposes. The main 
goal of this work is the electrical and mechanical integration of the electromechanical high speed kinetic energy storage as UPS 
(Uninterruptible Power Supply) with photovoltaic solar system. The paper contains calculation and division of photovoltaic pan-
els system according to its integration with active magnetic bearing (AMB) flywheel and external electric grid. The photovoltaic 
solar installation costs as well as its size were considered. The composite shell AMB flywheel prototype configuration design (us-
ing CAD-software) and two different material variants are investigated and presented. In particularly, the structural composite 
shell stress calculations of two different materials vs rotational speed are performed using a direct coupling of SolidWorks and 
Matlab software. The analytical calculations of PV‒flywheel system are provided in order to choose optimal type of photovoltaic 
panels according to motor/generator flywheel and household energy system requirements. All elements of PV‒flywheel system as 
transducers, bridges, wiring diagrams, etc., are optimized using Simscape tools. Finally, short- and long-time simulations results 
of PV‒AMB‒flywheel system and initial experimental results are presented and discussed. 

Keywords: photovoltaic solar system, photovoltaic panels, AMB flywheel, kinetic energy storage, UPS device, 
motor/generator, composite materials.

W artykule przedstawiono wstępne badania zintegrowanego układu paneli fotowoltaicznych z łożyskowanym magnetycznie za-
sobnikiem energii kinetycznej. Głównym celem pracy jest próba integracji elementów elektrycznych i mechanicznych wysoko-
obrotowego elektromechanicznego magazynu energii kinetycznej jako urządzenia UPS z układem paneli fotowoltaicznych. W 
szczególności przeprowadzono obliczenia najważniejszych parametrów elektrycznych łożyskowanego magnetycznie zasobnika 
energii połączonego z układem paneli fotowoltaicznych celem jego integracji z trakcją sieci elektrycznej niskiego napięcia. Wy-
korzystując pakiety oprogramowania: CAD, SolidWorks i Matlab, wykonano badania symulacyjne wskaźników wytrzymałości 
koła zamachowego zasobnika energii kinetycznej w szerokim zakresie prędkości obrotowej dla dwóch różnych typów materiałów 
kompozytowych. Następnie, wykorzystując między innymi narzędzia Simscape, przeprowadzono optymalizację elementów systemu 
celem dopasowania jego głównych parametrów do wymagań stawianym domowym instalacjom fotowoltaicznym z akumulatorami 
energii elektrycznej. Wyniki badań symulacyjnych, przeprowadzone w cyklach krótko‒ i długo‒ czasowych, układu paneli fotowol-
taicznych zintegrowanych z elektromechanicznym akumulatorem energii potwierdziły wstępne obliczenia i założenia. 

Słowa kluczowe: instalacja fotowoltaiczna, panele fotowoltaiczne, łożyskowany magnetycznie zasobnik energii 
kinetycznej, magazyn energii kinetycznej, urządzenie UPS, silnik/prądnica, materiały kompo-
zytowe.

SMoLInSkI M, PeRkoWSkI t, MyStkoWSkI A, dRAgAŠIuS e, JAStRzeBSkI RP. AMB flywheel integration with photovoltaic system for 
household purpose – modelling and analysis. eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 86–94, http://dx.doi.
org/10.17531/ein.2017.1.12.
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devices, for example in the field of home appliances, where charge 
accumulators and conventional uPS are suitable for further supply 
[3]. Due to the cycle of day and night, as well as changes in weather 
conditions, the panels are not able to fully supply devices designed to 
work continuously.

Nowadays, flywheels and batteries are viable energy storage tech-
nologies, which become practical solutions for applications where en-
ergy has to be saved for further use at any time. An overview of dis-
tributed energy storage systems for applications in future smart grids 
is presented in work [10]. Due to significant improvements in materi-
als and mechatronics technology, the flywheels find the most promis-
ing applications for energy storage and become an alternative to bat-
teries in uPS systems [4, 5]. In comparison to batteries, the flywheel 
has higher energy density (up to 100 Wh/kg), higher maximum peak 
power (over 10 kW/kg) and higher efficiency. A review of flywheel-
based energy storage systems has been given in [17]. The active mag-
netic bearing (AMB) flywheel prototype design and control approach 
have been given by the author in [11, 12]. Major advantages of AMB 
flywheels result from modern technologies of composite materials 
with high tensile strength, which allow for high rotational speeds and 
high energy density [2, 7]. Also, flywheel design needs efficient solu-
tions in electric motor/generator technologies using permanent mag-
net solutions and advanced control systems [8, 13, 23].

in a context where renewable energy from solar panels has low 
predictability and strong variability, integration into power systems 
may cause instabilities of these grids [14, 21]. moreover, there are 
other, similar aspects that make integration of solar panels and elec-
tromechanical flywheel technology a challenge [9]. Therefore, this 
system always requires initial modelling and calculations according 
to the specific power system integration. in particular, the main ad-
vantage of uPS-flywheel integration with a photovoltaic solar system 
is that it provides efficient production control as well as good power 
management with energy saving and smooth power grids. Flywheels 
can address solar frequency variability and offer fast power response 
with high ramp rates and amplitude [1, 8].

if these renewable energy technologies are synthesized, it will be 
possible to charge accumulators and supply households by using both 
photovoltaic panels and solar panels’ energy [6]. In the case of ad-
verse weather conditions, accumulators should also be charged from 
the electric grid to provide continuous power supply. integrated en-
ergy storages have huge potential because they reduce usage of the 
power grid by devices which require continuous power supply, and 
they are also irreplaceable for devices sensitive to voltage spikes.

2. Photovoltaic system

The application of photovoltaic solar panels as alternative sources 
of energy makes a device independent from the power grid. Solar 
cells can convert solar energy directly and supply devices with elec-
tric power or store it (e.g. in the accumulator as flywheel) for later use 
or for sale. unfortunately, solar cells are very vulnerable to varying 
weather conditions. Nowadays, the market offers many standalone 
photovoltaic panels and whole photovoltaic systems. in this paper, the 
system design will concentrate on offered solutions that contain only 
photovoltaic panels without any additional components.

The selection of a photovoltaic installation should be made in a 
few steps. The first step is to determine the type of the installation. 
The most optimal solution is a hybrid installation, which is a com-
bination of an in-grid installation (a photovoltaic solar system con-
nected to power grid) and fixed installation (which is attached to the 
defined surface at a certain angle).

The second step involves determination of the quantity of solar 
panels. The chosen method uses nominal power of photovoltaic pan-
els and includes losses accounted for by corresponding coefficients:

  E P W W W Sa PV= ⋅ ⋅ ⋅ ⋅1 2 3  (1)

where: S – losses, W1 – average daily number of hours of sun-
shine in STc (Standard Test Conditions), W2 – deviation from 
the horizontal plane factor, W3 – module temperature factor,  
PPV – nominal module power, and Ea – the electrical efficiency of the 
photovoltaic solar system.

Losses of the system are given as: 

  S S S S= ⋅ ⋅1 2 3  (2)

where: S1 – coefficient including losses from the storage device and the 
voltage drops occurring on the lines (these losses should be assumed to  
be 6 %), S2 – electric to kinetic energy conversion of the fly-
wheel (since electromechanical storage is characterized by 
high efficiency, we can assume that the average loss is 10 %),  
S3 – the losses generated by variable insolation and temperature dif-
ferences (based on the datasheets, we may assume that this value is 
about 10 %).

Then, the calculated nominal module power is given as:

  P U
W W W SPV =

⋅ ⋅ ⋅1 2 3
 (3)

where: U – daily energy consumption, usually ranging from 1.7 up to 
3.5 kW/day for an average household.

These calculations should be carried out for different seasons. in 
summer higher nominal power should be selected. in winter season  
smaller W1 factor should be applied. Solar PV systems generate large 
excess of energy in the summer season, and this excess energy can be 
discharged to the grid.

The I-V characteristics of PV are important properties during de-
sign of the photovoltaic energy system. in particular, the I-V model of 
the PV cell is described by:

  V ln I I
I

KT
qPV

PV

sat
=

−
+









1  (4)

where: VPV and IPV are photovoltaic operating voltage and current 
respectively, I and Isat are the short-circuit and saturation currents, 
K – the Boltzmann constant, and T is absolute temperature. in the 
case of a PV array, the total voltage and current are Varray=Ns VPV and 
Iarray=NP IPV, where Ns and NP are the number of series and parallel 
PV cells respectively. In our case, the characteristics of PV power and 
current vs. voltage are given in Fig. 5 in the section containing PV 
simulation calculations.

2.1. Flywheel integration with pv array photovoltaic solar 
system

The proposed household photovoltaic solar system consists of 10 
PV panels connected in series with a total electric power of 2.5 kW 
and output voltage of 240 V. The photovoltaic solar system and energy 
storage flywheel interconnection is given in Fig. 1. 

Solar panels are connected in series configuration for easier 
installation, and in the absence of complicated wiring, with less 
components.

The PV‒flywheel installation requires the use of energy convert-
ers. Commercial converters adjusted to PV systems (for e.g. Sunny 
Boy 1300Tl) are used. The basic parameters of the converter are: 600 
V maximum input voltage and 180–260 V rated voltage. The final 
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element required for integration of the photovoltaic solar system with 
the flywheel is an inverter (for e.g. yaskawa V1000 CIMR-VCBA*1). 
This inverter is fitted with a built‒in control system that allows for 
motor control (to put it simply, the inverter controls the “charging” 
process of the flywheel).

3. AMB flywheel

Flywheel is the electromechanical energy storage device where 
storage energy is in the form of kinetic energy. This energy is stored 
using a flywheel coupled to the electrical machine. Stored energy de-
pends on rotational speed. in order to provide flywheel high rotational 
speed operation the robustness of the control system is essential. The 
AMB system identification with disturbance observer–based control 
is one of common approach [15, 16]. In embodiments of the AMB 
flywheel the electric machine works alternately both as a generator 
and as a motor. The use of rotating mass requires precise control (loss 
of control of the moving object may cause a serious crash). Authorial 
AMB flywheel configuration is presented in Fig. 2.  

The flywheel configuration (Fig. 2) consists of the coreless syn-
chronous motor/generator attached to the high-strength aluminium 
cylinder rotor supported by hybrid magnetic bearings. Technologies 
of the halbach arrays based solid-magnets supports combinations 
with the active magnetic dampers are used as the energy saving sus-
pension rotor system. The main rotor with motor drive and generator 

are connected with the composite shell. The bearingless motor in the 
middle of the shaft provides efficient damping of first bending mode 
of the rotor. Flywheel’s composite shell rotor along with the motor/
generator unit are assumed to be placed into a sealed vacuum cham-
ber, which provides serious problem with heat transfer, produced by 
rotor losses [20]. The main parameters of the flywheel prototype giv-
en for two different shell material variants (see Table 1) are collected 
and presented in Table 2.

3.1. Flywheel design

The flywheel shell composite material data are collected and pre-
sented in Table 1. The advanced composite materials were selected to 
reduce cost as much as possible and achieve desired performances. 
During performed simulations, two variants of proposed materials 
were considered. in both cases, the most important factor was resist-
ance against to stress, deformation of the material, radial displace-
ment, and the rotor strength for wide range of rotational speeds. Par-
ticularly, the composite material properties for the both considered 
variants A and B can be found in datasheets.

Fig. 2. AMB flywheel configuration as electromechanical energy storage de-
vice

Fig. 1. Power system interconnection

Table 1. Summary of different variants of materials for composite rotor

variant A variant B

carbon fibre without impregnation impregnated with 
resin (CFRP)

fiberglass type ECR type S

aluminium 6060-T6; 7020 6082-T6; 7075-T6

steel E590K2; 1.4034 E590K2; 1.4122

POM C H

magnet neodymium sintered neodymium tied W4

Table 2. Summary of the results of calculations for various variants of 
composite rotor

variant A variant B

mass [kg] 25.56 24.01

volume [m3] 0.01 0.01

density [kg/m3] 2496.20 2344.67

outer radius [mm] 136 136

inner radius [mm] 84 84

height [mm] 256 256

moment of inertia 
[kg⋅m2] 0.29 0.27

rotation speed [r/min] 15 000 30 000 15 000 30 000

linear speed [m/s] 213.52 427.04 213.52 427.04

the angular velocity 
[rad/s] 1570 3140 1570 3140

angular acceleration 
[rad/s2] 26.17 52.33 26.17 52.33

torque [Nm] 7.68 15.35 7.21 14.42

power [KW] 12.06 48.2 11.32 45.3

kinetic energy [MJ] 0.36 1.46 0.34 1.36
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in the meantime, preliminary studies were performed with 
associated with the power of the motor/generator, the stored ki-
netic energy and torque. The results are shown in Table 2. 

As we can see mechanical properties of both variants of the 
materials are similar. Design and stress analysis of both mate-
rial sets are needed to determine the maximum energy densities 
and shape factors of the flywheel rotor. in particularly, usage 
of the material will be undertaken after material stress calcula-
tions results for the desired rotational speed range.ic Figure 3a 
presents the AMB rotor and Figure 3b shows the flywheel with 
composite shell designed in SolidWorks.

4. System modelling

In this section, the simulation models of photovoltaic (PV)-
array and uPS flywheel are presented. The calculations and 
simulations results are given according to PV‒array measured 
characteristics, long-cycle time response of charging and dis-
charging of the PV‒flywheel, and structural calculations of the 
composite rotor for desired rotational speed range. modelling 
of the PV‒flywheel system integration was realized using Mat-
lab/Simulink software. Simulink/Simscape tools and libraries 
are used to create a virtual model of the system dynamics. mod-
elling of composite rotor and structural calculations were made 
using SolidWorks. 

4.1.1. Simulation model and calculation results

The photovoltaic panels model is created using tools from 
the Simscape library. The PV model presents photovoltaic array 
and allows determining connection method (series or parallel). 

moreover,  this model also allows to determine the photovoltaic 
panel’s parameters (Fig. 4). The main parameters were chosen 
based on the PV datasheets. The PV simulation model enables 
to change default parameter for more suitable by the user (user-
define).

The PV model also allows conducting a preliminary study 
of the whole photovoltaic solar system. For example, this pre-
liminary study includes current and power of PV system due 
to voltage and temperature change. These results are presented 
in Fig. 5, where given relations between voltage vs power, and 
voltage vs current provide useful information about PV system 
performances.

Another analysis according to PV parameter design is given 

for luminescence and temperature response in the time-domain. in 
particularly, the PV‒array model block contains two inputs: Ir – light 
intensity, and T - temperature. The first parameter, light intensity, al-
lows to simulate changes of the weather conditions and cycle of day 
and night. Second parameter represents temperature which allows in-
creasing performance of the simulation. in our case, for the selected 
PV system, the designed reference of Ir and T are plotted in Fig. 6. 

In case of the PV power system modelling, which consists of 
the AMB flywheel, the sufficient model of electric motor/generator 
is performed. We considered the motor/generator model and signals 

Fig. 3. SolidWorks models: a) AMB rotor, b) composite shell flywheel 

Fig. 4. PV‒array model block settings

Fig. 6. Designed PV array input signals

Fig. 5. Preliminary study of PV‒array

a) b)
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connections with the flywheel core parameters (i.e. moment of inertia, 
angular speed, etc.). Simulink/Simscape library was used to design 
dynamic model of the electric motor/generator. however, this motor/
generator model should be fully compatible with other system compo-
nents. Particularly, the model contains control system which enables 
the bypass control logic inverter. The model block of PM synchronous 
motor drive (with major parametrization presented in Fig. 7) gives the 
ability to configure the motor parts as well as allows to configure the 
control system. PM synchronous motor drive includes the ability to 
work as generator. 

The motor/generator dynamics are given as result of following 
governing equations:
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where:  – inductances in q and d axes respectively,  – resistance of 
the stator windings,  – currents in q and d axes,  – voltages in q and d 
axes,  – angular velocity of the rotor,  – amplitude of the flux inducted 
by the permanent magnets of the rotor in the stator phases,  – number 
of pole pairs,  – electromagnetic torque. 

The model of the entire system composed of the motor/generator 
dynamics eqs. (5‒7), all mentioned components and signal blocks al-

low to provide control system simulation. in this simulation the refer-
ence input values such as illumination and additional measurement 
blocks are used to analyse the correctness of operation of the system.

The whole simulation model is presented in Fig. 8, and total 
amount of elements is divided into two subsystems: photovoltaic 
model (Fig. 8a) and PM synchronous motor/generator (Fig. 8b). Main 
parts of the PV model are: PV array, system diodes and universal 
bridges, and as well as designed models of electric signals measure-
ments. The outputs of the photovoltaic solar system (Fig. 8a) are con-
nected to the inputs of the PM motor (Fig. 8b). The model of motor/
generator includes both electric and mechanical signals measurements 
and control as torque,  rotational speed, etc.

4.2. Simulation results 

Simulation of the PV‒flywheel system should be performed for 
two time different periods. The short period about 10 sec and long pe-
riod representing a complete cycle of operation. due to the long‒time 
simulation and large amount of computer memory needed to analyse 
the data received during of the simulation is limited to 120 sec, where 
5 sec for each represents a time unit (120/5=24 hours as a day/night 
cycle). During the simulation mode, the motor/generator is charged 
regularly every 10 sec, in order to investigate effects of charging and 
discharging of the system. The obtained results for long-time simu-
lations as system outputs: torque, rotational speed and currents, are 
presented in Fig. 9. 

As shown in Fig. 9, visible changes in the timing of positive to 
negative values indicate charging/discharging modes of the motor/
generator operations. These modes provide significant drops in fly-
wheel speed.

Fig. 8. Simscape model of PV‒ flywheel storage system: a) photovoltaic sys-
tem

Fig. 8. Simscape model of PV‒ flywheel storage system: b) PM synchronous 
motor/generator

Fig. 7. Dialog window with motor configuration 
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The current time responses (Fig. 9) prove that motor/generator 
operation is stable at the acceleration moments of  the flywheel. in 
the simulation model the PV‒flywheel is connected simultaneously to 
the power grid. Therefore, during the simulation of the photovoltaic 
panels operation is not possible to see any loses due to changes in 
light intensity. The PV-array generated output voltage waves for fixed 
time-window is presented in Fig. 10. 

4.3. Structural calculations of flywheel shell

in this section, the shell structural calculations were carried 
out for the material variants A and B using SolidWorks. The radial 
stress results for maximum rotational speed 60 000 rpm are given 
in Fig. 11.

Figure 12 presents the SolidWorks cross section view of normal 
stress distribution in X axis. Based on obtained results given in Fig. 
11 and Fig. 12, one can conclude, that in case of material A the  maxi-
mum stress value is much less compared with material B. The maxi-
mum stress values are obtained for the flywheel rotational speed limit 
and equals 1 760 MPa and 2 310 MPa for shell material sets A and B 
respectively. Based on the stress distribution (Fig. 11 and 12) we can 
predict how much each shell of material set-ups A and B will expand 
in the radial direction.

The simulation calculations given in Fig. 11 show also that the 
variant A is a better option than B. The maximum value of stress for 

Fig. 9. Graph obtained by long-time simulation with charging and discharg-
ing of the PV‒flywheel

Fig. 10. Voltage waves generated by the photovoltaic panels at zoom

Fig. 11. SolidWorks results for normal stress in X axis: a) material A, b) 
material B

 Fig. 12. SolidWorks cross section view of normal stress distribution in X axis: 
a) material A,  b) material B

b)

a)

b)

a)
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material B is higher, and their scope is larger compared with material 
A. 

Next, simulation results are given according to radial stress 
versus rotational speed (Fig. 13 and Fig. 14). 

in addition, after exceeding 25 000 r/min there is a sudden increase 
in the value of stress, and the flywheel variant A is deformed, while 
material set-up B remains the same, see Fig. 12a.. This is caused by 
lower ratio of tensile strength of the materials used in the embodiment 
A. The simulation show good cooperation between the photovoltaic 
system and electromechanical uninterruptable power supply.

5. Experimental investigations

In this section the AMB flywheel pre-prototype and its experi-
mental results are given according to energy storage investigations. 
The proposed AMB flywheel is designed and fabricated during the 
research grant [18]. 

The flywheel energy storage system (FeSS) is designed to run in 
vacuum and is supported on low-energy controlled active magnetic 
bearings (AMBs). The total storage energy capacity is approx. 5 MJ 
which is achieved at the maximum rotational speed equal to 20 000 
rpm. Total mass of the  rotor with the composite shell equal to 150 
kg. Two integrated synchronous (3 pole pairs and 3 phases) motors/
generators of total 100 kW power density are performed to operate the 
flywheel. These motor/generators’ cores consists of lamination sheets 
and permanent magnets mounted on outer rotor. motor/generators are 
controlled by electronic inverters using the FPgA controllers. The fly-

wheel ratio of the moments of inertia Iz/Ix equal to 2.28/5.75 kgm2. 
The position control of the 5 dOF (degree of freedom) flywheel is 

realized by active magnetic bearings in the closed-loop configuration. 
The low bias-current Pd control algorithm with anti-wind up filter is 
realized. each of the radial magnetic bearing has 8 electromagnets 
which are connected to 4 pairs in serial configuration. The magnetic 
bearings parameters are presented in Table 3.

The radial AMB of pre-prototype flywheel is given in Fig. 15. The 
flywheel rotor radial and axial displacements are measured by using 5 
eddy-current proximity sensors. The axial bearing (thrust bearing) car-
riers the weight of the rotor. The radial and axial AMBs are supplied 
by controlled 10-chanells current PWM amplifiers. The maximal cur-
rent of the AMB is equal to 10 A. The flywheel-rotor position digital 
control system is realized in the real time. The control algorithm was 

Fig. 13. Radial stress vs rotational speed in the X axis

Fig. 14. Axial stress vs rotational speed in the Z axis

Fig. 15. Radial AMB of flywheel pre-prototype

Fig. 16. Energy storage vs flywheel rotational speed range 

Table 3. Parameters of the AMBs

parameter radial AMBs axial AMB

nominal width of air gap 0.4 mm 0.7 mm

bias current 5 A 5 A

maximum current 10 A 10 A

number of coils 8 2

displacement stiffness 2.6e6 N/m 9.1e6 N/m

current stiffness 208 N/A 1.2e3 N/A
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implemented in digital signal processor (dSP) dSpace. The sampling 
frequency of the AMBs controllers equal to 10 khz. For more details 
of AMB flywheel configuration please refers to [11, 12, 18]. 

For given flywheel mass and moment of inertia, the calculated 
total energy storage characteristic is given in Fig. 16.

A stable levitation of the FeSS rotor was achieved successfully. 
The measured results of total AMB currents and control command sig-
nal are shown in Fig. 17. The mean value of total current supplied to 
the radial AMBs is about 2 A, where thrust AMB operates at 5.55 A. 

Next results are given for flywheel operation at angular speed of 5 
300 rpm. The measured currents in one radial AMB bearing are given 
in Fig. 18. Also, Fig. 18 presents the current command and flywheel-
rotor displacement signals. In this case, AMB output currents oscillate 
around the bias current with the absolute amplitude up to 2.5 A. The 
obtained currents waves are caused by the flywheel-rotor unbalance. 
however, in spite of rotor unbalance and disturbances caused by the 
flywheel energy charging and discharging, the stable flywheel opera-
tion is achieved successfully. Thus, measured total consumed power 
during the AMB flywheel operation is below 0.4 kW.

6. Conclusions

In this paper, a PV‒flywheel integration system for household 
purposes has been designed and investigated. Photovoltaic systems 
suffer from the memory effect, which significantly increases the cost 
of exploitating such systems. This report has shown that the use of 
alternative magazines, such as an electromechanical flywheel, signifi-
cantly reduces operating costs, proving that solutions of this kind are 
advantageous, and eliminates the memory effect occurring in the com-
mon energy reserve. Due to smooth cooperation of electromechanical 
flywheels and photovoltaic systems, integration of these devices is not 
a major problem. integration of the photovoltaic system is possible for 
each type of uninterruptable power supply; however, in some cases it 
may be unprofitable. Surroundings of photovoltaic panels, such as tall 
buildings or trees, were not taken into account during designing of the 
installation, but they can affect the performance of the actual system. 

In order to obtain an efficient system for household purposes with 
high energy densities and high energy power, the combination of a 
composite flywheel integrated with a photovoltaic system is required. 
designing of this system includes: PV parameter calculations, design 
and strength computations of the flywheel, and integration. 

Fig. 17. AMB currents during the flywheel stand-alone 

Fig. 18. AMB currents during the flywheel operation at 5 300 rpm  
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1. Introduction

The track running systems enable movement of heavy ve-
hicles on unpaved and rough terrain, snow-covered, marshy or 
swampy surfaces, as well as overcoming natural or artificial barri-
ers [5, 7, 28]. This is possible by distributing the vehicle mass on 
greater surface which causes significant drop in unit pressure, in-
crease in adherence of a vehicle and achieving greater driving force. 
The systems also improve quality of operation and maneuvering  
a vehicle in the difficult terrain conditions by reducing the rolling re-
sistance and the tendency of a vehicle to sink.

The track is a closed band girding wheels and rolls of the track 
running system on the circumference of which four zones can be 
distinguished: the upper one rolled over tension rollers, the retaining 
one cooperating with the ground, since it determines the size of the 
resulting driving force necessary for the motion of the vehicle, and 
the two inclined ones contained between one of the support wheels 
and the drive wheel, as well as the carrier wheel and the directional 
wheel [5, 28]. The track chain bears all forces, vertical, longitudinal 
and transverse, appearing in contact of a vehicle with foundation. Due 
to the construction the metal, rubber-metal and elastomer tracks can 
be distinguished.

The elastomeric tracks are designed on the principle of the inner 
chain created by links responsible for carrying the drive from the driv-
ing wheel and preventing sliding the track off [5, 7, 28]. Additionally, 
the track is reinforced with steel cord sunk in elastomer creating the 
tread pattern aimed at stiffening the structure, maintaining its proper 
deflection and giving the proper resistance to tensile forces.

The cord is a structure composed of strands created by several 
intertwined individual wires. The cord may also be the strand itself 
made of several wires [3, 11, 16, 19, 20]. individual wires have diam-
eters from 0,15 to 0,38 mm, are produced as brass or zinc plated wires 
and have the following properties [16, 18, 19, 20]:

very high dynamic module, –
high stiffness, –
high strength, –
low creep capacity, –
high compressive modulus, –
dimensional stability, –
high resonance frequencies. –

Wires designated for production of steel cord reinforcing tracks 
are manufactured from unalloyed pearlitic steel. The pearlitic steels 
containing from about 0,70 to 0,95% c belong to the group of unal-
loyed steels of the quality class designated for cold drawing or roll-
ing [1-3, 8, 11, 18, 20]. Their chemical composition and mechani-
cal properties are in compliance with the Pn-en 10323:2006 (u) 
standard [12]. As standard the steel wires for cord are characterised 
with tensile strength within the range of 2573 to even 4116 MPa  
[11, 16]. 

One of the problems widely discussed in the subject literature is 
cracking of the pearlitic steel subjected to plastic working and during 
its operating [4, 18, 10, 14, 16]. The problem is the more serious that 
it concerns many industrial branches where the steel cord is applied 
and therefore it has been the subject of years of research conducted in 
numerous scientific centres all over the world [14, 25, 26, 31]. 

dominika gRygIeR

the impact of operation of elastomeric track chains 
on the selected properties of the steel cord wires

wpływ eksploatacji gąsienic elastomerowych 
na wyBrane własności drUtów stalowego kordU*

The track running systems enable movement of heavy vehicles on unpaved and rough terrain, snow-covered, marshy or swampy 
surfaces, as well as overcoming natural or artificial barriers. The important structural component of the elastomeric tracks is a 
steel cord sunk in the elastomer creating the tread with the purpose of stiffening the structure, maintaining its proper deflection 
and giving the adequate resistance to tensile forces. The results of the studies presented in the work have shown that operation of 
the elastomeric track chains in conditions where they are continuously exposed to contact with foundation, frequent braking and 
bumping against roughness lead to damage of the steel cord material and a change in its mechanical properties.

Keywords: elastomeric track, cord, pearlitic steel.

Gąsienicowe układy bieżne umożliwiają poruszanie się ciężkich pojazdów po powierzchniach nieutwardzonych oraz w trudnym 
terenie, zaśnieżonym, bagnistym lub grząskim, a także pokonywanie przeszkód naturalnych i sztucznych. Ważnym elementem 
konstrukcyjnym gąsienic elastomerowych jest stalowy kord, zatopiony w elastomerze tworzącym rzeźbę bieżnika, ma on na celu 
usztywnienie konstrukcji, zachowanie jej właściwego ugięcia oraz nadanie odpowiedniej odporności na siły rozciągające. Wyniki 
badań prezentowanych w pracy wykazały, że eksploatacja gąsienic elastometrowych w warunkach, w których narażone są na cią-
głą styczność z podłożem, częste hamowanie oraz uderzenia w nierówności prowadzi do uszkadzania materiału stalowego kordu 
i zmiany jego własności mechanicznych.

Słowa kluczowe: gąsienica elastomerowa, kord, stal perlityczna.

gRygIeR d. the impact of operation of elastomeric track chains on the selected properties of the steel cord wires. eksploatacja i niezawod-
nosc – Maintenance and Reliability 2017; 19 (1): 95–101, http://dx.doi.org/10.17531/ein.2017.1.13.
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2. Purpose and object of the tests

The elastomeric track chains of mini excavators are exposed dur-
ing operation to continuous contact with base, frequent breaking and 
numerous strokes against roughness. Such working conditions may 
lead to damaging the material of the steel cord constituting stiffen-
ing of the track structure and, as a consequence, to a change in its 
functional properties. The results of questionnaires conducted among 
Lower Silesian companies of general building have shown that the 
average life of the elastomeric tracks applied in mini excavators is 
about 825 moto-hours, and the most frequent cause of their damage is  
rupture of the steel cord resulting in breaking continuity of the tread 
(Fig. 1). 

The fractographic tests of wires from the defective steel cord per-
formed using the scanning electron microscope have shown the pres-
ence of surfaces indicating for fatigue character of the damage (Fig.2). 
The fatigue part of the fracture was smooth with the characteristic 
fatigue striae arranged almost parallel to the direction of crack devel-
opment. The fracture origin was localised at the external edge of the 
wire, i.e. in the area of the highest accumulation of the complex oper-
ating stresses. At the external circumference of the wire fractures the 
immediate zone of the plastic character and the expanded surface to-
pography were visible. Thus, the results of those analyses have shown 
that damages were not created as a result of the operating overload of 
the tracks, but as a result of another factors causing decrease in the 
fatigue strength in the cord wires. 

The research results presented in the work aimed to determining 
the impact of the elastomeric track operation in general purpose mini 
excavators on structure and selected mechanical and technological 
properties of the pearlitic steel applied to the wires of their cord.

The fatigue strength of steel wires greatly depends on metallurgi-
cal purity of the material, and especially on content of oxygen, sili-
con and sulphur. Presence of non-metallic inclusions in steel strongly 
decreases the fatigue resistance as it is around the impurities that the 
strong accumulation of stresses appear leading in effect to component 
cracking [1, 4, 11, 16, 20].

According to golis [16] the maximum permissible content of non-
metallic inclusions in unalloyed pearlitic steel of the D75, D78, D80 
and D83 grades designated for production of cord wires should not 
exceed the size of the standard No. 2 according to eN 10247:2007 
standard. The non-metallic inclusions, especially including those of 
minimum plasticity such as oxides or brittle silicates, cause lowering 
of the wire ductility hindering the technological processes. Presence 
of the inclusions constitutes the main reason for lowering the degree 
of the material deformation. 

The research performed by zelin [30] have shown that as a result 
of elastic deformations preceding the permanent plastic deformation 
of the material, the horizontal micro delamination of the single la-
mellae of cementite takes place. The changes were observed both, 
at tension and twisting of the wires. in the course of increasing the 
applied force the coalescence of the created micro delaminations fol-
lows and the cracking propagation resulting with decohesion of the 
whole component. 

Sauvage and ivanisenko [21, 22, 29] have shown that the cause 
of cracking of pearlitic steel subjected to plastic working is segre-
gation of carbide precipitations at the phase boundaries. The studies 
have confirmed the theory earlier described by gridnev and gavriluk 
[15, 17, 20], according to which as a result of plastic deformation 
the carbon atoms occupy vacancies appearing in the cementite lat-
tice, increasing by that the concentration of carbon atoms at the phase 
boundary ferrite-cementite and, as a consequence, resulting in 
brittleness of those structures. Both teams have shown the sim-
ple relation between the degree of plastic deformation and the 
susceptibility of the pearlitic steel to cracking. The deformation 
increase is accompanied by increase in the density of lattice de-
fects and thus  the intensity of carbide segregations at phase 
boundaries increases.

The structural analysis performed by izotov et al. [23, 24] 
have unequivocally shown that cracking of the cementite la-
mellae follows as a result of dislocations pile-up at the phase 
boundary between ferrite and cementite precipitations. As a re-
sult of the applied force the movement of edge dislocations in 
the ferrite precipitation follows, as well as dislocation of crystal 
fragments over the slip planes and because the fact that each 
ferrite lamella has different crystallographic orientation the dis-
locations are crossing at the cementite lamellae initiating finally crea-
tion of microcracks. The studies have confirmed the earlier literature 
reports, the works of langeford, Wilson, embury and Fisher [12, 13, 
31] indicating that in the course of plastic deformation of pearlitic 
steel it is just on the cementite lamellae that the strongest concentra-
tion of lattice defects appears which, in the consequence is the cause 
of cracking of these structural components.

The different theory explaining the mechanism of cementite la-
mellae cracking was presented by Languillaume et al. [27]. According 
to his research, as a result of plastic pearlite deformation the  uncon-
trolled, very strong increase in energy at the contact of both phases 
takes place, i.e. in the inter-lamellar spaces of pearlite. The observed 
increase in energy leads to thermodynamic destabilisation of cement-
ite resulting in cracking of its lamellae. The results of this research 
have been confirmed many times by the other research teams includ-
ing Danoix and Sauvage [9, 29, 31].

Fig. 1. Defective elastomeric track coming from mini excavator model 8018 CTS from 
JCB. Visible fragment of the steel cordu, which punched the layer of rubber and 
led to damaging the tread (see arrow)

Fig. 2. Microscopic image of fatigue fracture of the wire coming from the 
track shown in Fig. 1. Visible smooth fatigue zone and the IMMEDI-
ATE ZONE of the expanded surface topography. SEM
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The object of the 
research were two 
elastomeric track 
chains of the 332/
L5153  type coming 
from mini excavators 
from JCB, model 8018 
cTS (Fig. 3). The test-
ed tracks were differ-
ing with the degree of 
wear, the track No. 1 
was the new sample, 

without operation, and the track No 2 was the sample in the after-
operation state used for the general building for the period of 1228 
moto hours.

For evaluating the impact of elastomeric track operating on 
structure and the selected mechanical properties of pearlitic steel the 
wire samples of d = 0,3 mm diameter were collected from the steel 
cord. macroscopic tests of the type of the applied reinforcement have 
shown that in all tracks 36 lines of the steel cord appear arranged in 

two parallel layers of 18 lines each (Fig. 4). each of the  cord lines 
is built of 7 identical strands of 0,9 mm diameter. One of them is a 
core on which the remaining strands are wrapped in the form of one 
layer (Fig. 5). A line of the cord is wrapped in the right direction. All 
strands are built of 12 wires of 0,3 mm in diameter and consist of one 
convolution wire and two layers wrapped. The strand is made with 
wrapping in the left direction.

For microscopic tests in the etched and non etched states the 
nIKOn eClIPSe MA200 light microscope with the nIS elements 
BR software was used, and the observations were conducted at mag-
nification from 100x to 1000x. The observations of microstructures of 
the tested steel were performed also with application of the JeOl JSM 
6610A scanning electron microscope at magnifications from 1000× to 
10 000×. in course of the studies the accelerating voltage of 15 and 
25 kVW was used. The observations were conducted in the material 
contrast using the Se detectors.

hardness measurements of the specimens were performed with 
the Vickers method with the use of the MMT-X3 micro hardness me-
ter in conditions complying with the Pn-en ISO 6507-2:1999 stand-
ard. The measurement time was 15 s and the load was 500 g. 

The static tensile test was performed in conditions compliant with 
the Pn-en ISO 6892-1:2010 standard. The tests were performed at 
the MTS 858 Mini Bionix type testing machine. The specimens were 
made of wire of the initial measurement length L0 = 100 mm. The 
tensile tests were performed with constant stretching rate control-
led by the rate of straining (method A according to the standard) and 
amounting to eLc = 0,0067 1/s until the rupture. The basic strength 

properties of the material were determined: the tensile strength 
Rm and  necking z. 

Analysis of technological properties involved the test of uni-
directional turning and the test of bidirectional contraflexure of 
wires taken from the cord. The test of unidirectional turning was 
performed in conditions compliant with the Pn-ISO 7800:1996 
standard, which is the trial aimed at determining suitability of 
the material to the production processes. it involves turning the 
loaded wire around its own axis in one direction until rupture 
of the specimen. The tested specimens had length in accordance 
with the Pn-ISO 7800:1996 standard and the applied load did 
not exceed 2% of the nominal load breaking the wire. 

The trial of bidirectional contraflexure according to Pn-
ISO 7801: 1996 is applied to determining the resistance of 
wires to plastic deformations. it involves multiple bidirectional 

contraflexure of a specimen by the angle of 90° around rolls of di-
ameters defined in the Pn-ISO 7801: 1996 standard. Both tests were 
performed with constant rate until fracture, the measurements were 
performed in the ambient temperature. 

3. The test results

The macroscopic tests of the track No. 1 have shown that the 
contact surface of the track with foundation was ideally flat and the 
remnants of the production process were observed at surface of the 
trade in the form of linear shoulders (Fig. 6). edges of the tread of the 
tested track were ended sharply and walls of the segments were uni-
form. material of which the tested component was made was uniform 
and did not show symptoms of ageing and thickness of the tread was 
about 47 mm.

The macroscopic tests of the track No. 2, in the after-operating 
condition have shown that it bears significant traces of wear resulting 
from utilizing of the machine. At its working surface many changes 
and damages resulting from direct contact with hard basement have 
been observed (Fig. 7). edges of the tread were significantly rounded, 
which influences the decreased traction of the machine during maneu-
vering in the slushy terrain. Another trace of operating were losses 
in the form of  ripped pieces of rubber as well as cuts and undercuts 

Fig. 5. Schematic diagram of the steel cord shown in Fig. 3, visible seven 
strands of 0,9 mm in diameter.

Fig. 3. Mini excavator model 8018 CTS from JCB, from which the tested elas-
tomeric tracks came

Fig. 4. Schematic diagram of the steel cord shown in Fig. 3, visible seven strands of 0,9 
mm in diameter
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of the tread. The 
most important, 
and at the same 
time the most dan-
gerous, symptom 
of the track wear 
were visible trans-
verse cracks cre-
ated as a result of 
maneuvering the 
vehicle around its 
own axis at the 
hard, e.g. concrete 
or asphalt surface. 
The surface of the 
tested track was 
porous and borne 
the traces of rubber 
ageing, its thick-
ness amounted to 
about 40 mm.

 microscopic 
observations of the 

material of the tested wires performed in the non-etched state have 
shown presence of large amount of non-metallic inclusions, mainly 
in the form of oxides. The impurities were distributed punctually and 
appeared in the number from the standard 3 to 4 according to the eN 
10247:2007 standard, which, according to the subject literature data 
[11, 16, 20] exceeds the maximum permissible content of non-metallic 
inclusions in the pearlitic steel designated for production of cord wires 
(Fig. 8 and 9). Fatigue strength of steel wires is greatly dependent on 
metallurgical purity of the material. Presence of that large number of 
non-metallic inclusions, especially in the form of brittle oxides, may 
cause lowering of material ductility making the technological proc-
esses difficult, and in particular cases leading even to cracking of the 
wires during operation.

The microscop-
ic tests have shown 
that all the tested 
wires, according 
to recommenda-
tions of the Pn-
eN 10323:2005 
(u) standard, were 
made of the un-
alloyed pearlitic 
steel and the ap-
plied cold drawing 
process disabled 
achieving the high 
degree of plastic 
deformation of 
the 80–90% row 
(Fig. 10 and 11). 
The initial micro-
scopic tests have 
not shown signifi-
cant differences in 
the structure of the 
tested samples but further observations with application of the scan-
ning electron microscopy have shown the clear influence of operating 
on structure of the tested material (Fig. 12 and 13). Results of the 
microstructure analysis have shown that during operation of the track 
chain the material of steel cord is destroyed.  Presence of numerous 
structure discontinuities oriented in line with the plastic working of 
the material was observed caused by presence of non-metallic inclu-
sions in the tested materials (Fig. 13). 

Results of these studies have confirmed the golis theories [16] 
on negative impact of non-metallic inclusions on strength of the cord 
wires, as well as the theory of zelin [30] indicating that the main cause 
of cracking of the pearlitic steel subjected to operating are micro dela-
minations created between the cementite lamellae. The obtained results 

Fig. 6. The elastomeric track No. 1, the non-operated specimen. There are no 
cracks and damages at its surface, the tread edges are sharp and the 
segment walls are uniform, Visible remnants ot the  production process 
in the form of  linear shoulders

Fig. 8. Material of the cord wire from track No. 1,  
visible oxide non-metallic inclusions in the 
quantity equal to the standard 3 according 
to the PN-64/H-04510 standard. Non-etched 
state. Longitudinal section. LM

Fig. 9. Material of the cord wire from track No. 2,  
visible oxide non-metallic inclusions in the 
quantity equal to the standard 4 according 
to the PN-64/H-04510 standard. Non-etched 
state. Longitudinal section. LM

Fig. 7. The elastomeric track No. 2, the specimen in the after-operating state 
through the period of 1228 working hours. Numerous cracks and dam-
ages visible at the surface, the tread edges are significantly rounded 
and the tread is porous
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have shown that around impurities the material discontinuities are cre-
ated capable of exceeding the critical size of the defect and causing the 
wire cracking. The process can have the following course:

micropores are created at plastic deformation around non-me- –
tallic inclusions,
at proceeding the plastic deformation the micro pores grow and  –
approach each other, 
when the bridges between pores become narrow they are break- –
ing in sequence,
as a result of micro bridges breaking the coalescence of dis- –
continuities follows in the direction perpendicular to the acting 
load,
as a result of discontinuities coalescence the pores created  –
around the non-metallic inclusions reach the size of the critical 
defect at which the cracking develops unstably and leads to the 
fatigue damage of a component.

The results of strength tests have shown that the structure discon-
tinuities observed in the microscopic tests significantly influence the 
mechanical and technological properties of wires (Table 1). The effect 
of operating the elastomeric track, the specimen No. 2, is clear drop 
in strength properties of the wires of its cord. The tensile strength 
for the wire sample coming from the cord of the non-operated track 
no. 1 amounted to about 3430 MPa, and for the wire sample coming 
from the track no. 2 – 2050 MPa. The material is less tough, which 

results from the fact, that during the static tensile test the discontinui-
ties located around the  non-metallic inclusions grow in the perpen-
dicular direction to the acting load and accelerate destruction of the 
wire sample.

At the same time, it has been observed in the results of the strength 
tests that the plasticity of the material increased. The narrowing from 
the value of 15% for the new specimen increased to 18% for the 
specimen in the after-operating state. The narrowing in the operated 
specimen is most probably related not to the increase in the material 
plasticity but with annihilation of material discontinuities observed in 
the microscopic tests.

The significant decrease in hardness of the material from after-
operating specimens also seems interesting. The measurements have 
been performed for materials collected directly from the track cord. 
hardness for the wire sample from the new track was equal to 742 
hV0,5, and for the wire sample from the after-operating track it 
dropped to the value of about 621 hV0,5 (Table 1). The hardness 
drop can be explained by presence of discontinuities in the structure 
of the tested wires. increase in the material porosity directly converts 
to decrease in hardness. 

As a result of the performed technological trials of unidirectional 
torsion and bidirectional contraflexure of the tested wires it has been 
found that the increase in necking observed in the previous tests on the 
operated specimens definitely is not related to increase in plasticity of 
the material (Table 2). The plasticity of the material clearly drops, 
the number of turns in the torsion test falls from 171 to 84, and the 
number of contraflexures in the test decreases from 103 to the value of 
38. Thus, this confirms the assumption that the increase of necking  in 
the operated specimen is not related to the improvement in plasticity, 
but is a result of annihilation of the created material delaminations.

      4. Conclusions

in the recent years the ever growing demand 
is observed for the fast and reliable transport 
means additionally characterised with large load-
ing capacity. Pneumatic tires for cars, delivery 
trucks lorries, busses and agricultural or mining 
machines, or the specialist building equipment 
cannot be further reinforced with yarn, viscose or 
nylon. For strengthening tyres, track chains, con-
veyor belts, as well as the pressure hoses the high 
resistance wires made of unalloyed pearlitic steels 

Fig. 10. Microstructure of the wire sample com-
ing from cord of the new track No. 1. Vis-
ible strong material deformation texture 
amounting to about 90%. Longitudinal 
section. LM

Fig. 11. Microstructure of the wire sample com-
ing from cord of the new track No. 2 Vis-
ible strong material deformation texture 
amounting to about 80%. Longitudinal 
section. LM

Fig. 12. Microstructure of the wire sample coming 
from cord of the track No. 1, not operated. 
Visible strong material deformation texture 
created as a result of cold drawing. Longitu-
dinal section. SEM

Table 1. Results of mechanical properties measurements for the tested 
wire samples. 

SAMPLE Rmśr [MPa] Zśr [%] HVśr 0,5

WIRE FROM THE TRACK NO. 
1 CORD 3430 ± 100 15 ± 2 742 ± 20

WIRE FROM THE TRACK NO. 
2 CORD 2050 ± 100 18 ± 2 621 ± 20

Table 2. Results of the technological trials on the tested wires.

SAMPLE
AVERAGE NUMBER OF  

ROTATIONS IN THE 
TORSION TEST

AVERAGE NUMBER OF 
CONTRAFLEXURES IN THE 

FLEXING TEST

WIRE FROM THE TRACK NO. 
1 CORD 171 ± 10 103 ± 10

WIRE FROM THE TRACK NO. 
2 CORD 84 ± 5 38 ± 5
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are currently applied. unfortunately, one of the problems widely dis-
cussed in the subject literature is cracking of the pearlitic steels during 
the operating. 

Results of the fractographic tests of the defective track chain have 
shown that frequent breakage of the steel cord wires continuity in the 
general building practice is not the result of its improper operation. 
The fatigue character of the fracture should not be attributed to the 
way and time of operation but directly from the metallurgical quality 
of the cord wire material. 

There is plenty of theories describing causes of pearlitic steel crack-
ing during operation. According to golis [16], the fatigue strength of 
the cord wires is greatly dependant on the degree of contamination 
of the material with non-metallic inclusions, and particularly on the 
content of oxides, silicates and sulfides. The Author clearly indicates 
that the maximum permissible content of non-metallic inclusions in 
the unalloyed pearlitic steel of the D75, D78, D80 and D83 grades 
designated for production of cord wires must not exceed the size of 
the standard No. 2, according to the eN 10247:2007 standard.

microscopic observations of the cord wire material coming from 
the tested track chains performed in the non-etched state have shown 
the presence of large number of non-metallic inclusions, mainly in 
the form of oxides. The impurities were distributed punctually and 
appeared in quantities from the standard 3 to 4 according to the en 
10247:2007 standard. At the same time, results of further  microscopic 
analysis have shown that during operation of the tracks the material of 
the steel cord  is clearly eroding. The presence of numerous structure 

discontinuities was observed and the detailed  microscopic analysis 
has shown that around the brittle oxides precipitations the micro pores 
are created, which with the progress in plastic deformation are grow-
ing and approach to each other reaching the ever growing sizes.

in the work of zelin  [30] it can be read that as a result of the elas-
tic deformations the horizontal micro delaminations of the individual 
cementite lamellae are created. During operation the cord wires are 
subjected to the complex state of stresses in the elastic range, which 
explains the fact, that the observed structure discontinuities were ori-
ented in parallel to the cementite lamellae arranged in bands. 

The consequence of the observed structural changes in the ma-
terial of the tested cord wires was the significant decrease in the 
strength and technological properties. The drop in the tensile strength 
resulted from the fact, that during the static tensile test the disconti-
nuities located around the non-metallic inclusions are growing in the 
perpendicular direction to the acting load and after reaching the size 
of the critical defect accelerate damage of the wire sample. The same 
relationship explains the results of the technological tests of unidirec-
tional torsion as well as bidirectional contraflexure. Results of both 
trials indicate for a decrease in the material plasticity as a result of 
its operating, which is the consequence of annihilations of the de-
scribed material discontinuities. The decrease in hardness can also be 
explained by presence of discontinuities in the structure of the tested 
wires. The longer the  material was subjected to operation the poros-
ity of the material was growing, translating directly to the decrease in 
its hardness. 
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1. Introduction

During their operation machine parts can be exposed to varying 
loads and, at the same time, to sliding or rolling contact with mating 
components. This leads to the fatigue of material of these parts and 
their surface wear. 

One of the methods for improving operational properties of ma-
chine parts is the use of shot peening. A variant of dynamic burnish-
ing, this process consists in impacting a surface with shot in the form 
of round steel, glass or ceramic particles. This impact leads to the 
hardening of the surface layer and the production of compressive re-
sidual stresses. The results of numerous studies demonstrate that the 
application of shot peening significantly increases the fatigue life of 
shot peened parts [2, 4, 16, 19]. This increase mainly results from the 
presence of compressive residual stresses in the surface layer of the 
workpiece. The findings of tests conducted by the positron annihila-
tion method demonstrate that the distribution of residual stresses is 
connected with evolution of crystalline structure defects concentra-
tion [20]. As in the case of static burnishing, the effect of shot peen-
ing greatly depends on the properties of material subjected to shot 
peening, workpiece shape, geometrical structure of the surface prior 
to shot peening, tool design and technological parameters [5, 9, 18].

The geometrical structure of surface and physical properties of the 
surface layer affect the wear of interacting parts exposed to sliding or 
rolling [7, 10]. Wear, described as a process of changes in the surface 
layer of  interacting solids, leading to mass decrement or permanent 

strain of the surface of these solids, can be caused by different factors, 
and thus can have different characteristics [6, 8, 11].

A more wear-resistant surface can be produced by subjecting it 
to static or dynamic burnishing. The application of some burnishing 
methods enables forming lubricant-accumulating cavities on the sur-
faces of frictionally interacting components. The results of studies on 
wear resistance of slide bearings demonstrate that the forming of a 
helical groove on the pin surface results in decreased wear [15]. high-
er wear resistance, a lower friction factor and higher seizure resistance 
can be obtained by the application of oscillating burnishing that ena-
bles formation of a suitable system of lubricating microgrooves [13]. 
The presence of oil-accumulating cavities on the interacting surfaces 
has a positive effect on lubrication but, on the other hand, leads to an 
increase in unit pressure. it was found that seizure resistance depends 
on the distribution of lubricant-accumulating cavities and their shape 
[3]. in shot peening, the impact of shot impacting a surface leads to 
formation of microcavities which can serve as ”lubricant reservoirs.” 
The geometrical structure of surface formed during shot peening can 
also lead to the occurrence of adhesive ”attachments” [14].

Wear leads to changes in properties of the surface layer of inter-
acting components, which can affect their fatigue life. examples of 
kinematic nodes in which interacting components are exposed to tri-
bological wear and fatigue of material due to varying loads are given 
in the work [17]. There are few studies which examine wear and fa-
tigue life at the same time. The study [1] reports the results of wear 
and fatigue life of titanium alloys used for biomedical implants, while 
the work [12] investigates the effect of various methods of thermal 
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kazimierz zALeSkI

the effect of viBratory and rotational shot peening 
and wear on fatigUe life of steel 

wpływ kUlkowania wiBracyjno – rotacyjnego i zUżywania stali 
na trwałość zmęczeniową*

The paper reports the experimental results of investigation of the effect of tribological wear of C45 steel specimens subjected to 
grinding and vibratory and rotational shot peening on their fatigue life.  The study also investigated the effect of wear on surface 
roughness and the distribution of residual stresses in the surface layer of the tested specimens. Counterspecimen pressure on the 
specimen was variable during the wear process. Fatigue life was investigated on a specially constructed test stand enabling cyclic 
bending of the tested specimen. It was found that increasing the counterspecimen pressure leads to an increase in surface rough-
ness and fatigue life as well as generates undesired residual stresses. The negative effects of tribological wear were more visible 
for the specimens subjected to grinding than for those which were exposed to vibratory and rotational shot peening.

Keywords: vibratory and rotational shot peening, wear, surface roughness, residual stresses, fatigue life.

W pracy przedstawiono wyniki badań doświadczalnych wpływu zużywania tribologicznego próbek ze stali C45, szlifowanych oraz 
kulkowanych wibracyjno – rotacyjnie, na trwałość zmęczeniową. Badano też wpływ zużywania na chropowatość powierzchni oraz 
rozkład naprężeń własnych w warstwie wierzchniej badanych próbek. Parametrem zmiennym w procesie zużywania był nacisk 
przeciwpróbki na próbkę. Trwałość zmęczeniową badano na specjalnym stanowisku, umożliwiającym cykliczne zginanie badanej 
próbki. Stwierdzono, że ze wzrostem nacisku przeciwpróbki następuje pogorszenie chropowatości powierzchni, ukształtowanie 
mniej korzystnych naprężeń własnych oraz zmniejszenie trwałości zmęczeniowej. Negatywne skutki zużycia tribologicznego bar-
dziej widoczne są dla próbek szlifowanych niż dla kulkowanych wibracyjno – rotacyjnie.

Słowa kluczowe: kulkowanie wibracyjno – rotacyjne, zużycie, chropowatość powierzchni, naprężenia własne, 
trwałość zmęczeniowa.
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and thermochemical treatment on the fatigue life and friction factor 
of Ti-6Al-4V alloy.

A survey of the literature reveals that previous research on the 
effect of vibratory and rotational shot peening on fatigue life did not 
take account of changes in surface layer properties caused by tribo-
logical wear during operation of the tested parts. The aim of this study 
is to determine the combined effect of vibratory and rotational shot 
peening and wear during sliding friction on the fatigue life of tested 
specimens.

2. Methodology

The experiments were performed on ring-shaped specimens 
made of annealed c45 steel and described by the dimensions given 
in Fig.1a. The chemical composition of the examined steel was as 
follows: carbon – 0.44%, manganese – 0.57%, silicon – 0.23%, phos-
phorus – 0.02%, sulfur – 0.03%, chromium – 0.18%, nickel – 0.25%, 
copper – 0.10%, iron – other. To ensure required surface accuracy, the 
specimens were subjected to grinding. 

The external surface of prepared specimens was subjected to 
vibratory and rotational shot peening on a test stand which is sche-
matically illustrated in Fig. 2. The specimens 6 are fixed on a rotating 
mandrel 3, its bearings mounted in the walls of a working chamber 2. 
The working chamber is set into vibration by a vibrator 1 driven by an 
electric motor 10. The working chamber 2 contains shot (loose steel 
balls) 5 which is fed into it after removing a lid 4. Due to vibration 
of the working chamber, the shot 5 collides with the external surface 
of the specimens 6. The uniformity of treatment of the entire external 
surface of the specimens 6 is ensured by rotation of the mandrel 3, 

wherein the specimens are fixed. The mandrel 3 receives power from 
an electric motor 9 via a reducer 8 and an elastic coupling 7. 

The technological parameters of the vibratory and rotational shot 
peening process were maintained constant at:

vibration frequency of the vibrator,  – ν = 7 hz,
vibration amplitude of the vibrator,  – a = 60 mm,
time of shot peening,  – t = 20 min, 
shot diameter,  – dk = 6 mm,
rotational velocity of the workpiece,  – nk = 1.5 rev/min. 

Specimens subjected to grinding with vibratory and rotational 
shot peening were exposed to tribological wear on a test stand, the 
schematic design of which is shown in Fig. 3. A specimen 1 was fixed 
to a spindle 2 rotated with a velocity n. The external surface of the ro-
tating specimen 1 was put under load of a counterspecimen 5 mounted 
in a chuck 6. counterspecimens, the shape and dimensions of which 
are given in Fig. 1b, are made of cast iron en-gJl-hB195. The pres-
sure on the counterspecimen was applied by means of a lever 4 loaded 
using weights 3. The force F was changed by changing the weight of 
the weights 3.

The results of preliminary experiments helped determine the 
conditions for performing tribological tests.  The constant parame-
ters were the tangential velocity of the specimen, v = 0.586 m/s, and 
the friction path, s = 10584 m. The counterspecimen pressure on the 
specimen was variable and  set to p1 = 1.92 MPa and p2 = 3.73 MPa. 
lubrication was done using the hIPOl gl4 oil. Prior to the prin-
cipal research, the specimen and counterspecimen were subjected to 
lapping. Following the wear, mass decrement in the specimens was 
measured (by comparing the difference in specimen mass prior to and 
after wear).

Worn and unworn specimens were divided into two batches. One 
was used for examining surface layer properties, the other – for com-
parative analysis of fatigue life. The surface layer was examined with 
respect to surface roughness (Ra parameter) and the distribution of 
residual stresses. The surface roughness parameter Ra was measured 
using the Surtronic 3+ roughness measuring instrument manufactured 
by Taylor hobson. A selection of specimens was also subjected to 
3D topography examination made using the T8000Rc 120-140 de-
vice manufactured by hommel – etamic. The distribution of resid-
ual stresses was determined by mechanical method (measurement of 
strains after removal of subsequent layers of specimen material) using 
nitric acid solution etching.

The next stage of the study involved determination of the fatigue 
life of worn and unworn specimens after both vibratory and rotation-
al shot peening and grinding. Fatigue life tests were performed on 
the test stand illustrated in Fig. 4. Prior to the tests, the specimens 

Fig. 1. Shape and dimensions of specimen (a) and counterspecimen (b)

Fig. 2. Schematic design of the stand for vibratory and rotational shot peen-
ing tests: 1 – vibrator, 2 – working chamber,  3 – rotating mandrel, 
4- lid, 5 – shot, 6 – specimen, 7 – elastic coupling, 8 – reducer, 9 – elec-
tric motor supplying power to mandrel, 10 – electric motor supplying 
power to vibrator

Fig. 3. Schematic design of a device for testing tribological wear: 1 – speci-
men, 2 – spindle, 3 – weights, 4 – lever, 5 – counterspecimen, 6 – 
chuck
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were cut in order to remove a part of the ring in the specimen. 
Thereby prepared specimens were fixed in chucks 3 and 5. The 
motion of a connecting rod 1 generated by a lever 2 led to bend-
ing of the specimen 4. The testes were conducted at a constant 
amplitude of specimen strains. Fatigue life was 
measured as the number of contraflexures until 
specimen failure. 

each test was repeated seven times. Based 
on the results, mean and standard deviations 
were calculated. 

3. Results

The investigation of surface rough-
ness and residual stresses was conducted on 
specimens subjected to grinding and those 
subjected to grinding with wear as well as 
on specimens subjected to vibratory and ro-
tational shot peening and those subjected to 
shot peening with wear.

The results of the surface roughness pa-
rameter Ra after grinding and after grinding 
with wear are illustrated in Fig. 5. The diagram gives mean values 
of the Ra parameter and the error columns show standard devia-
tions. The wear of the ground specimens exposed to a pressure of 
1.92 MPa led to a slight increase in Ra (by approx. 30%), while 
the wear at a pressure of  3.73 MPa led to a significant increase 
in surface roughness – the Ra parameter increased almost by three 
times (Fig. 5). 

Fig. 6 shows the specimen surface topography after grinding 
while Fig. 7 shows the specimen surface topography following grind-
ing with wear. One can notice visible marks of surface wear, particu-
larly following wear under a pressure of 3.73 MPa.

The application of vibratory and rotational shot peening to the 
surface subjected to grinding led to decreasing surface roughness by 
approx. 30% (Fig. 8). The wear of shot peened surfaces had an insig-
nificant effect on surface roughness. Wear at a pressure of 1.92 MPa 
resulted in a slight decrease in surface roughness, while wear under 
a pressure of 3.73 MPa led to a slight increase in surface roughness 
amounting to 37%.

Fig. 9 illustrates the specimen surface topography after shot peen-
ing whereas Fig. 10 shows the topography after shot peening and 
wear. The surface exposed to shot peening reveals the presence of 
microcavities produced due to the impact of shot (Fig. 9). As can be 
seen in Fig. 10a, the shot peening with wear at a pressure of 1.92 MPa 

Fig. 4. Schematic design of a device for fatigue life tests: 1 – con-
necting rod, 2 – lever, 3 – left chuck, 4 – specimen, 5 – 
right chuck

Fig. 5. Surface roughness parameter Ra after grinding (G), grinding with 
wear under pressures 1.92 MPa (G+W1) and  3.73 MPa (G+W2)

Fig. 7. Specimen surface topography after grinding with wear: a) pressure 1.92 MPa, b) pressure 
3.73 MPa

Fig. 6. Specimen surface topography after grinding

Fig. 8. Surface roughness parameter Ra shot peening after  (SP), shot peen-
ing with wear under pressures 1.92 MPa (SP+W1) and  3.73 MPa 
(SP+W2)
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did not cause total removal of the microcavities from the specimen 
surface. In contrast, the wear at a pressure of 3.73 MPa resulted in 
complete removal of microcavities while the traces of wear are more 
visible compared to the surface after wear under a smaller pressure  
(Fig. 10b).

The results demonstrate that balls impacting the specimen surface 
in vibratory and rotational shot peening form microcavities on the 
specimen surface where oil is accumulated during wear.  The presence 
of oil reduces the direct impact of counterspecimen on the specimen, 
which has a positive effect on specimen surface roughness.

The distributions of residual stresses in the surface layer of 
the tested specimens are shown in Figs. 11 and 12. After grind-

ing, the tensile residual stresses reach up to ap-
prox.  90 MPa and, at a depth of 0.13 mm, they 
change into compressive stresses. The wear of 
ground specimens at a pressure of 1.92 MPa 
resulted in a decrease in the tensile residual 
stresses, both their values and the depth of their 
location, while increasing the pressure to 3.73 
MPa led to an over two-time increase in the ten-
sile residual stresses (Fig. 11).

The application of vibratory and rotational 
shot peening led to formation of compressive 
residual stresses in the surface layer, with a 
maximum (absolute) value of about 300 MPa, at 
a depth of about 0.4 mm (Fig. 12). The wear of 
specimens subjected to shot peening at a pres-
sure of 1.92 MPa did not cause any significant 
changes in the distribution of residual stresses, 
while in the specimens put under a pressure of 
3.73 MPa, the compressive residual stresses de-

creased, particularly at the surface. 
The increase in the tensile residual stresses in the specimens 

subjected to grinding and the decrease in the compressive residual 
stresses in the shot peened specimens due to wear at a pressure of 3.73 
MPa can result from a larger amount of heat released during wear at 
higher pressures. 

Fig. 13 illustrates the mass decrement due to wear of the speci-
mens subjected to grinding and shot peening. One can observe a 
higher mass wear of the specimens subjected to grinding compared 
to shot peened specimens. This can be attributed to improved lubri-
cation of the surface after grinding and, perhaps, to the hardening 
of the surface layer due to shot peening. The specimen wear also 
depends on the pressure exerted by the counterspecimen, which can 
particularly be observed in the case of specimens subjected to grind-
ing (increase in pressure from 1.92 MPa to 3.73 MPa increases wear 
by three times).

Figs. 14 and 15 show the effect of wear on the fatigue life of 
specimens subjected to grinding and shot peening. The results reveal 
a positive effect of vibratory and rotational shot peening on fatigue 
life (over a three and a half increase compared to the ground speci-
mens). The wear at a pressure of 1.92 MPa had little effect on fa-
tigue life (it slightly decreases after the wear of specimens subjected 
to grinding), whereas increasing the counterspecimen pressure on 
the specimen to 3.73 MPa led to a significant decrease in its fatigue 
life – by 51% in the case of ground specimens, and by – 18% in the 
case of shot peened specimens. The decrease can be attributed to a 

Fig. 9. Specimen surface topography after vibratory and rotational shot peening 

Fig. 10. Specimen surface topography after vibratory and rotational shot peening with wear: a) pressure 
1.92 MPa, b) pressure 3.73 MPa 

Fig. 11. Distribution of residual stresses σ at depth g in specimens exposed to 
grinding (G), grinding with wear at pressures 1.92 MPa (G+W1) and 
3.73 MPa (G+W2)

Fig. 12. Distribution of residual stresses σ at depth g in specimens ex-
posed to shot peening (SP), shot peening with wear at pressures 
1.92 MPa (SP+W1) and  3.73 MPa (SP+W2)
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less desired distribution of residual stresses and increased surface 
roughness. These undesired changes in the surface layer properties 
occur to a lesser extent in the shot peened specimens, which leads to 
their longer fatigue life.

4. Conclusions

The experimental results led to formulation of the following con-
clusions: 

The tribological wear of c45 steel specimens due to the effect 1. 
of sliding on cast iron counterspecimens at a pressure of 3.73 
MPa causes undesired changes in properties of the surface lay-
er, which results in decreased fatigue life of these specimens.

The deterioration in the surface layer properties and the de-2. 
crease in fatigue life are more visible for the specimens sub-
jected to grinding with wear than for those subjected to shot 
peening. 
As for the specimens exposed to wear at a counterspecimen 3. 
pressure of 1.92 MPa, we can observe a slight decrease in the 
fatigue life of specimens subjected to grinding, while the wear 
of specimens subjected to shot peening does not significantly 
affect their fatigue life. 
Vibratory and rotational shot peening leads to a higher fatigue 4. 
life of both parts which are not exposed to tribological wear 
and, to a higher degree, parts which are exposed to the wear 
process. 
Vibratory and rotational shot peening also increases tribo-5. 
logical wear resistance of parts. The changes in geometrical 
structure of the specimen surface exposed to shot peening 
help accumulate oil between the surfaces of interacting com-
ponents, which leads to a smaller mass decrement of these 
components. 

The practical significance of the investigated problem stems from 
the fact that machines contain numerous components which are ex-
posed to fatigue and tribological wear at the same time. The applica-
tion of vibratory and rotational shot peening in the manufacturing of 
such components, a process which leads to formation of lubrication-
improving microcavities on workpiece surface and generation of re-
sidual stresses, has a positive effect on operational life of such com-
ponents. 

Fig. 14. Number of contraflexure cycles N until specimen failure after grind-
ing (G), grinding with wear at pressure 1.92 MPa (G+W1) and at 
pressure 3.73 MPa (G+W2)

Fig. 15. Number of contraflexure cycles N until specimen failure after shot 
peening (SP), shot peening with wear at pressure 1.92 MPa (SP+W1), 
and at pressure 3.73 MPa (SP+W2) Fig. 13. Mass decrement um after grinding with wear at pressures 1.92 MPa 

(G+W1) and 3.73 MPa (G+W2) and after shot peening with wear at 
pressures 1.92 MPa (SP+W1) and 3.73 MPa (SP+W2)

References

1. Boehlert C.J, Cowen C.J, quast J.P, Akahori T, niinomi M. Fatigue and wear evaluation of Ti-Al-nb alloys for biomedical applications. 
material Science and engineering c 2008; 28: 323-330, http://dx.doi.org/10.1016/j.msec.2007.04.003.

2. Carvalho A.l.M, Voorwald h.J.C. Influence of shot peening and hard chromium electroplating on the fatigue strength of 7050-T4751 
aluminum alloy. international Journal of Fatigue 2007; 29: 1282-1291, http://dx.doi.org/10.1016/j.ijfatigue.2006.10.003.

3. galda l, dzierwa A, Sep J, Pawlus P. The effect of oil pockets shape and distribution on seizure resistance in lubricated sliding. Tribol lett 
2010; 37: 301-311, http://dx.doi.org/10.1007/s11249-009-9522-7.

4. Korzynski M, dzierwa A, Pacana A, Cwanek J. Fatigue strength of chromium coated elements and possibility of its improvement with ball 
peening. Surface & Coatings Technology 2009 dec; 204(5): 615-620, http://dx.doi.org/10.1016/j.surfcoat.2009.08.049.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 2017 107

sciENcE aNd tEchNology

5. Kulakowska A, Kukielka l, Kukielka K, Malag l, Patyk R, Bohdal l. Possibility of steering of products surface layer properties in burnishing 
rolling process. Applied Mechanics and Materials 2014; 474: 442-447, http://dx.doi.org/10.4028/www.scientific.net/AMM.474.442.

6. lawrowski Z. Tribologia. Tarcie, zużywanie i smarowanie. Warszawa: PWn, 1993.
7. leśniewski T, Krawiec S. Wpływ twardości stalowych materiałów ślizgowych na ich zużycie. Tribologia 2004; 3: 237-245.
8. Maruda R.W, Feldshtein e.e, legutko S, Królczyk g.M. Improving the efficiency of running-in for a bronze-stainless steel friction pair. 

Journal of Friction and Wear 2015 nov; 36(6): 548-553, http://dx.doi.org/10.3103/S1068366615060082.
9. matuszak J, zaleski k. edge states after wire burnishing of magnesium alloys. Aircraft engineering and Aerospace Technology: An 

international Journal 2014; 86(4): 328-335, http://dx.doi.org/10.1108/AeAT-09-2012-0155.
10. Matuszewski M, Styp-Rekowski M. Wpływ kierunkowości struktury geometrycznej powierzchni na intensywność zużywania par ciernych. 

Tribologia 2007; 2: 469-477.
11. Michalczewski R, Piekoszewski W, Szczerek M, Tuszynski W. The lubricant-coating interaction in rolling and sliding contacts. Tribology 

international 2009; 42: 554-560, http://dx.doi.org/10.1016/j.triboint.2008.05.001.
12. Morita T, Keita A, Chuji K. effect of combination treatment on wear resistance and strength of Ti-6Al-4V alloy. Material Science & 

engineering A 2014; 618: 438-446, http://dx.doi.org/10.1016/j.msea.2014.09.042.
13. Przybylski W, hochschulz R. Technologia wytwarzania mikrorowków na powierzchni tarcia łożysk ślizgowych przez nagniatanie oscylacyjne. 

Tribologia 1999; 5: 625-638.
14. Rudawska A. Selected aspects of the effect of mechanical treatment on surface roughness and adhesive joint strength of steel sheets. 

international Journal of Adhesion and Adhesives 2014; 50: 235-243, http://dx.doi.org/10.1016/j.ijadhadh.2014.01.032.
15. Sep J, Pawlus P, galda l. The effect of helical groove geometry on journal abrasive wear. Archives of Civil and Mechanical engineering 

2013; 13: 150-157, http://dx.doi.org/10.1016/j.acme.2013.01.001.
16. Sledz M, Bak l, Stachowicz F, Zielecki W. Analysis of the effect of shot peening on mechanical properties of steel sheets used as screener 

sieve materials. International Symposium on dynamic deformation and Fracture of Advanced Materials (d2FAM2013). Journal of Physics 
Conference Series; 2013 Sep (451) loughborough univ.

17. Sosnovskiy l.A, Bogdanovich A.V, yelovoy O.M, Tyurin S.A, Komissarov V.V, Sherbakov S.S. Methods and main results of tribo-fatigue 
tests. international Journal of Fatigue 2014; 66:207-219, http://dx.doi.org/10.1016/j.ijfatigue.2014.04.006.

18. Zaleski K, Blawucki S. evaluation of the effectiveness of the shot peening process for thin-walled parts based on the diameter of impressions 
produced by the impact of shot media. Advances in Science and Technology. Research Journal 2015; 9(26): 77-82.

19. zaleski k. The effect of shot peening on the fatigue life of parts made of titanium alloy. eksploatacja i Niezawodnosc maintenance and 
Reliability 2009; 4(44): 65-71.

20. Zaleski R, Zaleski K, gogol M, Wiertel M. Positron annihilation study of aluminum, titanium and iron alloys surface after shot peening. 
Applied Physics A 2015; 120: 551-559, http://dx.doi.org/10.1007/s00339-015-9214-0.

kazimierz zaleski
department of Production engineering
Mechanical engineering Faculty
Lublin university of technology
ul. nadbystrzycka 36, 20-618 Lublin, Poland
e-mail: k.zaleski@pollub.pl



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 2017108

Article citation info:

(*) tekst artykułu w polskiej wersji językowej dostępny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl

1. Introduction

The design and modification of the tracked vehicle suspension 
system is now supported with the vehicle motion numerical simula-
tions based on the principles of multibody dynamics. Such analyses 
make it possible to reduce experimental testing costs and shorten the 
time of the new product commercialization. in terms of the vehicle 
motion nature simulation, it is essential to take account of the impact 
of the track on the suspension system as this enables precise selection 
of the suspension components. 

A conventional tracked vehicle suspension system incorporates 
not only metal elements but also bushings made of rubber or other 
materials [17]. The material diversity of subassemblies and the vehi-
cle operation time make it difficult to determine the forces acting in 
the track segments. A change in parameters describing the phenomena 
occurring in this area (cf. Fig. 1) has a direct effect on the performance 
of the vehicle entire suspension system.

The system properties are also affected by the track wear 
level, which is difficult to assess. Depending on the manufactur-
er, the track service life is estimated at the level of about 2000 
km. The environment of the track system operation is another 
significant factor. For example, high air dustiness increases the 
intensity of wear [9]. 

According to [2], the forces occurring in the track system 
can be identified through testing carried out on a test stand. A 
method of the track tension determination in real time is pre-
sented in [14]. The method finds application in active suspen-

sion systems. identification of the properties of damping elements 
of the tracked vehicle suspension with the use of neural networks is 
presented in [21, 22].

Sankar et al. [20] and dhir & Sankar [7] developed a model for 
dynamic simulation of tracked vehicles with independent suspension, 
offering the possibility of using linear or nonlinear characteristics of 
spring and damping elements. A numerical simulation in the time do-
main makes it possible to improve the crew’s comfort and safety by 
observing the suspension system performance. in [18], optimization 
of the suspension system spring elements is taken into consideration, 
adopting the criterion of minimization of the driver’s seat vertical 
acceleration values during 8-hour exposure to vibrations. gregory 
M. hulbert et al. [10] developed a method of the rocker design op-
timization using characteristics of the forces acting on the suspen-
sion node which are obtained from the vehicle simulation. in [16], 
the methodology of modelling hybrid drive systems and elements of 
the tracked vehicle suspension is presented. choi et al. [6] present the 
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The material diversity of subassemblies making up the tracked vehicle suspension system and the system wear level make it 
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Zróżnicowanie materiałowe podzespołów wchodzących w skład gąsienicowego układu jezdnego oraz stopień jego zużycia wpły-
wają na trudność określenia wartości sił działających w tym układzie. W artykule poprzez zastosowanie metody optymalizacji al-
gorytmami genetycznymi, przedstawiono sposób dostosowania parametrów modelu układu zawieszenia szybkobieżnego pojazdu 
gąsienicowego. Przeprowadzono badania doświadczalne ruchu pojazdu, w celu wyznaczenia charakterystyk wielkości kinema-
tycznych wybranych punktów układu, które zostały przyjęte jako referencyjne. W rezultacie przeprowadzonych analiz otrzymano 
wyniki symulacji numerycznych, które zestawiono na wykresach i porównano z wynikami badań doświadczalnych. W końcowym 
etapie na podstawie przyjętego kryterium określono wartości tłumienia w amortyzatorach pojazdu.
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Fig. 1. Physical model and parameters describing forces in the track system
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method of modifying a four-wheeled armoured vehicle suspen-
sion to maximize the vehicle post-firing mobility, minimizing 
the driver’s seat vertical acceleration at the same time. Issues 
related to the control of rotary shock-absorbers in the tracked 
vehicle suspension, aiming to improve the vehicle stabilization 
efficiency, are presented in [12]. The basic sources of dynamic 
loads acting on combat vehicles, resulting from off-road riding, 
firing the cannon, being hit by the enemy’s projectile or the ef-
fect of explosives, are presented in [19]. The methodology of 
the tracked vehicle modelling using multibody dynamics simu-
lations is applied in [13], where results of a numerical analy-
sis performed in the LmS Virtual.Lab motion environment are 
presented and compared to experimental testing results. The 
assessment of the conditions of comfort of persons carried in 
selected special vehicles is presented in [11]. A failure to meet 
the criteria concerning the human body exposure to vibrations 
caused by the vehicle motion may lead to serious perception 
disturbances and hinder the crew’s performance. In [3] a model 
is presented of controlling an active suspension system using 
the linear quadratic Regulator (lqR) technique to improve the 
crew’s comfort. Report [15] makes a survey of the functional-
ity of the vehicle motion modelling software using multibody 
dynamics simulations, where functions of programs facilitating 
the tracked vehicle model construction, together with the pos-
sibility of conducting an analysis taking account of the ground 
deformability, are described. 

The authors of this paper put forward a method of estimating pa-
rameters describing the track system operation based on genetic algo-
rithms and taking account of the vehicle kinematic quantities recorded 
during experimental tests. The issues presented herein comprise an 
analysis of the impact of contact forces in kinematic pairs between 
the track segments and of the effect of the track tension degree real-
ized by the setting of the tensioning wheel. The final part of the paper 

presents the criterion for selecting optimum damping values of shock-
absorbers installed in the vehicle under consideration (cf. Fig. 2).

2. Experimental testing

The aim of experimental tests of the vehicle passage over a field 
obstacle was to determine the trajectory of markers on the vehicle 
body (on the sprung mass). The tests resulted in characteristics of lin-
ear displacement, velocity and acceleration in points located on the 
body and marked as shown in Fig. 3.

The tests were carried out using a prototype of the PT-91 Twardy 
vehicle. The photogrammetric method of image recording was ap-
plied using a PhAnTOM V9.1 high-speed wide-angle lens camera. 
The vehicle mass during the experimental tests totalled 42600 kg esti-
mated based on the lack of any equipment elements.

The tests included instances of passage over an obstacle (cf. Fig. 
4) attacked by the vehicle with both tracks at the same time. The 
proposed variant of passing over the obstacle is used to identify the 

track system parameters. The obstacle geometry is created based on 
existing elements of a track intended for long-distance testing that 
will be the subject of further analyses in this respect. The tests were 
conducted at the vehicle speed of 4, 8 and 13 km/h. For statistical 
purposes, each run was repeated three times. example results of the 
testing are presented and compared to the results of numerical analy-
ses in section 5.

3. Tracked vehicle mathematical model

Based on geometrical data and mass-inertia 
parameters, a tracked vehicle model was con-
structed using the multibody dynamics simu-
lation method implemented in the ADAmS 
package. The model takes account of the track 
system, the suspension subassemblies connect-
ed by kinematic pairs, spring and damping ele-
ments as well as the vehicle deflection limiters 
(Fig. 5).

The dynamics of multibody systems in the 
mSc ADAmS environment is modelled by de-
fining the coordinates of kinematic bodies and 
the type of kinematic constraints, as well as 
specifying mass-inertia parameters and param-

eters of contact between the system elements. moreover, the com-
putation process parameters are declared, such as: integration step, 
simulation time, initial velocity, etc. 

The vehicle model is simplified by taking account of the longitu-
dinal plane of symmetry. it is made of 118 non-deformable elements 
connected to each other by kinematic pairs into a kinematic chain.

The system theoretical mobility is determined using the grübler-
Artobolevsky formula for spatial systems:

 ( )
5

1
  6  6T i

i
W k i p

=
= − −∑  (1)

where:
Wt – system theoretical mobility,
k – number of moving kinematic bodies,
pi – number of i-th class kinematic bodies.

Fig. 2. Flowchart of works performed within the paper

Fig. 4. Obstacle geometry (a) and location on the testing site (b)

Fig. 3. On-vehicle marker location (X, Y); A (-3347, 587), B (-1445, 620), C (0, 0)
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Substitution of respective values gives the following result:

 6*118 5*18 4*2 3*3 601TW = − − − =  (2)

The vehicle model created by means of the multibody dynamics 
simulation method requires a definition of generalized coordinates:

 q q q qn= + + +[ ]1 2 ...  (3)

Kinematic bodies are limited by constraint equations which can 
be written as follows:

 ( ) ( ) ( ) T
1 1 n nq, t q , t , , q , tΦ … Φ=     (4)

The motion equation written in the first-order lagrangian formal-
ism can be expressed using the following vector notation:

 Mq + q
T

 Φ λ = q  (5)

where:
q – location vector,
q̈ – acceleration vector,
m – mass matrix,
Φq – matrix of partial derivatives,
λ – column matrix of lagrange multipliers,
q – vector of generalized forces.

considering the transformations resulting from the occurrence of 
velocity constraints expressed as local coordinates γ =( )Φqq  in the 
equations, the expressions making up a system of the first-order la-
grangian equations can be presented in the following form:

 m q qq
T

q

−


















 =











Φ

Φ 0



λ λ
  (6)

The presented equations of the system motion constitute a system 
of differential-algebraic equations composed of first-order differen-
tial equations with an independent variable in the form of time and 
algebraic constraint equations. The system of equations is determined 
through numerical integration, i.e. the solution is found with set ac-
curacy at discrete time instants. The most popular numerical integra-
tion method in the mSc ADAmS software package is based on the 
backward difference formula (the gear algorithm). A detailed descrip-
tion of the mathematical model and of the methods of computing the 

vehicle kinematics and dynamics mechanisms 
applied in the mSc ADAmS software can be 
found in [1].

4. Estimation of the model param-
eters

One of the factors that have an impact on 
dynamics and the suspension system efficiency 
is the force acting on the vehicle wheels, which 
results from the track tension. The track tension 
is adjusted by changing the tensioning wheel 
position. it is also important to take account 
of the track wear, which is mainly due to the 
wear of rubber elements affecting the system 
performance.

Apart from the tensioning wheel setting, the track system proper-
ties within the model are described by the following quantities: linear 
stiffness and linear damping as well as torsional stiffness and torsional 
damping of the track segment links (cf. Fig. 1).

The results obtained from experimental testing were used to ad-
just the tracked vehicle model parameters. For this purpose, an origi-
nal in-house program was developed that couples simulations of the 
tested vehicle runs to the genetic algorithm included in the matLab 
program optimization module. The program flowchart is presented 
in Fig. 6. The genetic algorithm efficiency is highly dependent on its 
objective function, being the index of the model behaviour similarity 
compared to the real object.

There are many statistical indices defining the degree of the mod-
el similarity to empirical data. in this paper, an analysis is applied of 
correlations needed to construct the objective function by specifying 
the correlation coefficients.

The correlation between two random variables X and y is a 
measure of the force (level) of the linear relation between the vari-
ables [8]:

 
X y

cov(X,y) ρ =
σ σ  (7)

where covariance of variables X and y occurs in the numerator:

 ( ) [ ]X ycov X,y e (X y ))= − µ − µ  (8)

Fig. 5. Kinematic diagram of the PT-91 vehicle suspension: a) torsion bar; b) rocker; c) rocker – shock-
absorber link; d) rotary vane damper; e) ground wheel; f) torsion bar socket

Fig. 6. Program flowchart
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where:
µX and µy – arithmetic means of X and y within the population,
σX ,σY  – standard deviations of variable X and y.

Coefficient ρ is included in the interval 1 ;1− . If ρ = 0, the vari-
ables are non-correlated. If ρ = −1, regression lines exhibit a negative 
inclination, which means that negative correlation is found. If ρ=1, the 
reverse is the case, which means that correlation is positive [8].

The correlation coefficient described above was used to determine 
the index of similarity between the curves illustrating changes in lin-
ear displacement of the markers on the model body obtained from 
simulations and those obtained by means of video recording of the 
vehicle test run. 

Markers A and B on the vehicle body (cf. Fig. 3) were used to 
compare the model to the experiment result.

Next, a column matrix was defined of design variables and inter-
vals thereof which enable carrying out the simulation computation 
process and which are consistent with the design technological de-
terminants:

 { }1 2 3 4 5x  x ,  x ,   x ,  x ,   x=  (9)

where:

 [ ]1 gl gl x  k ,      k  1.0e 5 ;1 .0e 9= ∈ + +  (10)

 [ ]2 g  g  x k k 10; 1.0e 5,ϕ ϕ= ∈ +   (11)

 [ ]3 gl gl x b ,    b  1 ;1 .0e 6= ∈ +
 

(12)

 [ ]4 g  g  x b b 1; 1.0e 5,ϕ ϕ= ∈ +  (13)

 [ ]5 kn kn x x ,    x  5590.0 ;  5550.0= ∈ − −  (14)

where:

kgl – linear stiffness of the track segment link 
N
m
 
  

kgφ – torsional stiffness of the track segment link 
Nm
rad

 
  

bgl – linear damping coefficient of the track segment link 
N*s
m

 
  

bgφ – torsional damping coefficient of the track segment link 
Nm*s

rad
 
  

xkn – tensioning wheel setting [mm]

The estimation process using the optimization procedure was car-
ried out based on the simulation of the vehicle run over the obstacle 
with the speed of 4 km/h. The objective function was defined in the 
form of the arithmetic mean of correlation coefficients of vertical dis-
placement of markers A and B:

 ( )( ) ( )( )y t y t
2

A Bρ + ρ
Ψ =  (15)

where:
yA(t) – marker A vertical displacement,
yB(t) – marker B vertical displacement,

The following optimization parameters were established:
population size = 40,• 
stop criterion: number of generations = 30.• 

The calculations gave the following values of the design vari-
ables:

 gl
Nk 2.676e 7 
m
 = +   

 (16)

 g
Nmk 6.257e 3
radϕ

 = +   
 (17)

 gl 
N*sb 1.0e 4 
m

 = +   
 (18)

 g
Nm*sb 7.74e 3

radϕ
+= 
  

 (19)

 kn x  5563 [mm]= −  (20)

5. Testing results

The numerical and experimental results are shown and compared 
to each other in the charts below. The charts present curves illustrat-
ing time-dependent changes in the vehicle body displacement, veloc-
ity and acceleration in relation to the global system of coordinates.  

The presented curves were plotted for the run speed of 13 km/h. The 
correlation coefficients of marker A and marker B vertical displace-
ment – ρ(yA(t)) and ρ(yB(t)) – in the case of the model are 0.94 and 
0.87, respectively. 

Fig. 7. Curves illustrating time-dependent changes in vertical displacement 
of marker A

Fig. 8. Curves illustrating time-dependent changes in vertical displacement 
of marker B
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The velocity characteristics obtained by means of numerical 
simulations demonstrate high convergence with the experiment, both 
qualitatively and quantitatively. The maximum velocity values for 
points A and B are found at the level of 0.6 and 0.8 m/s, respectively. 
in this case, instantaneous acceleration reaches the value of 6 m/s2. 

6. Selection of the shock-absorber damping values
The tracked vehicle model treated as a dynamic system ena-

bles an analysis of characteristics such as transfer function or fre-
quency curves.

The two characteristics are dependent on the properties of the sys-
tem itself, but they are independent of the kind of the input functions 
applied thereto. in practice, the suspension optimal parameters are 
selected using methods of the statistical theory of springing, which 
involves determination of numerical characteristics of the road and 
off-road bumps distribution, such as the mean value, variance or 
standard deviation. The measured terrain samples are then classified 
into groups. An example classification may be the effect of the di-
vision of the terrain irregularities (with respect to specific standard 
deviation for example) into groups such as roads with slight irregu-
larities, dirt roads and very bumpy roads. Owing to that, it is possible 
to generate a random function describing the terrain profile. There are 
studies concerning determination of numerical characteristics of the 
irregularity distribution of terrains for which special vehicles are de-
signed. however, their findings are not disclosed to the public. There-
fore, a method was put forward [4] of the damping value selection 
through an analysis of the variance of the body longitudinal inclina-
tions Ψ=var[φ(t)] at a specific input function acting on the vehicle 
depending on its velocity [4]. 

For this purpose, an input function model was used in the form 
of a field obstacle as presented in Fig. 3. Analyses were conducted of 
the developed vehicle model in variants taking account of the change 
in the speed of the vehicle attack on the obstacle and the change in 
the damping value in shock-absorbers. each simulation lasted 15 s. 
in every case, velocity ranged from 5 to 55 km/h and the simulations 
were performed with the step of 5 km/h. The analyses were conducted 
for different values of the damping coefficient, according to the vari-
ants listed in Table 1.

Based on that, the velocity-dependent vehicle body variance of 
longitudinal inclinations Ψ=var[φ(t)] was determined (cf. Fig. 13). 

Analysing the results, it can be observed that the variance of the 
body longitudinal inclinations illustrated by curve 4 is low for the 
entire range of the velocities under analysis. however, the damping 
value selection is also dependent on the vehicle purpose and determi-
nation of the velocity criterion for which the vehicle should exhibit 
smaller variance of the body longitudinal inclinations [5].

7. Conclusions
The photogrammetric method made it possible to obtain results in 

the form of curves illustrating changes in displacement, velocity and 
acceleration of selected points of the tracked vehicle suspension body, 
which constituted the basis for verification of the assumptions adopted 
in the modelling process. The data obtained in this way were used for 

Fig. 13. Curves illustrating variance of the vehicle body longitudinal inclinations 
depending on the vehicle velocity for different damping values

Fig. 9. Curves illustrating time-dependent changes in marker A velocity in the 
vertical direction

Fig. 10. Curves illustrating time-dependent changes in marker B velocity in 
the vertical direction

Fig. 12. Curves illustrating time-dependent changes in marker B acceleration 
in the vertical direction

Fig. 11. Curves illustrating time-dependent changes in marker A acceleration 
in the vertical direction



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 2017 113

sciENcE aNd tEchNology

the purposes of the objective function in the procedure of the model 
parameter estimation. The developed model of the tracked vehicle 
described herein was adjusted through estimation of the parameters 
describing the forces occurring in the track system. The vehicle body 

displacement, velocity and acceleration results obtained nu-
merically and experimentally are highly convergent.

A universal method has thus been developed of selecting 
the track system parameters which are difficult to establish 
otherwise. The method can be applied in modelling dynamic 
phenomena in tracked vehicles and in the selection of operat-
ing parameters, such as the track tension degree or the damp-

ing value in shock-absorbers.
it also enables an analysis of phenomena occurring in wheeled 

vehicles, to identify the parameters of the tyre model for example. 

Table 1. Variants of performed simulations

Curve number 1 2 3 4 5 6 7

Damping in shock-ab-
sorbers [Nm*s/rad] 0 11272 22545 45090 90180 135270 180360
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1. Introduction

Railways and highways are the two main means of public trans-
port over the land. When compared to highways, railways are much 
more advantageous due to the fact that railways can carry a large 
amount of cargo and larger number of passengers faster and more 
comfortable over long distances. These advantages result in more 
railways being built especially in urban areas and more passengers 
choosing railway transportation. This increasing demand has forced 
the local operators to decrease the headway times up to 90 seconds 
and the availability of the overall system has become more important 
than ever. So that an incident or major failure can cause catastrophic 
problems for operating companies and this is unacceptable in any situ-
ation. Therefore analyzing the risks and the verification of the SRFs 
that satisfy the corresponding safety level is mandatory according to 
ceNeLec 50126 [2].

most of the railway systems, such as rolling stocks [13], fire 
safety systems [11] and railway trackside equipment [14], are already 
considered as safety related system. Whereas railway safety, railway 
power supply system’s availability is usually analysed from a reli-
ability perspective using methods such as Bayesian networks [22], 

state-space partitioning [7] and an innovative method supported by 
state enumeration technique [5]. In a study by Rosinski A. and dab-
rowski T. issues related to the reliability of power supply systems 
have been discussed and analysed [19]. On the other hand, if a safety 
related function does not operate properly on time, the system and 
the establishment can be seriously harmed. Therefore only calculating 
the reliability of the power system is not enough to guarantee system 
availability but also system’s safety level must be greater than an ex-
pected value. in this context, all safety functions of the railway power 
supply system should be assessed according to iec 65108 perspec-
tive and a detailed analysis containing failure modes should be made. 
This paper proposes that the railway power supply systems have to be 
analysed as a safety related system. For this purpose a risk analysis is 
made and the corresponding safety related functions are examined and 
each function is modelled in detail using markov modelling method. 
The justification of the proposal and the developed easily adaptable 
markov models can be considered as the original contributions of this 
study. Also this study points out the risks of inaccurate calculation of 
the SiL level by comparing applied detailed markov model results to 
applied Fault Tree results.

oz MA, kAyMAkcI ot, koyun A. A safety related perspective for the power supply systems in railway industry. eksploatacja i niezawod-
nosc – Maintenance and Reliability 2017; 19 (1): 114–120, http://dx.doi.org/10.17531/ein.2017.1.16.

Muhammet Ali oz
ozgur turay kAyMAkcI
Ayhan koyun

a safety related perspective for the power sUpply systems 
in railway indUstry

Bezpieczeństwo systemów zasilania w przemyśle kolejowym
Within its structure railway transportation systems contain very critical subsystems that can seriously harm the system itself, 
people or the environment if not properly controlled. Therefore, these critical subsystems are analysed according to the related 
standards and necessary safety functions are implemented, verified and operated. On the other hand, railway power supply 
system, which is a critical subsystems, is generally properly analysed from a reliability perspective whereas the corresponding 
safety related functions are roughly examined. This paper proposes that the railway power supply systems should be considered 
as safety critical systems and justifies this proposal using risk analysis as presented in the standard IEC 61508. The safety related 
functions of the system are examined and each function is modelled in detail using Markov modelling method. These models are 
implemented over a power supply system of Istanbul Transportation Co. and SIL values of the safety functions are calculated using 
these modular and easily adaptable Markov models. Furthermore the obtained results are compared with simplistic Fault Tree 
analysis (FTA) and the significance of accurate calculation is demonstrated.

Keywords: Markov models, reliability, formal modeling.

W skład struktury kolejowych systemów transportowych wchodzą krytyczne podsystemy, które, nieodpowiednio monitorowane, 
mogą narażać sam system, a także ludzi oraz środowisko na poważne szkody. Dlatego też, podsystemy krytyczne analizuje się 
zgodnie z odpowiednimi normami oraz wdraża w nich, weryfikuje i realizuje niezbędne funkcje bezpieczeństwa. W przypadku sys-
temów zasilania kolei, które należą do grupy podsystemów krytycznych, system na ogół analizuje się dokładnie z punktu widzenia 
niezawodności, natomiast funkcje bezpieczeństwa bada się jedynie pobieżnie. W prezentowanej pracy postuluje się że systemy 
zasilania kolei powinny być traktowane jako krytyczne dla bezpieczeństwa, co autorzy uzasadniają z wykorzystaniem analizy 
ryzyka przedstawionej w normie IEC 61508. W proponowanym rozwiązaniu, bada się funkcje bezpieczeństwa systemu, przy czym 
każda funkcja zostaje szczegółowo zamodelowana za pomocą metody modelowania Markowa. Modele tego typu wdrożono w 
systemie zasilania firmy Istanbul Transportation Co. Wartości poziomu nienaruszalności bezpieczeństwa (SIL) badanych funkcji 
bezpieczeństwa obliczano za pomocą wspomnianych modularnych modeli Markowa charakteryzujących się łatwością adaptacji. 
Ponadto, uzyskane wyniki porównano z symplistyczną analizą drzewa błędów (FTA), a także wykazano znaczenie prowadzenia 
dokładnych obliczeń.

Słowa kluczowe: modele Markowa, niezawodność, modelowanie formalne.
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For safety assessments a system modelling method is needed in 
order to determine safety integrity level (SiL) of the system. in gen-
eral, Fault Tree method is used and this method is also recommended 
by the standard iec 61025 [9]. Fault Tree analysis is a simple and a 
primitive method. This method is also insufficient to reflect the dy-
namics of the system when the system have too many failure modes. 
In spite of all the drawbacks of Fault Tree analysis, it is frequently 
used. collong and kouta evaluated probability of explosion and iden-
tified critical failure sequences of a fuel cell system using Fault Trees 
[3].To overcome the drawbacks of FTA modified versions of Fault 
Tree method such as conditional Fault Tree [20] or combination of 
methods such as fuzzy logic [16] and generic algorithm [12] with 
FTA can be used. Detailed modelling capabilities of markov mod-
elling makes it a better alternative and is used by many researchers 
when modelling safety related systems for instance systems with self-
diagnostic components [23] and redundant standby safety systems [8] 
and is also used for different purposes such as SiL verification [21] 
and performance assessments [15]. in this paper markov modelling 
technique, which is recommended by the standard IeC 61165, will 
be used for its detailed modelling capabilities and precise results. it is 
also be noted that the created models are modular and easily adaptable 
for all railway power supply systems. 

The organization of paper is as follows, in section 2 parameters 
and techniques used in the paper will be explained. In section 3 the 
power supply system, which is analysed, will be introduced and the 
desired SiL level of the power supply system is obtained by exam-
ining the risk factors. Railway power supply system’s safety related 
functions are examined and each function is modelled in detail using 
markov modelling method in section 4. Finally results and discus-
sions are given in section 5.

2. Safety relaed system

A safety-related system is a system which ensures or maintains 
safety therefore correct operation of this system is crucial for ensur-
ing or maintaining safety. The purpose of a safety related system is to 
transit the system to a safe state when a dangerous state is detected. 
All safety related systems are composed of a combination of sensors, 
logic solvers and final elements. There are three stages of a properly 
realized of safety life cycle SRS called design, implementation and 
operation phases. existing standards act a guide and explain the im-
portant steps of the safety life cycle. major necessities of all phases 
are defined in the iec 61508 standard [9]. eN 50128 describes the 
essential aspects of developing software for e/e/Pe systems used in 
railway safety related applications (ceNeLec 2011) [10].

2.1. The safety lifecycle

The safety life cycle is a series of phases starting from initiation 
to specifications of safety requirements. It covers the design and de-
velopment of safety features in a safety-critical system, and the termi-
nation of that system. in the analysis phase a risk and hazard analysis 
is made for the designed system. Frequencies, causes and aftereffects 
of possible threats are considered when the operation mode of the 
SRS is determined. iec 61508 determines the operation mode of the 
SRS with the demand rate. Also at this phase a SiL (Safety integrity 
level) is assigned to the system which is a measurement of perform-
ance required for a safety instrumented function.

One of the methods, which is approved by IeC 61508, for de-
termining the required safety integrity level of the system is the risk 
graph. Risk graph method requires the knowledge of the risk factors 
of the system. The risk factors associated with the system are repre-
sented as C, F, P and W parameters. The description of these param-
eters is as give in table 1.

There are six possible outcomes of the risk graph. Numbers 1 
through 4 indicate the safety integrity level where integrity level 
increases from level 1 to 4 meaning 4 represents the highest and 
level 1 represents the lowest integrity level. The symbol “a” rep-
resents there is no safety requirement and the symbol “b” means a 
single e/e/Pe safety system is not sufficient. The risk graph method, 
which is obtained from IeC 61508 Part 5 Annex B (IeC 2002), is 
given in figure 1.

2.2. Functional reliability parameters

Some reliability parameters for the safety related systems are 
introduced by the iec 61508 standard. These parameters are used 

to classify hardware aspects of systems. Below are 
some of the major related parameters: 

Failure rate: Failure rate is the frequency with 
which a system or component fails, expressed in 
failures per unit of time and is represented by λ. 
Failure rates can be categorized into safe failures (S) 
and dangerous failures (d). As shown in equation 
(1) and equation (2), dangerous failures can also be 
separated into two types called detectable danger-
ous failures (DD) and undetectable dangerous fail-
ures (du) [1].

                         λ λ λ= +d s  (1)

                          λ λ λd du dd= +  (2)

Safe failure factor: the relation between λd and 
is λs described with safe failure factor S as given 
in equation (3):

Table 1. Risk factor parameter explanations

Parameters Description

Consequence (C)

Ca Minor injury
Cb Serious injury
Cc Death of a person
Cd Death of more than one person

Frequency and exposure time risk (F)
Fa Rare exposure risk
Fb Frequent exposure risk

Possibility of avoidance of hazard (P)
Pa Possible under certain conditions
Pb Risk prevention very low

Frequency of occurrence of hazard 
without protection system (W)

W1 Very slight probability of hazardous incident
W2 Slight probability of hazardous incident
W3 High probability of hazardous incident

Fig. 1. The risk graph
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 S d=100( / )λ λ  (3)

Safe failure fraction (): Safe failure fraction is the ratio of the total 
safe failure rate of a subsystem plus the dangerous detected failure 
rate of the subsystem to the total failure rate of the subsystem. The 
calculation of SFF is shown in equation (4) and is proposed in IeC 
61508-6 Annex c:

 SFF s dd

s d
=

+
+

∑ ∑
∑ ∑
λ λ
λ λ

 (4)

Proof test Interval (Ti): It is the interval of time between two proof 
tests. According to the iec/eN 62061 proof test is a test to detect fault 
and degradation in SRcs in order to restore the system to brand new 
condition. All dangerous faults must be detected while proof testing.

mean time to failure (mTTF): According to the standard iec/eN 
60050, it is the statistical average elapsed time until the first occur-
rence of failure of a system or a unit [17]. This time is depended on 
the architecture and the failure rate of the system.

mean time to repair (mTTR): it represents the average time re-
quired to repair a failed component or device. IeC/en 61508 defines 
mTTR as 8 hours.

Probability of failure on demand (PFd):  A value that indicates the 
probability of a system failing to respond to a demand. usually aver-
age probability of failure on demand is discussed in SRS [17]. PFDavg 
value is defined in equation (5):

 PFD
T

P t dtavg

T
= ∫

1

0
( )  (5)

hardware fault tolerance (hFT): hFT is the number of hardware 
faults that the system or the unit can tolerate until a dangerous failure 
[13]. The hFT is calculated as given in equation (6):

 HFT
n

min
i

HFTsys i=
=1

 (6)

After the safety related system is designed its performance is cal-
culated and a comparison is made in order to check if the required SIl 
level has been achieved or not. The SRS must be improved until the 
required SIl level is achieved. The performance of the SRS is meas-
ured using the PFDavg, PFh, SFF and hFT measures. The standard 
takes into account PFDavg for low demand system and PFh for high 
demand systems. Table 2 shows SiL levels and their corresponding 
probability intervals for PFDavg and PFh. Table 3 shows the maxi-
mum allowable SIl when SFF and hFT is taken into account. Val-
ues of table 2 and table 3 are taken from the standard iec 61508. 
iec 61508 defines the safety level and safety conditions that must 
be ensured by all e/e/Pe devices and all industrial standards are de-
rived from this standard. Therefore these values are well suited for 
this study.

2.3. Markov Model Analysis 

in safety related systems system availability is very important 
therefore these systems are usually repairable systems. Simple proba-
bilistic methods cannot adequately model repairable systems when 
issues such as system configuration, entire or partial system repairs, 
repair time, diagnostic time, diagnostic coverage, etc. are taken into 
consideration. in order to introduce these parameters markov model 
is a good alternative. markov models have two components: states 
and the transitions. States are represented by circles while transition 
curves are represented by lines with direction arrows.

These transition rates and the states can be written as a matrix 
rows representing states and matrix entities representing transitions. 
System model can be expressed as equation (8) where P is the transi-
tion matrix and x is the probability vector of states at time t:

 x t x t P( ) = ( ) ⋅  (8)

Probability of failure on demand is calculated as shown in equa-
tion (9) where the initial state condition vector is x0 and c is a constant 
vector defining in which states the system is safe:

 PFD t x x cPt T( ) = − ⋅ ⋅1 0  (9)

3. description of railway power supply systems

Railway systems consist of many critical sub-systems that re-
quire clean power without drop-offs or variances which is why power 
supply systems are a crucial part of the railway systems. Power supply 
system generally converts the electrical energy from the national grid 
and feeds all components of the railway system. A malfunction in the 
power supply system can cause unacceptable situations resulting seri-
ous passenger grievances or accidents. in order to prevent these kinds 
of situations, the safety analysis of the system must be made and the 
required SIl level have to be accomplished. In this context, a railway 
power supply system of istanbul Transportation co. is analysed as 
an example system but introduced models in this paper can easily be 
extended and adopted to other railway power systems.

Railway power supply system consists of five main parts which 
are traction power transformers, the ring line which connects substa-
tions to each other, medium Voltage Switchgear System, Dc Switch-
gear System and the catenary line.

Power supply system is connected to the national grid via three 
main feeding points and the traction power needed on the catenary 
line is supplied through 11 substations. These substations are con-
nected to each other because of high reliability and flexible manage-
ment advantages. electrical diagram of the power supply system is 
given in figure 2.

inside the substation medium voltage busbar is connected to 
the traction power transformer via a medium voltage circuit breaker. 
Traction power transformers have one primary connected in delta and 
two secondary connected in delta and star. These power transform-

Table 2. PFDavg and PFH values and their corresponding SIL levels

SIL PFDavg PFH

4 ≥ 10−5 to < 10−4 ≥ 10−9 to < 10−8

3 ≥ 10−4 to < 10−3 ≥ 10−8 to < 10−7

2 ≥ 10−3 to < 10−2 ≥ 10−7 to < 10−6

1 ≥ 10−2 to < 10−1 ≥ 10−6 to < 10−5

Table 3. Maximum allowable SIL for a safety related function

SFF
HFT

0 1 2

≤ 60% Not Allowed SIL 1 SIL 2

60% − <90% SIL 1 SIL 2 SIL 3

90% − <99% SIL 2 SIL 3 SIL 4

≥ 99% SIL 3 SIL 4 SIL 4
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ers transform incoming 34,5 kV to 580V. After-
wards a rectifier converts 580 V. Ac into 750 V. 
dC. Positive pole of the rectifier is connected 
to Dc busbar via manual disconnector. From 
the Dc busbar using Dc cables, four Dc circuit 
breakers and a manual disconnector the catenary 
line is energized. Rolling stocks get the power 
they need from this catenary line using a pan-
tograph and the circuit is completed when the 
rails are connected to the negative pole of the 
rectifier by means of disconnector. in this study 
only the safety system of the traction power 
transformer’s medium voltage circuit breaker is 
analyzed by taking account the protection func-
tions which protect the traction power transformer and rectifier from 
the Ac and Dc side. The safety system consists of four safety related 
functions which cause a tripping of the traction power transformer’s 
medium voltage circuit breaker as listed below.  in the system two 
control systems are used, one for the Dc section and another for the 
medium voltage section of the system. Voltage detection and current 
detection which are called frame leakage faults are first received by 
the control system which is on the Dc section then later transferred 
to the medium voltage control system. in this paper medium voltage 
control system is considered as the main control system and Dc con-
trol system is considered as the secondary control system.

current inside the traction transformers phases is tracked by 
a connected current transformer. Secondary winding of the current 
transformer is connected to the main control system and if the cur-
rent exceeds a predetermined threshold value the main control system 
sends an open command to the medium voltage circuit breaker. 

The temperature of the traction power transformer’s coils is • 
tracked using a thermistor. The temperature readings of the 
thermistor is monitored by a temperature relay and if the tem-
perature exceeds a predetermined value the main control sys-

tem sends an open command to the medium voltage circuit 
breaker. 
This SRF is one of two types of frame leakage fault detections. • 
in this case the voltage between Dc switchgear frame (struc-
ture earth) and traction earth (negative potential) is measured. 
This voltage detection identifies dangerous touch voltages 
which may occur in the switchgear. The measuring value is 
determined by means of a voltage transducer. if the voltage ex-
ceeds a predetermined value four Dc circuit breakers through 
secondary control system and medium voltage circuit breaker 
through main control system are switched off. 
The other frame leakage fault detection is the current detec-• 
tion between Dc switchgear and structure earth. if a current is 
detected between Dc switchgear frame and structure earth this 
means the isolation between +750 V positive circuits and the 
frame failed. The measuring value is determined by means of a 
shunt resistor and a current transducer. if the current exceeds a 
predetermined value four Dc circuit breakers through second-
ary control system and medium voltage circuit breaker through 
main control system are switched off. 

The block diagram of the system is given in figure 3.
Probability of someone getting harmed inside a power station is 

very unlikely but since the station feeds trams through the catenary 
line, high voltages or high currents or even the lack of power can 
indirectly harm many passengers, personnel and even people nearby 
tramlines. Based on figure 1, the risk parameters will be Cd, FB, PA 
and W2 respectively. Based on these parameters the required SIl of 
the system have to be SiL 3 and from table 1 the  of the system should 
be between.

4. reliability analysis of the power supply system

An SRS is made up of sensors, control units and actuators. For 
precise calculation the reliability parameters must be authentic, to en-
sure this data provided from the vendor and the ORedA (Offshore 
Reliability Data) has been used in this study and these failure rates of 
mV switchboard is given in table 5 [4]. There are 6 main SRFs in this 
safety system and they are described in table 4.

Fig. 2. Electrical diagram of the power supply system

Fig. 3. The block diagram of the system

Table 4. The description of the SRFs

SRF Number Description

SRF 1  Power transformers phase current is above limit de-
tection function

SRF 2 Power transformers temperature is above limit detec-
tion function

SRF 3 Catenary voltage is above limit detection function

SRF 4 Catenary current is above limit detection function
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calculations have been done with the following assumptions:
For all SRF components proof test interval is assumed to be 1 • 
year and testing is presumed to be ideal. 
All redundant components are assumed to have the same fail-• 
ure rate. 
Repair is presumed to be ideal and mTTR is presumed to be • 
8 hours. 
cable and pipe installation failures are neglected.  • 
The beta factor is accepted as 2% which is recommended in • 
iec61508-6 Annex D. 
An exponential failure rate distribution is presumed for • 
all components as suggested in the ABB Power Tech-
nologies handbook and ORedA.
The detection time is assumed to be 1 hour.• 
The probability of two or more components have state • 
transitions at the same time is zero.

The markov model developed for safety related function 3 
is shown in figure 4, where μr, μLT and μd represents repair time, 
testing interval time and detection time respectively. Also μS is 
the addition of all safe failure rates. in the model, state 1 indi-
cates that all components of the system are working flawlessly. 
State 6 shows the combined safe faults of all components and 
in this state the system is shut down until all detectable faults 
are fixed. Thus safe failures effects the reliability of the system 
negatively but does not affect the safety of the system. State 
2 indicates that one of the two secondary control system have 
failed. Since the secondary control system is 1002D, SRS is still 
operational. From state 2 if the last secondary control system 
fails before fault is detected a transition is made to state 3 in 
which the SRS fails. States 9 and 5 represents when isolation 
amplifier and main control system fails respectively. if a failure 
is detected a transition is made to safe state immediately. Only 
exception being state 7 because it represents an error on the 

breaker, which is the component that transitions the system into safe 
state. Lastly states 4 and 5 represent where an undetectable dangerous 
fault happens on the switchboard and the breaker respectively. These 
faults are not repairable since they are not detected. Only in states 1, 2 
and 6 our system is safe. From the markov model in fig. 4 translation 
matrix and the constant matrix are obtained. Substituting probability 
vector of states, which is calculated from equation (8), into equation 
(9) PFDavg values are calculated. Following a very similar path PFDavg 
values for other SRFs can be calculated.

Table 5. Failure rates of the MV switchboard

Parts and components Failure Mode Fault Type Failure Rate

Current & toroidal transformer Burn out / loss of insulation Dangerous undetected λTdu 0.28*10-6

Thermistor Burn out / Faulty Measurement Dangerous undetected λThdu 0.354*10-6

Main Control unit Loss of function Dangerous detected λCdd 0.322*10-6

Compartments of the Switchboard Loss of insulation property & internal arc fault Dangerous undetected λSBdu 0.53*10-6

Apparatus Circuit Breaker

Spurious opening Safe λBs 0.115*10-6

Failure to close Safe λBs 0.285*10-6

Failure to open Dangerous undetected λBdu 0.285*10-6

Leakage of gas Dangerous detected λBdd 0.148*10-6

Shunt Resistor
Faulty Measurement Dangerous detected λSRdd 2.0*10-9

Loss of frame earthing Dangerous detected λSRdd 2.0*10-10

Isolation Amplifier
Faulty conversion Dangerous detected λIAdd 0.5930*10-6

Failure of electrical isolation components Dangerous detected λIAdd 0.0053*10-6

Secondary Control Unit

Invalid info of switching status Safe λDCPs 0.3*10-6

Faulty function of protection and control 
switchgear panel Safe λDCPs 1*10-6

Faulty function of protection Dangerous detected λDCPdd 1.2*10-6

Temperature sensing element
Burn out / loss of insulation Dangerous detected λTsedd 4.5*10-6

Wire Short / Drift Dangerous undetected λTsedu 0.25*10-6

Temperature transmitter
Loss of function Dangerous detected λTtdd 0.193*10-6

Loss of function Dangerous undetected λTtdu 0.085*10-6

Fig. 4. Markov model for SRF4
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Table 6 shows the results of the analysis and the PFDavg values 
calculated using Fault Tree analysis. The safety level of the overall 
system is the minimum SiL of all SRFs. Therefore desired SiL level, 
which has been decided on as level 3, is not accomplished meaning 
this railway system is not safe as required.

There is a huge gap between PFDavg values calculated from Fault 
Tree analysis and markov model analysis such that in SRF 2 this 
difference causes the SiL level to appear as level 1 when it should 
be level 2. It should be noted that if there is inadequate information 
or less information about the system components then the obtained 
values from FTA and Markov are nearly same. On the other hand if 
detailed information is obtained about the system components like 
detailed failure modes, its failure rates, repair times, diagnostic cov-
erage, proof test interval time, proof test coverage factor, etc. than 
the calculated PFDavg values are seriously different. This is actually 
an expected variation as the dynamics of the system can be further 
expressed by markov models.

Then these results support our view which is that power supply 
subsystems of railway systems must be considered and analyzed as a 

SRS and furthermore while analysing SRSs markov 
models should be used because of markov models 
highly detailed modelling capabilities.

5. Conclusion

Railway power supply systems are generally 
not considered as a safety system and therefore 
they are also not analysed as one. This is a signifi-
cant hazard for not only human life but also for the 
system itself. in this paper railway power supply 
system’s safety related functions are examined and 

each function is modelled in detail using markov modelling method. 
The introduced models are modular and can easily be applied to all 
railway power supply systems. Also the desired safety integrity level 
of the power supply system is calculated by examining the risk fac-
tors. in this context, a power supply system of istanbul Transportation 
co. is analysed to demonstrate how to apply our modelling method 
and the results strengthen the claim that all railway supply systems 
should be considered and analysed as safety related systems. Further-
more when markov modelling and Fault Tree modelling is compared 
using data from the analysis, the superiority of markov modelling is 
observed for this problem. The reason behind this superiority is that 
the introduced markov models represent the system failure dynamics 
better when detailed information on the failure modes of the system 
components are known.

Table 6. PFDavg calculation results

SRF 
Number

PFDavg calculation using 
Tree Analysis

PFDavg calculation using 
Markov Analysis

SFF(%) HFT SIL

SRF 1 9.3 10−3 7.2 10−3 62.50% 1 2

SRF 2 6.9 10−2 7.2 10−3 62.50% 1 2

SRF 3 8.2 10−3 3.5 10−3 65.25% 1 2

SRF 4 8.2 10−3 3.5 10−3 65.25% 1 2
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1. Introduction

Technological progress is the counterpart to the growing demand 
for novel machines and devices that should be characterised by high 
reliability, functionality, and an extended time of operation in extreme 
conditions [9], as well as the achievement of the assumed accuracy of 
machining [16]. exploitation of structural elements of machines and 
technical devices usually significantly differs from the parameters in 
the above in standards [9] or technical data sheets machines. One of 
the contemporary challenges in the field of manufacturing systems 
design is to define the optimal level of their flexibility from the re-
alized manufacturing tasks point of view [3]. The diversity of oper-
ating environments in which work feed mixers, created the demand 
for test and research apparatus and simulation methods enabling the 
reconstruction of the process in a way resembling real life operation 
conditions.

experimental work published so far has focused on operating con-
ditions such as rotation rate, mixer inclination angle, and flow rate 
[12]. The operation efficiency depended on friction conditions, col-
lisions, cutting, and the machinery design features [1]. While several 
types of continuous mixers have been built, and many more can easily 
be conceived, only a few geometric designs have been examined in 
the literature [12]. Therefore the study of the effects of the design and 
technological parameters on mix quality is an urgent task.

The mixing process is essential for manufacturing animal feed, 
and due to the increased use of low-inclusion ingredients, its efficien-
cy becomes even more important, as well as the methods to evaluate 
this efficiency [13]. When different ingredients are combined to sup-
ply a complete animal feed, manufacturers must be able to guarantee 
that each animal receives the same amount of nutrients and additives 
in adequate concentrations to meet growth, production, and health 
requirements [8]. With the increased use of low-inclusion ingredi-
ents, such as vitamins, micro-minerals, amino acids and other feed 
additives in animal nutrition, efficient mixing processes become even 
more necessary [5]. Feed cost accounts for up to 65% of the produc-
tion cost of chicken meat and eggs, and therefore attracts attention 
as a major opportunity to lower the product cost and increase profits 
[15]. That is why the process costs of producing dry compound feed-
stuffs must be kept as low as possible, while complying with quality 
requirements [2]. The feeds are defined according to certain specifica-
tions with regard to nutritive composition based on specified descrip-
tions for nutritional, hygienic and physical quality [17]. 

One way to increase the livestock production efficiency is to give 
high-quality complete feeds to livestock animals. When doing this, 
the best way an agricultural enterprise can provide itself with such 
feeds in accordance with its needs is if it manufactures its own mixed 
feed. cereals are very common ingredients in the food and feed pro-
duction chain [6].
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Badania eksploatacyjne mieszalnika wstęgowego poziomego
During operation of the mixing device there are many technical problems affecting technological processes implemented with their 
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Podczas eksploatacji urządzenia mieszającego występuje wiele czynników technicznych wpływających na procesy technologicz-
ne. W celu poprawienia przyswajalności mieszanek paszowych, powinny one być wytworzone na mieszalnikach zapewniających 
jednorodność i wysoką jakość mieszanek. Pomimo powszechnego stosowania różnych rodzajów mieszalników, procesy w nich 
zachodzące nie są do końca rozpoznane, a zatem badanie wpływu konstrukcji i parametrów technicznych na jakość mieszanki jest 
zagadnieniem stale aktualnym. Badania doświadczalne zostały przeprowadzone w Laboratorium Mechanizacji Produkcji Zwie-
rzęcej w Strefowym Instytucie Naukowo-Badawczym Rolnictwa Północno-Wschodniego Rosyjskiej Akademii Nauk. W artykule 
przedstawiono badania mieszanki paszy złożonej z jęczmienia i ryżu jako mieszanki bazowej oraz mieszanki paszowej grochu 
wykorzystywanej jako komponent odniesienia.

Słowa kluczowe: zużycie energii, mieszanie pasz, konserwacja, modelowanie matematyczne, parametry mie-
szania.

MARczuk A, cABAn J, SAvInykh P, tuRuBAnov n, zyRyAnov d. Maintenance research of a horizontal ribbon mixer. eksploatacja 
i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 121–125, http://dx.doi.org/10.17531/ein.2017.1.17.
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The final operation in the preparation of mixed feed is the mixing 
of the components in a mixer. it is important in terms of the zootech-
nics not only to add the components into the feed mix in the correct 
proportions  as provided by the diet, but also to achieve their uniform 
distribution throughout the mix. The homogeneity of the mix ensures 
the same nutritional value of the feed in all its portions [20].

2. Maintenance problems of a horizontal ribbon mixer

The operation of the horizontal ribbon mixer is based on the 
principle of mechanical fluidization of the mixed product. The spe-
cial shape, position and rotation speed of the mixing tools generates 
centrifugal rotation, what allows the three-dimensional movement of 
material and its connection with the other components. components 
of different particle size and bulk density will be well very finely ho-
mogenised and mixed in the shortest possible time.

mixers of this type are used for mixing dry powders, granules or 
short fibers and for moistening, balling and granulation of the same 
materials or for mixing liquids and pastes with low viscosity. during 
operation they are exposed to a number of factors affecting their cor-
rect operation. These devices operate in varying load conditions and 
mixed delivery, particularly in animal production. Depending on the 
operating environment there can be identified the following opera-
tional problems:

damage to the bearings on the shaft, –
damage to the drive unit, –
wear of working components of the mixer, –
wear of mixing tools,  –
damage to shaft seals, –
abrasive wear of the operating chamber, –
maintenance for the unit to be clean, –
providing sanitary conditions. –

The operation of the mixer in variable operating conditions is a 
difficult issue for the proper delivery of the material and the degree 
of difficulty depends on the nature of the variability of loads. This 
problem is particularly significant in the case of composition of com-
pound feed and their delivery in good time for animals. To assess the 
value of the operating conditions is used a number of approaches, due 
to the fact that in practice there are different circumstances allowing 
(or not) the application of certain methods. The variable values of the 
loads and shock loads, and vibrations affect the shortening of the life 
of components of machines and equipment used in the production in 
the animal farms.

3. Study goals and objectives

A majority of the existing continuous mixing work examines the 
effect of the convective system and rotation rate on the mixing behav-
iour and residence time [12]. The goal and objective of the studies is 
to improve the process of preparing mixed feed in a horizontal rib-
bon mixer to make it comply with the zootechnical requirements, to 
improve the quality of the finished product, and to reduce the power 
consumption of the process.

3.1. Techniques

The experimental studies were carried out in the livestock farming 
mechanisation laboratory with the use of a PC, measuring and control 
devices and instruments as per gOST 15.101-98.

The novelty of the complete feed production process is covered 
by patent No. 2563689 of the Russian Federation, and the design 
and technological parameters of the mixer are covered by patent No. 
2488434 of the Russian Federation [10, 11].

A mix of barley (80%) and rice (20%), specific gravity 0.742 t/ m3, 
was used as a base mix in the experiments, and peas of specific grav-
ity 0.812 t/m3 were used as a reference component.

Figure 1 shows the scheme of sampling from a horizontal rib-
bon mixer. Sampling was performed in accordance with gOST R ISO 
6497-2011 [4].

it has been experimentally established that if any component is 
distributed uniformly in the mix, the other components are distrib-
uted uniformly as well. We can estimate the homogeneity of a multi-
component mix on the basis of the uniform distribution of the 1 or 2 
main components in it.

The main qualitative criterion for the efficiency of any mixing de-
vice is the homogeneity of the final product. A mix is considered to be 
homogeneous if the content of components in any part of its volume 
corresponds to the mix composition prescribed.

The mixing efficiency is determined on the basis of the statistical 
characteristics of the mix. This characteristic is the uniformity coef-
ficient of the distribution of the main components in the mix [14]:
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where: xi  – is the current value of the observed quantity,
 x  – is the arithmetic mean of the observed quantity,
 n – is the number of samples.

The mixer operating time is determined from the formula:

 cm Bp Zt t t t= + + , (2)

where: tz    – is the mixer loading time in min.,
 tcm – is the component mixing time in min.,
 tB  – is the finished product discharge time in min.

mixer capacity Q, in t/h, is determined from the formula:

 Q m m
tp

=
+

⋅o k 60, (3)

where: mo   – is the mass of the base mix, t,
 mk – is the mass of the reference component, t.

The power W (in watts) supplied for the experiment is determined 
from the formula:

 W U I t=
⋅ ⋅ ⋅

⋅
3

60
Φ cosϕ

cm , (4)

where: UΦ – is the phase voltage, V,
 I – is the current measured with ammeter, in amperes,
 cos φ  – is the power coefficient = 0.85.

Fig. 1. Scheme of sampling from the mixer: a) horizontal plane; b) vertical 
plane
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The specific energy consumption, in kWh/t is determined from 
the formula:

 q
U I

Q
=

⋅ ⋅ ⋅

⋅

3
1000
Φ

cosϕ
. (5)

4. Research results and discussions

To determine the required mixing time for the components, single-
factor experiments were carried out which showed the dependence of 
the uniformity coefficient on the mixing time (Figure 2).

An analysis of Figure 2 demonstrates that the best mix uniform-
ity coefficient is achieved with a mixer operating time of 6-8 min-
utes. On this basis, the mixing time interval will be 4-8 minutes in 
future studies.

Following the single-factor experiments, research was carried out 
using multi-factor experiment planning techniques to establish the 
optimal design parameters and a more complete study of the working 
process. The factors indicated below were chosen as the factors to be 
studied, based on the single-factor experiments:

х1 – quantity of the main component,
х2 – quantity of the reference component,
х3 – mixing time.

The indices indicated below were chosen as the optimisation criteria:
y1 – mix uniformity coefficient Vc (%),
y2 – power W supplied for experiment in watts,
y3 – capacity q in t/h,
y4 – specific energy consumption in kWh/t.

The matrix of the Box-Behnken plan was used in the experiments 
(Table 1). The multi-factor experiment that was carried out let us ob-
tain approximate mathematical models of the process which link to-
gether all the factors taken into account. From the experimental stud-
ies we can determine the numerical values of the coefficients of the 
equations of the mathematical models, the magnitude of which let us 
judge the extent of influence of the relevant factors.

The multi-factorial experiment carried out enabled approximate 
mathematical models for the process to be obtained which link to-
gether all the factors taken into account. From the experimental stud-
ies we can determine the numerical values of the coefficients in the 
equations in the mathematical models, the magnitude of which let us 
judge the significance of the relevant factors. The experimental results 
were processed on a computer and the following mathematical mod-
els were obtained (insignificant factors excluded):

y1 = 79.76 – 11.87⋅x1 – 2.42⋅x3 – 8.08⋅x1
2 + 2.12⋅x1⋅x3 – 2.14⋅x3

2   (6)

y2=885.22–53.71⋅x1+30.79⋅x2+300.88⋅x3+18.91⋅x1
2–6.12⋅x1⋅x2+21.17⋅x1⋅x3+13.70⋅x2⋅x3 

(7)

y3 = 5.1 + 0.91⋅x1 + 0.30⋅x2 – 1.06⋅x3 – 0.18⋅x1⋅x3 – 0.06⋅x2⋅x3 + 0.2125⋅x3
2   

(8)

y4 = 1.732 – 0.213∙x1- 0.045∙x2 + 0.358∙x3 + 0.078∙x1
2 -0.037∙x1∙x3 + +0.005∙x2

2 
(9)

Analysis of the mathematical models (6-9) obtained on the ba-
sis of the significance of the coefficients in the regression equations 
leads to the conclusion that the amount of the reference component 
in the mix (x2) has only a slight effect on the optimisation criteria 
considered. The main factor affecting the mix uniformity coefficient 
nc is the quantity of base mix in the mixer (x1). The power supplied 
for experiment W, capacity q, and specific energy consumption q are 
mostly affected by the product mixing time (x3).

Fig. 2. Relationship between the mix uniformity coefficient and mixing time

Fig. 3. Two-dimensional cross-sections of the response surface, characteris-
ing the influence of the weight of base mix (х1), weight of reference 
component (х2), and mixing time on the: a) finished product uniformity 
coefficient Vc (  - y1), mixer capacity Q (  - y3); 
b) finished product uniformity coefficient Vc (  - y1), spe-
cific energy consumption q (  - y4); c) finished product 
uniformity coefficient Vc (  - y1), power supplied for the ex-
periment W (  - y3), d) power supplied for the experiment 
W (  - y3), specific energy consumption q (  - y4)

Table 1. Matrix of Box-Behnken plan, intervals and variation in the levels 
of factors 

Parameters

Factors

Quantity of 
base mix

Quantity of the 
reference com-

ponent
Mixing time

х1 х2 х3

High level (+) 900 kg 150 kg 8 minutes

Basic level (0) 750 kg 100 kg 6 minutes

Low level (-) 600 kg 50 kg 4 minutes
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Based on the analysis of the mathematical models (6-9) and the 
two-dimensional cross-sections of the response surface (Fig. 3), the 
following may be concluded:

As illustrated in Figure 3a), if the amount of base mix (x1) de-
creases from 900 to 650 kg, and mixing time (x3) decreases from 8 to 
4 minutes, with a quantity of  reference component of 150 kg, the mix 
uniformity Vc increases from 62% to 86.1%, and the mixer capacity q 
decreases from 7.2 t/h to 5.6 t/h. The maximum uniformity coefficient 
Vc = 86.1 of the finished product is achieved with a quantity of base 
mix x1 = 620 kg, reference component in the mix x2 = 146 kg, and 
mixing time x3 = 4 minutes, in which case the capacity is q = 5.6 t/h.

As illustrated in Figure 3b), if the amount of base mix (x1) de-
creases from 900 to 650 kg, and mixing time (x3) from 8 to 4 minutes, 
with the reference component content 150 kg, the mix uniformity Vc 
increases from 62 % to 86.1 %, and specific energy consumption q 
decreases from 1.9 to 1.6 kWh/t. With a maximum finished product 
uniformity coefficient nc = 86.1 %, the specific energy consumption 
q = 1.6 kWh/t.

Basing on the analysis of two-dimensional sections of the re-
sponse surface (Figure 3c), the decrease in the amount of base mix 
(x1) from 900 to 650 kg, and in the amount of reference component 
(x2) from 150 to 50 kg with a mixing time 4 leads to a decrease in the 
power supplied to the experiment W from 640 kWh/t to 547.5 kWh/t, 
and an increase in the mix uniformity nc from 60% to 86.1%.

As illustrated in Figure 3 d), an increase in the weight of the base 
mix (x1) from 650 to 900 kg, with a mixing time 4 minutes, and refer-
ence component weight 50 kg, leads to an increase in the power W 
supplied for the experiment from 547.5 kWh/t to 640 kWh/t, and a 
decrease in the specific energy consumption q from 1.64 kWh/t to 
1.24 kWh/t. The increase in the content of the reference component in 
the mix (x2) from 50 to 150 kg, with a weight of base mix of 600 kg 
and mixing time of 4 minutes, leads to a decrease in the specific en-
ergy consumption q from 1.64 kWh/t to 1.58 kWh/t. even though the 
increase in the weight of base mix leads to an increase in the power 
supplied to the experiment, the specific energy consumption decreas-

es due to the fact that the value of mixer capacity is greater than the 
variation value of the power supplied for the experiment.

5. Conclusion

Summarizing, it must be remembered that while identifying the 
mathematical model of the horizontal ribbon mixer the mathemati-
cal model describes the actual fodder mixer only in an approximate 
way. Furthermore, it must be added that the conditions in which the 
identification of the solution model is carried out may be materially 
different from the actual operation conditions of the blender [18]. The 
mixing process is highly complicated with a number of affecting pa-
rameters, such as the particle properties, the structure and perform-
ance of the mixer, the mixing process parameters and the particle 
feeding order [19].

experimental studies have shown that mixing time have a clear-
ly influence on the quantity of mixing component, mix uniformity 
coefficient, capacity and specific energy consumption. According 
to the experimental results, the maximum product uniformity coef-
ficient Vc  = 86.1% is achieved with 620 kg of the base mix, 146 kg 
of the reference component in the mix, mixing time 4 minutes, and 
a mixer capacity q = 5.75 t/h, with a specific energy consumption 
q  = 1.55 kW*h/t.

in the future work in continuous mixing will further increase 
the number of parameters examined in the analysis and determine 
the most significant parameters on its operational. The findings in 
this study can be the indications to the actual industrial production 
of feed. Above mentioned problems justify the need to develop new 
and improve existing solutions of lines for preparation and feeding, 
corresponding to the current criteria in terms of saving energy and 
resources, as well as fuller compliance of zootechnical requirements 
in the technological processes [7].
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1. Introduction

When a vehicle moves over road irregularities, the appearing os-
cillations of sprung and unsprung masses negatively affect the driving 
dynamics and safety [29]. Seeking to improve road holding and nor-
mal component of the tire/ground contact forces during various ma-
noeuvres, acceleration and braking, it is necessary to determine pre-
cisely the damping characteristics of the modified shock absorber and 
to control them. it is practically impossible to experimentally evaluate 
the damping characteristics of shock absorbers, which are obtained 
upon applying various combinations of a modified shim valve and its 
shims, due to high costs and considerable time input [1]. it is an ac-
tual problem faced while designing shock absorbers for sports cars, so 
mathematical modelling is an alternative to experimental tests. Taking 
into account the above-described reasons, the aim of this paper is to 
develop a mathematical model of a monotube shock absorber with a 
shim valve, which can be applied in practical activities. 

2. Background

Research works on the interaction between a shock absorber and a 
suspension [4, 5, 9, 12, 20, 24] prove it to be a relevant problem which 
has great influence on the dynamic stability of the vehicle. Neverthe-

less, the literature [7, 8, 25] point out that researches on the functional 
dependencies of damping characteristics on shock absorber and its 
shim valve properties are highly limited, i.e. the mentioned researches 
are focused on the impact of the absorber’s properties on the suspen-
sion of the car and movement of the car and not on the influence of 
structural elements of the shock absorber on its damping properties.

The first mathematical model of a shock absorber based on exper-
imental researches was presented by h. lang in 1977 [14]. h. lang 
used an 82-parameter analogue computer model that provided good 
realistic results; however, the designed model was insufficiently de-
veloped for investigation of functional dependences of various input 
parameters. in 1994, k. Reybrouck presented a simplified model of 
a shock absorber formed of 20 variables. The proposed model was 
based on the method of semi-empirical coefficients, so it did not con-
sider the effect of internal modifications on shock absorber perform-
ance [1, 21]. in 1997, k. Lee presented a mathematical model of a 
monotube shock absorber. Accurate agreement between the model 
results and test data were achieved for shock absorber rod velocities 
up to ± 1 m/s. in the work presented by k. Lee, the impact of a disc 
valve on damping characteristics is discussed and the finite element 
method is applied to obtain solutions for the disk valve; however, a 
shim valve is not analysed [15]. m.S. Talbott designed a mathemati-
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development and verification of a shock aBsorBer and its shim 
valve model Based on the force method principles

modelowanie i ocena amortyzatora i jego zaworU talerzowego 
oparte na zasadach metody sił

In this paper, a mathematical model of a monotube shock absorber’s shim valve, which is developed by applying the force (flex-
ibility) method, is described. This method expresses the relationship between displacements and the forces existing in the shock 
absorber structure. An application of the force method in the field of practical modification of vehicle shock absorbers enables to 
effectively analyse the influence of a wide range of parameters, including the number of shims in the valve, their disposition and 
the properties of the material on the level of the damping force. The damping of the shock absorber considerably impacts comfort 
and road holding characteristics of the vehicle. In addition, a whole model of a monotube shock absorber is designed in this paper. 
The validation and practical application of the mathematical model were evaluated by carrying out experimental measuring of the 
characteristics of the shock absorber using a special stand. 

Keywords: damping characteristics, force method, mathematical model, monotube, shock absorber, shim valve.

W danej publikacji został opisany model matematyczny zaworu talerzowego jednorurowego amortyzatora, wyprowadzenia którego 
zastosowano metodę sił. Metoda ta wyraża związki pomiędzy przemieszczeniami i siłami działającymi na elementy amortyzatora. 
Stosowanie metody sił w praktycznej sferze modyfikacji amortyzatorów samochodowych pozwala efektywnie analizować wpływ 
różnych parametrów, w tym ilość, wzajemne położenie i właściwości materiałów talerzy zaworu, na generowaną amortyzatorem 
wielkość siły tłumienia. Tłumienie, które generuje amortyzator, wywiera znaczący wpływ na komfort jazdy samochodem oraz jego 
dynamikę. W publikacji również został stworzony kompletny model jednorurowego amortyzatora. Walidacja modelu matematyc-
znego oraz możliwość zastosowania jego w praktyce zostały ocenione na podstawie eksperymentalnych pomiarów charakterystyk 
amortyzatorów na specjalnym stanowisku.

Słowa kluczowe: charakterystyka tłumienia, metoda sił, model matematyczny, amortyzator jednorurowy, zawór 
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cal model of a monotube shock absorber for sports cars that includes 
a detailed model of a disk valve and a partial discussion of a shim 
valve [26]. The model proposed by m.S Talbott is used and improved 
in the literature [22]; however, a specific model of a shim valve is 
not provided. Nevertheless, in both above-mentioned works, it is pro-
posed to apply Roark’s formulas for stress and strain for calculation of 
deformation of a shim valve; in addition, an application of the super-
position principle in the process of shim valve modelling is discussed. 
Linear and nonlinear models of a shim valve based on the principles 
of the finite element method, which evaluate the geometrical dimen-
sions of the shims and the properties of the material, are presented 
in [6]. in this source, the results obtained on applying a linear model 
and a nonlinear model are compared between each other, their differ-
ences, complexity, variables of models are discussed; however, the 
results obtained on applying the mentioned models are not compared 
to the results obtained during experimental tests. it is indicated that 
the simulation time while applying the designed advanced model may 
take up to 16 hours. in [8], it is proposed to apply the principle of 
minimum potential energy and Rayleight-Ritz method for modelling 
a shim valve. Nevertheless, it is pointed out that a large amount of 
computation must be performed that is not necessary; however, there 
is no way to find the shim stack tip deflection without solving for 
all the unknown coefficients. This takes a long time and reduces the 
overall speed of the shock absorber model code. y. Ping also designed 
mathematical models of monotube shock absorbers and examined the 
influence of the structures of absorbers on their damping characteris-
tics. however, the problems dealt with by the author are not related 
to the structure of the valves [18, 19], and discrepancies, which were 
explained by the ignorance of physical properties of the oil (Oil Bulk 
modulus), were noticed during the model validation. The influence of 
the technical condition of structural elements of the shock absorber on 
its exploitation and damping characteristics is examined in literature 
[2, 3, 4, 11, 13, 28] as well. it can be seen from the provided examples 
that various research works, where the influence of the structure of a 
shock absorber on its damping characteristics is discussed, are pub-
lished; however, in such works, including the reviewed ones, seek-
ing to simplify the process of modelling, various simplifications are 
made and they predetermine inexact results of modelling or the mod-
els becomes too complicated and not ready for practical application. 
Because of these reasons, the designing of new more accurate math-
ematical models developed for practical application is a relevant task. 
The model presented in this paper distinguishes itself from other shim 
valve mathematical models by the principle of its developing upon 
applying the force method based on the examination of the interaction 
between shims and the appearing contact forces.

3. Mathematical model

3.1. Monotube shock absorber mathematical model

The scheme, based on which the general mathematical model of 
the monotube shock absorber is designed, is presented in Fig. 1.

in literature [8, 15, 18, 26], it has been shown that the chambers 
pressures depend on numerous parameters, including the shock ab-
sorber stroke and velocity. under isothermal conditions, the pressure 

changes in the rebound chamber (the chamber 1 (Fig. 1)) and the com-
pression chamber (the chamber 2 (Fig. 1)) are found from the continu-
ity equations:

 
dp
dt

E
V S x

Q Q Q Q S x1

10 1 1
1 2 3 4 1 1=

+
+ + +( ) − ( )( ) , (1)

dp
dt

E
V S x S x

Q Q Q Q S x S x2

20 3 2 2 1
1 2 3 4 3 2 2 1=

+ −
− − − −( ) − −( )( )  .  (2)

where E is Oil Bulk modulus, MPa; V10 and V20 are the initial volumes 
of the rebound and compression chambers, m3; Qi is the oil flow rate 
of corresponding orifices, m3/s (the amount of orifices depends on the 
construction of the shock absorber, their indexes are explained further 
in this section (Fig. 1)); Si is the cross-section area of the relevant 
chamber, m2; 1x  is the velocity of the main piston, m/s; 2x  is the 
velocity of floating piston, m/s; x1 is the displacement of the main 
piston, m; x2 is the displacement of the floating piston, m.

Assuming the adiabatic process, the pressure change in the gas 
chamber (the chamber 3 (Fig. 1)) is expressed as follows:

 dp
dt

p S x
V S x

3 3 3 2

30 3 2
= −

⋅ −( )
−

γ 

, (3)

where V30 is the initial volume of the gas chamber, m3; x2 is the dis-
placement of the floating piston, m; S3 is the cross-section area of the 
gas chamber, m2; γ is the gas adiabatic constant; p3 is the gas chamber 
pressure, Pa.

eq. 1–3 are the first order coupled ordinary differential equations 
for p1, p2, p3 and the dormand-Prince integration method was used 
to solve these equations. The oil flow rate through the main orifices 
of the main piston (Q1), the additional orifices of the piston (Q2) and 
the variable orifices (Q3), is determined by applying the following 
expression:

 Q C A p p p pi di i= ⋅ ⋅ −( ) ⋅ −( )sign 2 1 2 1
1
ρ

, (4)

where Cdi is the discharge coefficient; Ai is the cross-section areas of 
the orifices intended for compression or rebound strokes, respectively, 
m2; ρ is the density of oil, kg/m3.  

eq. 4 is not suitable for discharge calculation when the oil leaks 
between the piston Teflon band and the cylinder of the shock absorber. 
According to the literature [14, 26], the leakage between the piston 
Teflon band and the cylinder wall (Q4) can be modelled as a flow 
between two parallel plates. The equation for the flow between two 
parallel plates is derived from the navier-Stokes equations:

 Q
p p b

l
x b Dp4

2 1
3

1
12 2

=
−( )

+











⋅ ⋅

η
π



, (5)

where b is the width of the gap between the piston Teflon band and 
the cylinder of the shock absorber, m; l is the length of the gap be-
tween the piston Teflon band and the cylinder of the shock absorber, 
m; Dp is the diameter of the piston, m; η is the dynamic viscosity of 
oil, mPa·s.

The discharge coefficient is strictly a function of Reynolds number, 
piston acceleration and the geometry [7, 8, 15]. in this study, the dis-Fig. 1. The scheme of the modelled monotube shock absorber presenting its 

structure and main parameters
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section, m2; S2 is the area of the compression chamber cross-section, 
m2; Ff1 is the friction force appearing between the piston and the body 
of the shock absorber, N; F is the damping force created by the shock 
absorber, N.

eq. 10 is used for expressing the damping force  created by the 
shock absorber as a function of the shock absorber motion:

 F m x S p S p F x m gf= − + + ( ) +1 1 1 1 2 2 1 1 1 sign  (11)

During the compression and rebound, the damping force formed 
by the shock absorber consists of resistance forces, affecting the main 
piston in a longitudinal direction. Due to this reason, in order to obtain 
the expression of the damping force, firstly the equation of motion of 
the main piston is formed (eq. 10). The equation of the main piston’s 
motion on the longitudinal axis is formed by projecting the forces in 
corresponding directions. The directions of the operating forces de-
pend on whether the compression or the rebound process is occurring. 
The mass m1 and the acceleration 1x  of the main piston are put on the 
left side of the equation, and on the right side – the sum of all the pro-
jections of the operating forces (eq. 10). By putting all the projections 
of the forces operating in the corresponding directions in the equation, 
and reorganising eq. 10, the sum of all the projections of the operat-
ing forces around the main piston is obtained, which is named as the 
damping force formed by the shock absorber (eq. 11).

3.2. Shim valve mathematical model

The shim valve model is necessary to model the oil flow rate by 
the orifice, which allows estimating the theoretical area for oil flow-
ing through the piston formed by the valve deformation. in this paper, 
while applying the force method for shim valve modelling, it is as-
sumed that, because of deformation of the valve during operation of 
the shock absorber, gaps appear between shims and the shims contact 
in the external radii only (Fig. 2a).

it may be seen from the scheme presented in (Fig. 2b) that two 
main cases of the operating loads may be singled out:

Deformation of a shim is caused by the pressure difference 1. 
(uniform load)  appearing between the compression chamber 
and the rebound chamber during the operation of the shock 
absorber. This type of load is valid only for the first shim of 
the valve situated on the piston;
The shims of the valve are deformed by contact forces  in the 2. 
contact radii of the shims.

On the basis of the above-mentioned assumption and upon ap-
plying the force method, the shim valve is analysed as a statically 
indeterminate beam system (structure). Also the modelling is based 
on determining the degree of static indeterminacy and the formation 
of the system of the principal compatibility equations that expresses 
the conditions of deformation of the beam structure:

charge coefficients are assumed to be geometry dependent only. in ad-
dition, it is assumed that the discharge coefficient is constant and was 
chosen such that the maximum agreement between the experimental 
tests’ data and the mathematical model is achieved. however, differ-
ent values were used for compression and rebound since the geometry 
around orifices is not symmetric. The optimum value of the discharge 
coefficient for variable diameter orifices during compression is 0.65, 
during rebound – 0.48. The tested shock absorbers are in excellent 
working condition, so the oil loss discharge is not modelled.

The dependence of the dynamic viscosity of oil on temperature is 
evaluated by applying Vogel-Tamman-Fulcher type equation [10]:

 η η η=
−( )

0

0

e

E
R T T , (6)

where η0 is the constant dynamic viscosity of oil determined at certain 
temperature Tη, mPa·s; e is euler’s number; E0 is the oil molecules 
activation energy, J/mol; Tη is the oil temperature at which the con-
stant dynamic viscosity η0 of oil was fixed, k; T is the oil temperature 
during the experiment, k; R is the ideal gas constant, J/mol·K.

The functional dependence of density on temperature is expressed 
as follows [7]:

 ρ
ρ

α
=

+ −( )
0

1 T Tt
, (7)

where ρ0 is the constant density of oil determined at certain tempera-
ture Tt, kg/m3; Tt is the oil temperature at which the constant density 
of oil ρ0 was fixed, K; α is the coefficient of volumetric thermal ex-
pansion, k-1. For the oils usable in shock absorbers, the approximate 
value of the said coefficient is 0.001 K-1 [7].

if a variable orifice with a blunt needle is provided in the shock 
absorber (Fig. 1), the opened area of the said orifice for oil flowing 
during the compression and rebound strokes at a certain position of 
the needle shall be calculated as follows [23]:

 A d n
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π , (8)

where db is the diameter of the additional orifice, m; nc is the click 
number of the variable diameter needle; Mc is the maximum possible 
number of the needle clicks.

Summing forces on the floating piston, the equation of motion for 
the floating piston can be written as (Fig. 1):

 m x S p S p F x x m gf2 2 3 2 3 3 2 2 1 2  = − − −( ) −sign , (9)

where m2 is the mass of the floating piston, kg; 2x  is the acceleration 
of the floating piston, m/s2; S3 is the cross-section area of the gas 
chamber, m2; g is the standard acceleration due to gravity, m/s2; Ff 2 is 
the friction force appearing between the floating piston and the body 
of the shock absorber, N.

equation of motion for the main piston can be written as (Fig. 1):

 m x S p S p F x m g Ff1 1 1 1 2 2 1 1 1 = − − ( ) − +sign , (10)

where m1 is the mass of the main piston, kg; 1x  is the acceleration of 
the piston motion, m/s2; S1 is the area of the rebound chamber cross-

Fig. 2. The scheme of a shim valve when the shims contact in the external 
radii only: a) the forming gaps between the shims during deformation; 
b) the computational scheme of the shim valve

a) b)
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where δni is the displacement of the beam structure in the direction 
of the released relationship in the shim contact radius caused by the 
additional unit force, m; ∆i is the displacement of the beam structure 
in the direction of the released relationship in the shim contact radius 
caused by the pressure difference between the working chambers of 
the shock absorber, m; wi is the support reaction (the contact force) 
acting in the shim contact radius, N; di is the deformability coefficient 
of the deformed basis (a relevant shim), m/N.

The solutions of the formed compatibility equations are the values 
of support reactions wi of the released relationship, i.e. contact forces 
between shims of the valve that are considered unknown. Because 
only the first shim of the valve is deformed by the uniform load q and 
other shims do not directly interact with the said load, the value ∆i is 
also evaluated only in the first equation of the system (eq. 12) that 
describes deformations of the first shim in the direction of the axis y. 
in the case of the first shim deformation, the deformed basis is the 
second shim; in the case of the second shim deformation – the third 
shim is deformed basis and so on. The deformability coefficient of a 
shim that is a deformed basis is determined in the contact radius of the 
shims. if the last shim of the valve is rigid, in such case a presump-
tion that displacements of the next-to-last shim in the directions of 
released relationships are impossible, i.e. equal to zero (the n-th equa-
tion of the system (eq. 12)) is accepted. If the n-th shim of the valve 
is movable, its deformability coefficient is determined by applying a 
unit force in the contact radius of shims and evaluating the deflections 
of the shim caused by the said force. The deformability coefficients of 
other shims and their combinations are determined by evaluating the 
relative position of the shims and their number as well as formation 
and application of a subsidiary system of equations (the additional 
forces are shown in Fig. 3): 
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where '
niδ  is the displacement of the beam structure in the direction 

of the released relationship in the contact radius of relevant shims 
caused by the additional unit force ′wi , m; Δp, Δp−1 is the displacement 
of a shim in shim contact radius caused by the additional unit force 

1iw −′  applied to the external radius of the relevant shim, m; dn-1 is the 
known (found) deformability coefficient of the shim, m/N; ′wi  is the 
support reaction caused by the additional unit force iw′  , N.

Based on the system of equations (eq. 13), the deformability coef-
ficients for each part of the shim stack are determined progressively 
(Fig. 4). The deformability coefficients for each part of the shim stack 
are expressed by the following equation:

 d
y

wn
w p

i
±

−=
+

′1
1∆

, (14)

where yw is the displacement of a relevant shim caused by the support 
reaction ′wi , m.

The interdependence between the cross-section area of principal 
orifices of the shock absorber’s piston and the radius r0 of applying the 
uniform load to the first shim of the valve is expressed as follows:

 r
A as

0
1
2

=
− −( )π π

π
, (15)

where As is the total cross-section area of orifices of the piston in-
tended for compression or rebound stroke, m2; a1 is the external radius 
of the first shim of the valve, m.

eq. 15 is obtained by equating the cross-section area  formed by 

all of the orifices of the main piston with the area π a r1
2

0
2−( )  of the 

shim of a certain size, and in this way expressing the value  from the 
obtained expression. 

during the shock absorber’s operation, the shims of the valve at 
any moment are affected simultaneously by more than one load (Fig. 
2b). Consequently, the superposition principle is applied to determine 
the deflections of the shims and the following system of equations is 
formed [26]:
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, (16)

where y1 is the deflection of the first shim of the valve in its external 
radius, m; y2 is the deflection of the second shim of the valve in its 
external radius, m; y3 is the deflection of the third shim of the valve in 
its external radius, m; z1 is the deflection of the first shim of the valve 
in the radius of the contact of the shims, m; z2 is the deflection of the 
second shim of the valve in the radius of the contact of the shims, m; 
z3 is the deflection of the third shim of the valve in the radius of the 
contact of the shims, m.

if a shim valve consists of more than three shims, the system of 
equations (eq. 16) is supplemented with equations analogous to the 
second equation of this system. Application of the system of equations 
(eq. 16) is described in detail in literature [26]. The theoretical area 

Fig. 3. The scheme for explanation of the system of equations (Eq. 13)

Fig. 4. The scheme for progressive determining of the deformability coeffi-
cients for each shim of the valve
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A1 for oil flowing through the piston formed by the valve deforma-
tion is estimated as circumference 2πa1 multiplied by valve opening 
height y1 [8]:

 A a y1 1 12= ⋅ ⋅π , (17)

if the initial deflection of the shim stack occurs, then, according 
to literature [15]: 

 A a y y1 1 1 02= ⋅ ⋅ −( )π , (18)

where y0 is the initial deflection of the shim stack in the fully closed 
position, m.

it is accepted that thermal deformations of the shims do not exist. 
Based on the literature [6, 8, 28], deformations of the valve shims 
are solved by choosing relevant algorithms from Roark’s formulas for 
stress and strain described in the literature [27].

The described mathematical model of monotube shock absorber 
and its shim valve was implemented in the environment of software 
package MATlAB/Simulink by dividing it into interrelated subsys-
tems. During the modelling, the unknowns are the chamber pressures, 
oil flow rates, the deflection of the shim stack and the damping force, 
so, at each time step, the said parameters are solved by applying the 
eq. 4, 5, 11 and 16. Based on the literature [16], the possible value of 
the friction force is 30 N.

4. Experimental procedure

The designed mathematical model was validated by comparison 
with the experimental tests results carried out on two different modi-
fied monotube shock absorbers. During the experimental tests, the 
damping characteristics of the shock absorbers were measured by a 
special electromechanical stand (Fig. 5a) that forms sinusoidal charac-
teristics of the compression and rebound strokes of a shock absorber. 
experimental tests of the modified shock absorbers were carried out 
at 0.03 m amplitude of compression/rebound strokes. The duration of 
a shock absorber’s test was 80 s; the maximum frequency of compres-
sions and rebounds of the shaft of a shock absorber was 4.25 hz.

The nominal parameters of the tested shock absorbers and their 
modified shim valves used for the modelling are provided in Table 1 
and Table 2, respectively. in Table 1 the symbol “*” points out that the 
shim is rigid in the valve and its thickness is 3.5 mm. The Poisson’s 
ratio (0.28) and the elasticity modulus (210 gPa) of the shim material 
were determined by optical emission spectrometer PMI Master Pro; 
the material of the valve shims is c55e carbon steel.

During modification of the shock absorbers, only new parts of 
good technical condition and high quality engineering maintenance 
materials (sealants, oil rings, oil, valve shims and so on) were used. 
The experimental tests of the monotube shock absorber 1 by the elec-
tromechanical stand were repeated twice, when the orifice with the 
blunt needle is fully opened (to fully open the orifice, 30 clicks are 
needed) and when the orifice with the blunt needle is fully closed (0 
clicks) (Fig. 1). monotube shock absorber 2 was tested when the said 
orifice with the blunt needle was only fully opened. in the both above-
mentioned shock absorbers, a symmetric piston was used (Fig. 5b).

At the initial time moment, the value of pressure in chambers of 
the shock absorber is 1.5 MPa. The shim clamping radius of valve 
shims is 8.4 mm (shim clamping radius is marked by symbol b in 
Fig. 2b) in monotube shock absorber 1 and 7 mm – in monotube shock 
absorber 2. The diameter of the variable orifice with the blunt needle 
is 2 mm when it is fully opened. All experimental tests were carried 
out at the temperature of 293 k.

Fig. 5. The equipment used during tests: a) The shock absorber test 
stand used for experimental tests and the monotube shock 
absorber 1 mounted in it, 1 – Load cell; 2 – The upper 
mounting point; 3 – Monotube shock absorber 1; 4 – The 
lower mounting point; 5 – electromechanical test stand; b) 
The side of the piston of the monotube shock absorber 1 
intended for the compression stroke

b)

a)
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5. Results and discussion

The results of the damping force modelling 
were compared with the data of the damping 
force of the tested shock absorbers determined 
during the experimental tests and a good level 
of agreement was obtained. The value of the 
total relative error between the results of the 
mathematical modelling and the results of the 
experimental tests does not exceed 3 % both 
for compression and rebound strokes. The 
types of the characteristics obtained by math-

ematical modelling and experimental 
tests coincide: all the characteristics are 
of a linear type.

in this section, the impact of the 
structures of the variable orifice with a 
blunt needle and the shim valve on the 
value of the damping force is analysed. 
The diagrams, reflecting the dependence 
of the damping force vs. piston velocity 
(F-v), that were formed based on the ex-
perimental and the mathematical model-
ling results, are presented for monotube 
shock absorber 2 in Fig. 6 and for mono-
tube shock absorber 1 – in Fig. 7.

5.1.   Low velocity phase 

The value of the damping force 
generated in the low velocity phase 

1( 0.05)x ≤  and the position of the knee 
point directly depend on the position of 
the needle in the variable orifice. When 
the variable orifice is closed, a resistance 
to oil flowing through the said orifice 
appears. Consequently, the generated 
damping force increases and the knee 
point, i.e. the moment when the shim 
valve opens is clearly visible (Fig. 7a). At 
higher values of the pressure difference 
between the compression chamber and 
the rebound chamber required for open-
ing the shim valve, the knee point is more 
clearly visible. The value of the pressure 
difference required for opening the shim 
valve depends on the properties of the 

shims that are in the positions 1 and 2 (Table 1.). At higher values of 
stiffness of the shims that are in the positions 1 and 2, the value of the 
damping force generated in the low speed phase is higher and the knee 
point is more clearly visible. A higher stiffness of a shim causes an 
increased preload for the shim stack and a larger pressure difference 
is needed across the shim stack to deflect it. When the variable orifice 
is open, no additional resistance to oil flowing through the said orifice 
is formed; in such a case, the growing of the damping force generated 
in the low velocity phase is linear and the knee point is not visibly ex-
pressed (Fig. 6; Fig. 7b); however, the value of the generated damping 
force is lower as compared to the closed orifice. For example, when 
the variable orifice of the monotube shock absorber 1 is closed, the 
maximum value of its damping force generated in the low velocity 
phase that was found in the experiments equals to 369 n and when 
the orifice is open – the said force equals to 128 n (Fig. 7). neverthe-
less, an evaluation of the values of the damping force generated in the 
low velocity phase discloses discrepancies between the experimental 

Fig. 6. The damping characteristics of the monotube shock absorber 2, when 
the variable orifice with the blunt needle is open

Fig. 7. The damping characteristics of the monotube shock absorber 1: a) when the variable orifice with 
blunt needle is closed; b) when the variable orifice with blunt needle is open

Table 1. The nominal parameters of shim valve structures in the researched shock absorbers

Monotube shock 
absorber 1

Position of the 
shim 1 2 3 4 5 6 7 8 9

External radius of the shim, mm

Compression 19 19 19 19 19 15 13 8.5 8.5

Rebound 17 17 17 15 12.5 8.5 8.5 8.5* -

Monotube shock 
absorber 2

Position of the 
shim 1 2 3 4 5 6 7 8 9

External radius of the shim, mm

Compression 17 15 12.5 11 9 7.5 7.5 - -

Rebound 15 15 13.75 11 9 8.5 8.5 - -

Table 2. The nominal parameters of the tested shock absorbers

Shock absorber

A parameter

Shim thickness, 
mm

The orifice cross-section 
area during compression/

rebound stroke, mm2
Oil The piston diameter, 

mm

Monotube shock 
absorber 1

0.3
325.5/102.4

Castrol Fork Oil 
10W

45

Monotube shock 
absorber 2 237.2/72.8 40

Shock absorber The shaft di-
ameter, mm

Heights of compression/
rebound/

gas chambers, mm

Adiabatic pro-
cess constant 
for Nitrogen

Oil Bulk modulus, 
MPa

Monotube shock 
absorber 1 20

105/105/50 1.4 1500
Monotube shock 

absorber 2 12.4

a) b)
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and modelling results that attain to 17.83 % in some time steps. The 
appeared errors may be explained by an observed formation of the 
damping force loop in the low velocity phase, the meaning of which 
is close to the phenomenon of formation of hysteresis loop. During 
mathematical modelling, the hysteresis loop is formed because of the 
accepted constant friction force between elements of the shock ab-
sorber.

5.2. Normal and high velocity phase 

During the experiment, it was found that oil flowing through the 
variable orifice influences also the maximum value of the damping 
force generated in normal 1( m / s0.05 0 ).2x< ≤  and high velocity 

10.2 0.4 m / s( )x< ≤  phase. it can be seen from Fig. 7 that when the 
structure of the valve is the same and the variable orifice is closed, the 
value of the generated damping force is 860 N during the compres-
sion stroke and 2890 n during the rebound stroke. When the orifice 
is open, the value of the generated damping force is 710 N during the 
compression stroke and 2050 N during the rebound stroke. it may be 
explained as follows: during damping the vibrations in the high veloc-
ity phase, the variable orifice is not closed or blocked, so the oil flow-
ing through it during the operation of the shock absorber is constant 
independently from the velocity of the piston’s compression/rebound. 
it is clear based on the obtained results that the maximum value of the 
generated damping force is higher when the variable orifice is closed 

and is lower when the orifice is open. The extent of the increase/de-
crease of the damping force on changing the position of the needle 
of the orifice during compression or rebound stroke depends on the 
diameter of the orifice on operation of the shock absorber and the 
accepted values of the discharge coefficient. A value of the damping 
force generated in normal/high velocity phase is influenced by the 
shims of the positions 3-9 (Table 1.) and their stiffness. At higher shim 
clamping radius (Fig. 2b), the stiffness of the shim valve is higher, so 
the generated damping force increases as well (Fig. 8).

During the mathematical modelling, it was also found that the 
shim thickness affected the stiffness of the valve and the value of the 
generated damping force. At higher values of the shim thickness, the 
generated damping force increases as well (Fig. 9).

however, the source of literature [17] points out that the stiffness 
of a shim is not linear in relation to its thickness. To calculate how 
many thin shims it takes to equal one thicker shim, the formula is 
approximately the same as for comparing the stiffness of dissimilar 
constant section beams [17]:
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 s
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=  
 

 (19)

where xs is the thickness of the thicker shim, m; xp is the thickness of 
the thinner shim, m.

Taking into account the obtained results as well as the eq. 4 and 
17, it becomes clear that the valve y1 and the oil flow rate Q1 through 
the valve depend on the shim stack stiffness. For these reasons, it is 
obvious that the parameters of the shim valve and its stiffness impact 
considerably the damping force generated by the shock absorber.

6. Conclusion

This paper presents the variety of mathematical model types for 
monotube shock absorbers and the new method for modelling shim 
valves for shock absorbers is developed and proposed together with a 
discussion of this model performance.

Application of the force method (intended for analysing the stati-
cally indeterminate systems) allows determining the contact forces 
appearing between shims of the valve with a good adaptation to wide 
range of various parameters of shim valve. The algorithm for applying 
the suggested model has been clarified and detailed.

The effectiveness of the suggested model has been verified by ex-
perimental tests. The new model has demonstrated clear advantages, 
because the found values of the relative errors were ≤ 3 % both during 
the compression stroke and the rebound stroke. This fact attests the 
created mathematical model to be correct and applicable for seeking 
better vehicle road holding characteristics.

in addition, the influence of the shim valve construction and the 
variable orifice construction on the shock absorber damping charac-
teristics has been discussed. The obtained results confirm the relation-
ship between the properties of all shims of the valve and the damping 
force generated by the shock absorber. 
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Fig. 8. The damping characteristics of the monotube shock absorber 2 at dif-
ferent values of the shim clamping radius

Fig. 9. The damping characteristics of the monotube shock absorber 2 at dif-
ferent values of the shim thicknesses
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1. Introduction and literature survey

many maintenance strategies, policies and methods have been de-
veloped, which are aimed at making maintenance cheaper and more 
effective. Such programs have the minimization of costs, downtime 
and losses due to failure of critical objects of the equipment as their 
main objective. cost minimization improves the effectiveness and 
profitability of the organization [1, 2, 9, 12, 13, 20]. 

For creation of the maintenance policies, well described data min-
ing input is very important. [4]. 

in recent years, useful models of preventive and predictive main-
tenance optimization with different complexity and applicability have 
been further developed.

In the paper, [5] the authors proposed a quasi-periodic imperfect 
preventive maintenance policy. Finally, a real case study of preventive 
maintenance on chinese diesel locomotives is examined to illustrate 
the proposed maintenance policy.

The paper [6] proposes an approach in which preventive and fail-
ure replacement costs as well as inspection cost are taken into account 
to determine the optimal replacement policy and an age-based inspec-
tion scheme, such that the total average costs of replacements and 
inspections is minimized.

Determination of the preventive effect of optimal replacement 
policies in the paper [8] is based on aging intensity and the cost ratio 
of failure and preventive replacements. One of its conclusions is that 

not every preventive maintenance is fully effective and a policy of, 
“run to failure” can be more effective (note: in some cases).

The proposed model in the paper [10] takes into consideration the 
stochastic nature of equipment failures. The output from the model 
is a cost distribution against the time from which the minimum cost 
may be found for a particular period and this period is defined as the 
optimum lifespan of the machine part.

The paper [11] considers periodic preventive maintenance poli-
cies for a deteriorating repairable system. On each failure, the system 
is repaired and, at the planned times, it is periodically maintained to 
improve its performance reliability. most periodic preventive main-
tenance (PM) models for repairable systems have been studied as-
suming that the failure process between two PMs follows the nonho-
mogeneous Poisson process (nhPP), implying the minimal repair on 
each failure.

The paper [14] regarding warranty policy considering three main-
tenance options for products with multiple failure modes also showed 
the broad usability of the Weibull distribution. This fact supports the 
decision of the authors to also use the Weibull function.

The paper [15] presents a new mathematical function to model an 
improvement based on the ratio of maintenance and repair costs, and 
demonstrate how it outperforms fixed improvement factor models by 
analyzing the effectiveness in terms of cost and reliability of a system. 

Legát v, MoŠnA F, ALeŠ z, JuRčA v. Preventive maintenance models – higher operational reliability. eksploatacja i niezawodnosc – Ma-
intenance and Reliability 2017; 19 (1): 134–141, http://dx.doi.org/10.17531/ein.2017.1.19.

václav Legát
František MoŠnA
zdeněk ALeŠ
vladimír JuRčA

preventive maintenance models – higher operational reliaBility

modele konserwacji zapoBiegawczej 
a wyższa niezawodność eksploatacyjna

The authors present a method for determining the optimal interval for preventive periodical maintenance and an optimal di-
agnostic parameter for predictive maintenance/replacement. Additionally, the authors raise the question: how does preventive 
maintenance influence the probability of failure and the operational reliability of system elements that have undergone preventive 
periodical maintenance? They answer the question using analytical and simulation computing approaches. The results are in 
quantitative form, giving relationships between preventive maintenance intervals and reliability functions. Examples demonstrate 
suitability of the method for typical engineering objects using a three parameters Weibull distribution. Application of the method 
is of substantial benefit to both the manufacturer and the user of technical equipment.

Keywords: preventive maintenance, predictive maintenance, maintenance interval optimization, reliability 
improvement.

Autorzy przedstawiają metodę określania optymalnego czasu przerwy na okresową konserwację zapobiegawczą oraz optymal-
nego parametru diagnostycznego dla konserwacji predykcyjnej/wymiany Dodatkowo, autorzy zadają pytanie, jaki jest wpływ 
konserwacji zapobiegawczej na prawdopodobieństwo wystąpienia uszkodzenia oraz na niezawodność eksploatacyjną elementów 
systemu, w stosunku do których zastosowano okresową konserwację zapobiegawczą. Odpowiedzi na te pytania, autorzy poszukują 
posługując się metodami analizy i symulacji komputerowej. Wyniki podane w formie ilościowej, informują o związkach między 
przerwami na konserwację predykcyjną a funkcjami niezawodnościowymi. Podane przykłady pokazują, z wykorzystaniem trójpa-
rametrowego rozkładu Weibulla, że proponowana metoda może być stosowana w przypadku typowych obiektów inżynieryjnych. 
Zastosowanie omawianej metody przynosi znaczące korzyści zarówno wytwórcom jak i użytkownikom sprzętu technicznego.

Słowa kluczowe: konserwacja zapobiegawcza, konserwacja predykcyjna, optymalizacja przerw konserwacyj-
nych, doskonalenie niezawodności.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.19, No. 1, 2017 135

sciENcE aNd tEchNology

it determines the optimal preventive maintenance and replacement 
schedule of the system.

The paper [16] takes into account degradation modeling and 
maintenance policy for a two-stage degradation system, which deg-
radation process is nonlinear and degradation rate is change over time 
in both stages. influence analysis of different model parameter and 
maintenance policy is studied in numerical examples with results that 
the proposed optimal maintenance policy can help to reduce the mean 
cost rate.

in the paper, [17] the authors proposed a hybrid imperfect main-
tenance model with random adjustment-reduction parameters and a 
maintenance policy. Furthermore, a numerical example and an exam-
ple of the fuel injection pump of diesel engines are carried out and 
presented to illustrate the proposed method.

A mathematic model of optimization of maintenance intervals 
having regard to the risk is presented in the paper [18]. Precise calcu-
lations were made for steam turbines that operate in power units.

maintenance can represent a significant portion of the cost in as-
set intensive organizations, as breakdowns have an impact on the ca-
pacity, quality and cost of operation [21]. however, the formulation of 
a maintenance strategy depends on a number of factors, including the 
cost of down time, reliability characteristics and redundancy of assets. 
Consequently, the balance between preventive maintenance (PM) and 
corrective maintenance (cm) for minimizing costs varies between or-
ganizations and assets. Nevertheless, there are some rules of thumb on 
the balance between PM and CM, such as the 80/20 rule.

in the paper [22], an approach is presented, which allows evalu-
ation of various possible maintenance scenarios with respect to both 
reliability and economic criteria. Authors included three deterioration 
states (D1 ÷ D3) and three repairs: minor (index = 1), medium (2) and 
major (3), but in real machine operation it is difficult to define these 
general states and repairs exactly.

In the paper [23] a double-fold Weibull competing risk model us-
ing the real failure data from railway operation, was developed for the 
engine system of a diesel locomotive and its current maintenance. Re-
sults show that the maintenance period varies widely between winter 
and summer, and that optimized maintenance can increase the avail-
ability and decrease cost more than the existing policy. 

The paper [7] is a very large review on machinery diagnostics 
and prognostics implementing condition-based maintenance using 
271 references and other reviews in the paper [19] using 104 refer-
ences which point to future perspectives on maintenance optimiza-
tion. These two references [7, 19] fully support the authors method, 
from data collection through data processing to optimal maintenance 
decision making.

These references proposed interesting models regarding concrete 
application on particular technical systems with different structures 
and as well a general solution. The authors did not find in the review, 
a simple model of predictive maintenance optimization for industrial 
practice and no idea that preventive maintenance improves reliabil-
ity including utilization of a three parameters Weibull distribution.  
According to authors’ experiences from different fields of industry, 
maintenance managers need simple and general methods for design of 
maintenance programs and policies optimization. Therefore, the ob-
jective of this paper is to contribute to the optimization of predictive 
maintenance with a new simple semi-stochastic model. A further ob-
jective was to give maintenance staff evidence that preventive mainte-
nance improves operational reliability based on a mathematical theory 
of reliability [1, 20] and authors works [9, 12, 13]. Finally, all models 
are demonstrated using numerical simulation with a three parameters 
Weibull distribution supported by table processor excel.

2. Optimization of predictive maintenance

in discussing machine maintenance strategy, it is customary to 
distinguish between the following methods (policies) [3]:

corrective maintenancea)  - maintenance carried out after fault 
recognition and intended to put an item into a state in which it 
can perform a required function,
preventive maintenance -b)  maintenance carried out at predeter-
mined intervals or according to prescribed criteria and intended 
to reduce the probability of failure or the degradation of the 
functioning of an item; following policies c), d) and e) are also 
preventive maintenance,
predetermined maintenancec) , preventive maintenance carried 
out in accordance with established intervals of time or number 
of units of use but without previous condition investigation,
condition based maintenanced)  - preventive maintenance which 
includes a combination of condition monitoring and/or inspec-
tion and/or testing, analysis and the ensuing maintenance ac-
tions; the condition monitoring and/or inspection and/or testing 
may be scheduled, on request or continuous,
predictive maintenancee)  - condition based maintenance car-
ried out following a forecast derived from repeated analysis or 
known characteristics and evaluation of the significant param-
eters of the degradation of the item. 

The proposed model of predictive maintenance optimization is 
based on minimization of unit maintenance, diagnostics and failure risk 
cost c(Sp) of a component [1]:

 
· ppr f

p d
p

C  + L F( )S
c( ) =  + S c

t( )S
 (1)

where Sp is a diagnostic signal for predictive maintenance; diagnostic 
signal is allowed to be a random variable, Cpr is cost of preventive 

maintenance, Lf is loss due to failure risk ( · pfL F( )S ); loss due to 
failure risk can be calculated as a difference between cost of corrective 
maintenance and cost of preventive maintenance, it means Lf=Ccm - 
Cpr, F(Sp) is probability of failure depending on diagnostic signal Sp, cd 
denotes unit costs of condition monitoring to obtain diagnostic signal 
Sp,t(Sp) is the mean time corresponding to diagnostic signal Sp, which 
can be determined from operational data using the formula:

 
p p m( )  n-m( )S S

i p j pp
i=1 j=1

1t( ) = S t S t S
n

( ) + ( ) 
∑ ∑  

 (2)

where ti(Sp) denotes the operating time of the ith object surviving at 
the level Sp, tj(Sp) denotes the time to failure of the jth object which 
failed before reaching the state Sp, m(Sp) is the number of objects 
reaching state Sp without failure and n is the total number of objects 
in the investigated population. To obtain these data it is necessary to 
carry out an operational observation – life test of objects population 
including on-line diagnostic measurement till failure or at least diag-
nostic signals Spf closely before failure occurs. in the first case, it is 
easy to apply equation (2) and probability of failure (distribution func-
tion) F(Sp) can be obtained by means of diagnostic signals Sp shortly 
before failure. if there are only recognized diagnostic signals (techni-
cal states) closely before failures, it is necessary to calculate operat-
ing time related to selected diagnostic signal Sp which is used as an 
indicator for predictive maintenance of an object. 

For calculation of mean operating time, versus diagnostic signal 
for predictive maintenance ( )pt S , authors use a simplified model in 
which the technical state degradation (a change of diagnostic signal) 
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runs along a straight line from start state pzS  to limit value of techni-
cal state (to failure) pfiS  i-th object. The accuracy of this approxima-
tion from point of technical solution is sufficient. calculation of the 

( )i pt S  is carried out in a case of the piS  < pfiS  according to equation 
(3):

 ( ) ( ) ,pi pz
i p i pfi

pfi pz

S S
t S t S

S S
−

=
−

 (3)

if pj pfjS S≥ , the operating time to failure of the jth object which 
failed before reaching the diagnostic signal Sp, we can read directly 
from the database of operating time to failure of the jth object which 
failed before reaching the diagnostic signal pjt ( )S . interpretation of 
these input data is clear from Fig. 1.

unit costs of preventive maintenance and failure risk versus diag-
nostic signal for predictive maintenance and optimal diagnostic signal 
for predictive maintenance Spo (for ( )pc S = minimum) we can calcu-
late, using equation (4):

( ) ( )

1 1

· ( ) · ( )
( )

( ) 1 ( ) ( )
p

pr f p pr f p
p d dm S n m Spp

i p j p
i j

C L F S C L F S
c S c c

t S
t S t S

n

−

= =

+ +
= + = +

 
 +
  
∑ ∑

  (4)

For a proposed model of predictive maintenance optimization (4) 
it is necessary to obtain or calculate input data as follows:

cost of preventive maintenance a) Cpr
losses due to failure risk b) Lf 
probability of failure versus diagnostic signal for predictive main-c) 
tenance F(Sp)
mean operating time versus diagnostic signal for predictive main-d) 
tenance pt( )S
unit cost of diagnostics (condition monitoring)e)  cd
diagnostic signal for predictive maintenancef)  Sp,

Optimal predictive dispositional operating time td(Spo) from actual 
operating time ( )t S  in decision making state to optimal operating time 

( )pot S  for predictive maintenance (restoration, replacement) is calcu-
lated from equation

 
( ) ( ) ( )d po pot S t S t S= −  (5)

3. Calculation of mean life and reliability functions of 
preventive predetermined maintained objects

if we should prove that preventive predetermined maintenance 
increases operational reliability, we must calculate reliability function 
of object predetermined maintained in operating time tp and its mean 
life ET of preventively predetermined maintained objects in time tp 
comparing with corrective maintenance of the same object.

Let us monitor a series of objects that underwent preventive pre-
determined maintenance (were replaced) after time interval tp using a 
new object with the same reliability properties. Also, let us suppose 
that its durability is characterized by a random variable X with a con-
tinuous density function f and distribution function F.

Object reliability can be improved during operation by preventive 
predetermined replacement at time tp. Durability of k-th component is 
also described by a random variable Xk with the same density function 
f and distribution function F. We suppose that random variables X1, 
X2,…are independent.

Let us denote by T a random variable which describes the life 
of preventively predetermined replaced objects. Further, we derive 
the formula of the density function fT and the distribution function fT 
for the random variable T. We are particularly interested in the mean 
value ET.

Let us denote p = P[Xk < tp], q = P[Xk ≥ tp] = 1 – p and 

I = 
0

( )
t p

xf x∫ dx. We express the random variable T using Xk in the fol-

lowing way:
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With respect to independence X1, X2, ..., from the total probability 
theorem it holds for arbitrary x ∈<0;∞):
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Further, we calculate according to the definition of conditional 
probability with respect to the independence of X1, X2, …
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Fig. 1. Principle of input data determination for calculation of mean operat-
ing time versus diagnostic signal for predictive maintenance ( )pt S
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After substitution (7) into equation (6) we obtain:
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it is possible to itemize the distribution function FT around the 
following intervals:
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last, using a modified equation (8), we calculate the failure prob-
ability FT(t) and the reliability function RT(t) for the components that 
underwent preventive predetermined maintenance:

FT(t) = F(tpo ) + R(tpo )F(t − tpo ) + R2(tpo )F(t − 2tpo ) +  R3(tpo )F(t −3tpo ) + … (9)

and

 RT(t) = 1 – FT(t) (10)

We obtain density function fT  by differentiation of FT:
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Finally, we calculate the mean value of life (sum of particular 
operating time) for objects that underwent preventive predetermined 
replacement:
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we have used the formula for the sum of the geometrical series 1 + q + 
q2 + ... +qk + ... =1 / (1 − q) and from this formula through differentia-
tion we have obtained the derived formula 

1 + 2q + 3q2 + ... + kqk-1 + ... = 1 / (1−q)2.

integral I can be modified using integration by parts:
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where R(x) = 1 − F(x) is reliability function. 
For mean value ET of the life of preventively predetermined 

maintained objects at time tp we obtain the following equation:

 0
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∫

∫   (14)

From equation (14) it is clear that mean life of preventive prede-
termined maintained objects ET > 

0
( )R x dx∞

∫  (mean life of corrective 
maintained objects) for tp<<∞. This fact proves that preventive pre-
determined maintenance increases operational reliability of objects 
comparing with corrective maintenance.

Optimal value of operating time to predetermined maintenance tpo 
[1] it is possible to calculate from equation (15) which is analogical to 
equation (1) and (4) and using three parameters Weibull distribution 
function, we obtain:
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For solution of equation (14) and (15) it is possible to use a nu-
merical method, e.g. to use mS excel.

4. Numerical solution
We have simulated the life tf of 44 objects to failure and their tech-

nical state (diagnostic signals) Sf shortly before failure, including costs 
and losses. Value of diagnostic signal may represent the ratio of a two 
values of variable, therefore, the value presented by diagnostic signal is a 
dimensionless number. There were obtained input data – see Table 1.

using input reliability and economic data regarding life time tf 
from Table 1 and software http://wessa.net/rwasp_fitdistrweibull.
wasp we obtained mean operating time to failure (MOTTF), standard 
deviation (SDt) and parameters αt, βt and γt of the Weibull distribution 
function – see Table 2.

using input reliability data regarding technical state (diagnos-
tic signal) Sf from Table 1 and software http://wessa.net/rwasp_fit-
distrweibull.wasp, we obtained average diagnostic signal (technical 
state) fS , standard deviation (SDS) and parameters αS, βS and γS of 
the Weibull distribution function – see Table 3.

Fig. 2. Dependency of unit costs of preventive maintenance and unit costs of 
failure risk c(tp) versus operating time to preventive predetermined 
maintenance tp
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Table 1. Simulated input data – life tf and diagnostic signal Sf closely before failure including costs

Object Nr. 1 2 3 4 5 6 7 8 9 10 11

tf (h) 501 635 727 753 799 941 988 995 1012 1087 1111

Sf 3.01 3.07 3.09 3.10 3.13 3.16 3.18 3.19 3.20 3.21 3.22

Object Nr. 12 13 14 15 16 17 18 19 20 21 22

tf (h) 1125 1163 1194 1199 1205 1210 1223 1238 1245 1256 1277

Sf 3.23 3.24 3.25 3.26 3.27 3.28 3.28 3.29 3.29 3.40 3.40

Object Nr. 23 24 25 26 27 28 29 30 31 32 33

tf (h) 1298 1356 1375 1399 1410 1447 1492 1512 1544 1588 1625

Sf 3.41 3.43 3.46 3.47 3.48 3.49 3.49 3.50 3.52 3.53 3.55

Object Nr. 34 35 36 37 38 39 40 41 42 43 44

tf (h) 1678 1739 1749 1763 1799 1832 1979 2030 2213 2375 2700

Sf 3.57 3.58 3.59 3.60 3.62 3.65 3.69 3.72 3.79 3.85 3.97

Costs of preventive maintenance Cpr (EUR) 10,000

Costs of corrective maintenance Ccm (EUR) 21,000

Production losses due to failure and following down time Lf (EUR) 11,000

Unit costs of condition monitoring cd (EUR/h) 1.2

Table 2. Parameters of the Weibull distribution function – MOTTF, SDt, αt, βt and γt

MOTTF (h) Standard deviation SDt (h) Shape parameter  
αt

Scale parameter  
βt

Location parameter 
γt

MTTF t
t

t= + +β
α

γ· ( )Γ
1 1

Γ is Gama function

SDt t
t t

= + − +β
α α

Γ Γ( ) ( )2 1 1 1 2

Γ is Gama function
1.823 971.465 500

1363.39 490.56

Table 3. Parameters of the Weibull distribution function – fS , SDS, αS, βS and γS

Mean value fS Standard deviation SDS Shape parameter 
αS

Scale parameter 
βS

Location parameter 
γS

S f S
S

S= + +β
α

γ· ( )Γ
1 1

Γ is Gama function

SDS S
S S

= + − +β
α α

Γ Γ( ) ( )2 1 1 1 2

Γ is Gama function
1.825 0.450 3.00

3.4 0.227

Table 4. Unit costs of preventive maintenance and failure risk versus operating time (period) of preventive predetermined maintenance (optimal data are 
formatted bold)

tp (h) 1,000 1,020 1,040 1,060 1,077 1,100 1,120 3,500

c(tp) (EUR/h) 13.486 13.465 13.451 13.444 13.442 13.445 13.452 15.400

Table 5. Unit costs of predictive maintenance, diagnostics and failure risk versus diagnostic signal for predictive maintenance (optimal data are format-
ted bold)

Sp (-) 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

pt( )S (h) 732.0 930.1 1,075.2 1,186.3 1,275.3 1,328.8 1,355.7 1,370.8

c(Sp) (EUR/h) 15.182 12.753 11.861 11.592 11.613 11.937 12.445 12.999
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unit costs of preventive maintenance and failure risk 

L
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β
α  versus operating time (period) of preven-

tive predetermined maintenance we can calculate by means of equation 
(15) –see some results in Table 4 and on Fig. 2.
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Now we can calculate optimal diagnostic signal (technical state) for 
restoration Spo using equation (4) substituting Weibull distribution func-
tion to equation (16) and by application MS excel, we can calculate unit 
costs c(Sp) of preventive maintenance, diagnostics and failure risk versus 
diagnostic signal for predictive maintenance, optimal diagnostic signal 
Spo (technical state) for restoration and mean operating time versus diag-
nostic signal for predictive maintenance  

( )pt S  = 
( ) ( )

1 1

1 ( ) ( )
p pm S n m S

i p j p
i j

t S t S
n

−

= =

 
 +
  
∑ ∑ – see Table 5 and Fig. 3. 

knowledge of optimal diagnostic signal Spo (see Fig. 3) is very im-
portant for the design of predictive maintenance. We can very easily in-
dicate dispositional operating time )( pod St  according to equation (5) to 
be able to plan the maintenance of an object.

Now we use mS excel to compute mean life ET of the objects 
that have undergone preventive maintenance after the optimal interval  
tpo = 1,076.7 hours (according to the equation (15)) by the Weibull 
distribution function with parameters αt, βt and γt using numerical 
method of R(t) integration. 
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1,076.72
0.6795

3,359.4
1

 hours

(17)

numerical calculation (for the Weibull distribution function with 
parameters αt = 1.823, βt = 971.466 and γt=500) of RT(t) is done ac-
cording to equations (9) and (10) and of R(t) is done according to 
equation (18) – see Fig. 4. 

 R t t t

t

t( ) exp( ( ) )= −
− γ
β

α  (18)

From this figure it is clear that the object with predetermined mainte-
nance has a much better reliability function RT(t) than the same object 
maintained after failure (reliability function R(t)).

5. Conclusion

Authors offer a tool for maintenance managers which represents 
general methods of calculating the optimal interval for predetermined 
maintenance and the optimal diagnostic signal for predictive mainte-
nance/replacement – equations (1) and (15). Further, the authors de-
duced equations for mean life and probability reliability function of 
predetermined maintained machine objects and equations for predic-
tive maintenance optimization – equations (10), (12) and (14). Au-
thors proof that preventive maintenance improves reliability. From 
equation (14) it is clear that mean life of preventive predetermined 

maintained objects ET > R x dx( )
0
∞
∫  (mean life of corrective main-

tained objects) for tp<<∞. Numerical solution presented graphically 
on Fig. 4 also shows that reliability of preventive predetermined 
maintained objects decreases more slowly than the reliability of ob-
jects which are running to failure.

The example shows an application of the proposed mathematical 
model on a virtual machine object. When we replace the component 
after failure, the MOTTF = 1,363 hours and production losses due to 
the failure risk Lf = 11,000 euR and unit costs of preventive mainte-
nance and failure risk, then c(MOTTF) = 15.4 euR/hour. When we 
introduce predetermined maintenance (for tpo = 1,077 hours) of the 
object, the MOTTF increases to ET = 3,360 hours and unit costs of 
preventive maintenance and failure risk decrease to 13.4 euR/hour – 
see Fig. 2 and Fig. 4. 

When we introduce predictive maintenance on the same object 
using the derived equation (16), we obtained optimal diagnostic sig-
nal Spo = 3.4 and unit costs c(Spo) = 11.6 euR/hour. If we compare 
these unit costs with unit costs of periodic maintenance (c(tpo) = 13.4 
euR/hour), we see that this predictive maintenance strategy brings 
economical effect of 1.8 euR/hour. We can see the comparison of all 
results of the example of chosen maintenance policies from Table 6. 

Fig. 3. Dependency of unit costs of preventive maintenance, diagnostics and 
failure risk versus diagnostic signal of predictive maintenance Sp

Fig. 4. Reliability functions R(t) (object is running to failure without 
preventive maintenance) and RT(t) (preventive predetermined 
maintained object) versus operating time
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The best maintenance policy from point of unit costs for this example 
is a predictive maintenance.

The benefit of the proposed mathematical models is not only the 
ability to compute the optimal interval of predetermined maintenance 
and optimal diagnostic signal for predictive maintenance, but also to 

provide quantitative proof that preventive predetermined maintenance 
increases operational reliability of machine objects. The decision lies 
with maintenance specialists, whether or not they adopt and apply 
these models and methods for improving maintenance effectiveness 
of industry production equipment.

Table 6. Comparison of all results of maintenance policies from the example

Maintenance policy Diagnostic signal (h, -) Unit costs (EUR/h)

Corrective maintenance tp →∞ c(tp →∞) = 15.4

Predetermined maintenance tpo = 1.077 c( t )po  = 13.4

Predictive maintenance Sdo = 3.4 c( S )p  = 11.6
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1. Introduction

Road traffic is one of the most dangerous types of human activity. 
it is due to several factors, including the unreliability of the driver-
vehicle system in the process of driving. According to WhO statistics, 
1.2 million of people die in car accidents each year. in the past 10 
years on eu roads ca 0.5 million people were killed with over 1.5 
million seriously injured and many people remain disabled for the rest 
of their lives. The annual cost of road accidents in the eu amounts to 
€ 160 billion, which constitutes 2% of eu gdP. The risk of being a 
fatality on Polish domestic roads is four times greater than on roads 
in germany and the uK, and on highways it is even six times greater. 
In Poland, in 2005, as many as 57.3% of the accidents occurred on a 
straight stretch of road, and the most common cause of road accidents 
was excessive speed (28.8%), while failure to maintain a safe dis-
tance between vehicles causes 4.5% of accidents. in 2012, about 11% 

of accidents are the result of driving into the rear of another vehicle 
because of not maintaining a safe distance. The cause of up to one 
quarter of accidents on german highways is driver drowsiness. Most 
of these accidents have severe consequences. The main risk factors on 
roads are: human, as a participant of the traffic, the vehicle, and the 
road. As many as 90-95% of accidents are related to man and their be-
haviour. The vehicle contributes to causing 8-10% of road accidents, 
while the road and its surroundings contributes to 28-35% of road 
accident occurrence. These factors may impact the risk individually 
or several factors may combine (Fig. 1) [14, 20]. Archer [3] observed 
that at an average speed of 60 km/h average one risky situation for 120 
km should be attributed to an average driver.

human behaviour, ignorance of one’s own body, response to stress 
or the level of fatigue or excessive confidence in one’s own driving 
capability contribute to the occurrence of accidents. Other factors, 
such as weather conditions or the road surface condition, are much 

koRnAckI A, WAWRzoSek J, BochnIAk A, SzyMAnek A, PAWLAk h. critical values of driver response time and its impact on reducing 
reliability and safety in road traffic. eksploatacja i niezawodnosc – Maintenance and Reliability 2017; 19 (1): 142–148, http://dx.doi.or-
g/10.17531/ein.2017.1.20.
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critical valUes of driver response time and its impact on redUcing 
reliaBility and safety in road traffic

krytyczne wartości czasU reakcji kierowcy i ich wpływ na oBniżenie 
niezawodności i Bezpieczeństwa rUchU drogowego*

Road traffic is among the most dangerous types of human activity. The main causes of road accidents are driver fatigue, poor 
physical and mental condition of drivers and overestimating one’s skills while driving. This study focuses on the estimation of 
driver response time, as the basis of a hypothetical system that uses short and long-range radars, which determines the physical 
and mental condition of a driver, based on the analysis of „acceleration noise” of the vehicle following its predecessor. This work 
highlights serious consequences of the fact that driver response time is described by means of a distribution with heavy tails, and 
thus may be a source of hazard in the driver-vehicle system. Extremes of driver response time were treated as outliers in this study. 
Their detection was attained by using the Akaike information criterion [1, 2], which is an alternative to conventional methods of 
testing hypotheses. Untypical, on account of their outlying nature, values are interpreted as critical driver response time values 
which potentially endanger the reliability of driving.

Keywords: driver response time, reliability of road traffic, outliers, Akaike information criterion, log-normal 
distribution.

Ruch drogowy należy do najbardziej niebezpiecznych rodzajów działalności człowieka. Główne przyczyny wypadków drogowych 
to zmęczenie kierowców, zły stan psychofizyczny kierujących oraz przecenianie swoich umiejętności podczas prowadzenia po-
jazdu. W niniejszej pracy skupiono uwagę na estymacji czasu reakcji kierowców, jako podstawie hipotetycznego systemu wy-
korzystującego radary dalekiego i krótkiego zasięgu a określającego stan psychofizyczny kierowcy w oparciu o analizę „szumu 
przyspieszeń” pojazdu podążającego za poprzednikiem. Wskazuje się na groźne konsekwencje faktu, że czas reakcji kierowcy jest 
opisywany rozkładem z ciężkimi ogonami, gdyż z tego powodu może być źródłem zagrożenia w układzie kierowca-pojazd. Skrajne 
wartości czasu reakcji kierowców potraktowano w pracy, jako wartości odstające. Do ich wykrycia zastosowano kryterium in-
formacyjne Akaike [1, 2] co stanowi alternatywę w stosunku do klasycznych metod testowania hipotez. Nietypowe, bo odstające 
wartości interpretuje się, jako krytyczne czasy reakcji kierowców potencjalnie zagrażające niezawodności jazdy.

Słowa kluczowe: czas reakcji kierowców, niezawodność ruchu drogowego, obserwacje odstające, kryterium 
informacyjne Akaike, rozkład logarytmiczno-normalny.
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less significant. Thus, in many centres there is ongoing development 
of integrated monitoring systems for the psycho-physical condition 
of drivers. An overview of some systems enhancing road safety, cur-
rently deployed and being in development, is included in works of 
Wicher [34], Mercedes-Benz [27], Cieślar and Karpińska [9]. They il-
lustrate the extensive engineering work of, among others, SAAB, Mit-
subishi, Toyota, Mercedes-Benz, nissan, lexus companies. Vehicle 
electronics is the fastest developing segment in consumer electronics. 
In 1980, the value of electronic vehicle equipment accounted for less 
than 1% of the vehicle price. in 1990, it was already close to 7%, and 
in 2007, this share increased to 22%. current estimates exceed 40% 
of the vehicle value. The value of electronic vehicle control systems is 
currently growing at a rate of ten plus percent per annum.

Theoretical considerations presented in this article highlight the 
need and create the possibility to further develop the concept of yet 
another system, which this time monitors components of the psycho-
physiological response time of the driver with regard to calculating 
accident risk in the process of dependent driving, which is the primary 
component of traffic flows.

2. System-based, on-going control of driver response 
time

individual physiological characteristics define the limitations of 
the driver’s organism. engineering psychology involves checking 
the following psycho-physical parameters of drivers: response time 
and its consistency, assessing vehicle speed, spatial vision, sensitivity 
of proprioception, sensitivity to glare and the ability to distinguish 
shapes in the darkness, speed and accuracy of perception, speed and 
accuracy of decision making, divisibility and concentration of atten-
tion, technical knowledge, resistance to fatigue, neuroticism [23]. The 
following are among the most important characteristics of a driver: 
quality of vision, response time and age. 

Response time constitutes part of the time needed to stop a car. 
The manoeuvre of stopping a car before an appearing obstacle can 
be divided into the following: perception time, actual driver response 
time, time required to activate the braking system of the car and the 
actual braking time. in some publications perception time, which is 
the time that elapses between the moment an obstacle can be noticed 
and the moment the central nervous system begins working, is in-
cluded in the time slot called response time.  Similarly, to this study, 
it stems from the conditions under which an experiment is conducted. 
The combined driver’s perception and response times may change, 
ranging from 1 to even a few seconds depending on:

driver’s current health condition, mood, and physical charac-• 
teristics (e.g. headache, being well-rested or tired),

driver’s degree of concentration (long and monotonous drive • 
or prolonged noise in the driver’s compartment can increase 
the response time by more than 10%),
driver’s circadian rhythm (decreased vigilance, fatigue, drow-• 
siness), time of year, day and meteorological phenomena 
(changes in atmospheric pressure and temperature of the envi-
ronment, precipitation),
ergonomic conditions (e.g. inappropriate placement of the con-• 
trol system elements, poorly adjusted parameters of the auxil-
iary subsystems),
complexity of the traffic situation (surprise as a result of an • 
unusual road situation), the number of options considered by 
the driver and the actual manoeuvres undertaken,
street lighting, type of road (street, suburban road, motor-• 
way),
insobriety, influence of psychotropics, intoxicating substances.• 

if the driver anticipates danger, it is assumed that the response 
time is 0.5-0.8 s. if the driver is careful but does not anticipate danger, 
it is 0.7-0.9 s. When the driver steers carelessly, it is 1.4-1.9 s. com-
puter reconstructions of road collisions often assume that the total 
perception and driver response time is 1.75 s. During night time this 
duration is longer and amounts to 2.5 s [5].

Response times estimated on the basis of laboratory test simula-
tions ought to be taken very carefully. most of these tests consist in 
measuring driver response time to a simple signal, i.e. such as meas-
uring the time that elapses between the appearance of red light and 
pressing the brake pedal. These tests do not reflect the real conditions 
encountered by a driver in traffic and the measured response times are 
much shorter [35].

The constituent elements of the currently installed optional equip-
ment of the vehicle, i.e. a combination of a stereoscopic camera with 
long and short range radar sensors, after appropriate reprogramming, 
allow for direct measurements of the response time of a driver fol-
lowing another vehicle. multiple measurements of the time elapsing 
between the moment the preceding vehicle brakes and the moment of 
the following vehicle driver’s response can be a parameter that may 
be used in a variety of ways. it can, for example, be used to warn 
the driver about their poor psycho-physical condition, of the need to 
change their driving style or the parameters of auxiliary subsystems, 
it can also lead to reducing the speed of the vehicle, temporary exclu-
sion from the traffic, signalling a problem to other users and even 
notifying the police about a threat.

3. Critical driver response time 

In order to compare different traffic situations, Jones and Potts 
[21] proposed a probabilistic description of traffic flow, where a sig-
nificant role was assigned to the parameter of σa – acceleration dis-
persion, commonly referred to as “acceleration noise” of a vehicle 
following its predecessor (the so-called dependent driving). model 
testing has utilised this traffic quality indicator. Acceleration noise 
incorporates both the longitudinal and the transverse component. The 
latter is particularly visible on a winding road, but it has not yet been 
adequately examined [22]. usually only the longitudinal component 
expressed by the following parameter is considered: σa – accelera-
tion dispersion [4, 35]. The σa indicator was verified in simulation 
tests, and the results confirmed its correlation with statistical safety 
indicators. effective research on real objects has not been yet con-
ducted. The tragic death of the Polish precursor in real time traffic 
flow, Mieczysław Kaczor, d.eng., discontinued the already initiated 
research [23]. 

Acceleration dispersion is a consequence of the time of the driv-
er’s response to the observed stimuli as well as their intensity, which 
are associated with the psycho-physical predispositions of the driver, 

Fig. 1. The influence of the major risk factors on the incidence of road ac-
cidents.
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manifested in their driving style. Acceleration dispersion is also a per-
formance function of the vehicles participating in road traffic. 

“Acceleration noise” (sometimes referred to as “noise of accelera-
tions”) is the mean square deviation of the acceleration distribution of 
the vehicles participating in road traffic [13]. This indicator defines 
the inability to maintain a constant drive speed. if to determine the 
level of “acceleration noise” a measurement method called the “float-
ing” vehicle is used, the “acceleration noise” of a traffic flow with a 
small error resulting from the limited time of T measurements can be 
determined by measuring changes in the tested vehicle acceleration. 
Then: 

 σa
T

T

T
a t a dt= ( ) − →∞

∫lim 1 2
0 , 

where a(t) ā – are respectively: realisations of the stochastic process 
X(t) (temporally random changes in the tested vehicle acceleration) 
and the average acceleration of the tested vehicle over the measuring 
distance 0; T .

The examination of the critical response time of drivers should 
allow us to show the relationship between potentially dangerous road 
traffic situations and the following categories of driver response time: 
typical and untypical, permissible and impermissible, safe and endan-
gering safety. The assignment of any of these categories may refer to a 
single measurement, as well as a group of measurements. in the latter 
case, we will refer to the current characteristics of the physiological 
features of the driver, e.g. fatigue, intoxication. When the exemplary, 
typical individual characteristics of driver response time are known, 
they can be easily compared with characteristics of the current data 
stream, and then prevent a potential threat. Just like in systems moni-
toring driver fatigue by analysing the movements and fixation of the 
eyeball; they also deploy the comparison of the digital “rested eye” 
pattern with actual camera observations of the driver’s eye throughout 
the whole journey. 

each of these characteristics can be based on 1) the measurement 
of the percentage of stress exceeding a certain barrier or 2) filtering 
the data stream so that the highlighted group of multiple measure-
ments will correspond to the actual probability of the response time 
distribution. By combining both methods, one can specify 3) the fre-
quency parameter of the untypical driver response.

The system of managing the data stream coming from various 
sensors requires complex filtering and alarm activation in reaction to 
untypical observations [18]. in this study, the extreme values of driver 
reaction time are considered as the so-called “outlier measurements” 
values. While analysing the classical statistics of experimental results, 
it is important to determine whether the outliers are derived from a 
different population than the rest of the results. Then, in further analy-
sis, untypical observations used to be customarily rejected. it is also 
possible, although unlikely to occur, that “strange” observations will 
emerge with the same distribution as for the remaining results. Then, 
it would be advisable to keep such observations for further statistical 
analysis, simultaneously increasing its effectiveness.

methods of hypothesis testing are the most commonly used ones 
for the detection of outliers [6, 8, 15, 19, 30, 32]. however, conclu-
sions in the hypothesis testing method are dependent on the assumed 
level of significance and may be different for its various values. 
Furthermore, there may appear the effect of outlier “masking”. For 
the data on the strength of plastic materials, grubbs [19] describes 
a situation where tests do not detect one smallest observation, while 
two smallest observations are readily identified as outliers (a certain 
contradiction). 

in this study, it is suggested to use the Akaike criterion informa-
tion to detect outliers. This criterion, derived from information theory, 
allows one to select it from among the models describing experimen-

tal data, which maximizes entropy [1, 2]. According to Sakamoto 
[31], the value of this criterion is equal:

 ( )2ln max 2AIC likelihood K= − + ,  (1)

where max likelihood means likelihood calculated for the estimators 
of parameters obtained through the maximum likelihood method, and 
K the number of these parameters. We select the model for which 
the value of AIC is the lowest. This procedure is independent of the 
level of significance, the number of outliers and of whether the “sus-
picious” observations belong to the group of the smallest or largest 
observations.

4. Log-normal distribution
it appears that the log-normal distribution is well-suited for de-

scribing specific random positive values, which here take the form of 
the distribution of driver response time. 

Definition: Random variable X has a log-normal distribution with 
parameters µ σ, 2  denoted LN µ σ, 2( )  when its logarithm has nor-

mal distribution, i.e. Y X N= ( )ln ~ ,µ σ 2 . Therefore, we have:

 
X LN Y X N~ , ln ~ ,µ σ µ σ2 2( ) ⇔ = ( ) .  (2)

most probabilistic models have not considered the fact of the 
commonly occurring, so-called fat tails and asymmetry in the distri-
butions of random variables describing extreme values [17 §3.2.1; 10; 
16 §2]. it is estimated that the risk management methods based on the 
theory of extreme values do not have these disadvantages and allow 
one to effectively model rare but dangerous events. The log-normal 
distribution is often proposed for constructing models with extreme 
values for actual data [7 §3.3, §4.5.2]. engineering applications of this 
distribution result from the fact that the description of measurement 
errors often must assume that the difference in the measurement result 
of the actual parameter value is a positive value. examples include 
phenomena in which the nominal parameter values are equal to zero, 
e.g. reference levels for contaminants sedimentation in soil, water or 
air; or the distance between the centres (axes) of elements that should 
be concentric (coaxial). Kotulski and Szczepiński [25] give examples 
showing a good description of vanadium concentration in sediments 
and cadmium concentration in soil using the log-normal distribu-
tion. The study [28] shows that the log-normal distribution can be 
appropriate for describing the fragmentation test conducted for fibre-
reinforced composites. An example of applying this distribution to 
describe a parameter in a model of fatigue crack growth can be found 
in doliński [12]. log-normal distribution applications associated with 
the problems of the reliability theory are offered in the works [23, 10, 
28, 33], and for the extreme value theory applied to warning forecasts 
in hydrology they are found in the work [26]. Basic characteristics of 
the LN distribution are provided in Table 1 [29].

ˆ

Table 1. Basic characteristics of the log-normal distribution

Parameters 0 0≤ < ∞ >µ σ,

Support (0, )x∈ ∞

Expected value
e
µ σ
+

2

2

Variance ( )e eσ µ σ2 2
1 2− +
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it is known that the maximum likelihood estimators of the log-
normal distribution parameters are equal to [24]:

 µ σ
µ

= =
−

= =
∑ ∑ln

,
(ln )x

n

x

n

i
i

n
i

i

n

1 2

2

1ˆ ˆ
ˆ

. (3)

Let us consider a sample of n observations, which, after arrang-
ing in an ascending order, form a sequence: (1) (2) ( )nx x x≤ ≤ ≤ . 
Therefore, x(i) denotes the value of the i-th positional statistics :i nX  
from an n-element simple sample x. The following notation have been 
adopted in the further part of this article:

Ψ( , , )x µ σ 2   denotes the probability density function of distribution                    
        LN µ σ, 2( ),

Φ( , , )x µ σ 2  denotes the cumulative distribution function of 

      LN µ σ, 2( ) ,

f xi n: ( , , )µ σ 2  denotes the probability density function of the i-th  
        positional statistics :i nX . 

Therefore, we have [11]:

 Ψ( , , ) exp (ln )x
x

x
µ σ

σ π
µ

σ
2

2

2
1

2 2
= −

−











, 0x > , (4)

 Φ( , , ) lnx erf x
µ σ

µ
σ

2 1
2

1
2 2

= +
−





, 0x > ,  (5)

f x B i n i x xi n
i

: ( , , ) ( , ) ( , , ) ( , , )µ σ µ σ µ σ2 1 2 1 21 1= − +[ ] 



 −





− −
Φ Φ

nn i
x

−
Ψ( , , )µ σ 2 , 

(6)

where erf is a special function (non-elementary) called the gauss error 

function, ( , )B p q  denotes the beta special function:

 
1

1 1

0
( , ) (1 )p qB p q t t dt− −= −∫ , 0p > , 0q > .  (7)

it is known that:

 ( ) ( ) ( 1)!( 1)!( , )
( ) ( 1)!
p q p qB p q
p q p q

Γ Γ − −
= =
Γ + + −

 (8)

for natural p and q, while ( )xΓ denotes the euler’s gamma special 
function.

Denoting EX VAR X= ′ = ′( )µ σ, ( ) 2  one can observe in the Ta-

ble 1 that both ′µ  and ′( )σ 2  depend on µ σ, 2 parameters and vice 
versa. Therefore, all the functions Φ Ψ,  and :i nf  are dependent on 
′µ  and ′( )σ 2 .

5. Model of outliers

consider the following situation: an ordered n-element sample is 
given:

1

1

(1) (2) ( )

of the lowest observations

n

n

x x x≤ ≤ ≤ ≤



1 2

1 2

main part of the sample

( 1) ( )

observations

n n n

n n n

x x+ −

− −

≤ ≤






2

2

( 1) ( )

of the highest ones

n n n

n

x x− +≤ ≤ ≤



(9)

from the log-normal distribution. The ‘main part’ of the sample group 

is derived from a population with an average of ′µ , and the outliers 
may constitute the lowest observations group or the highest obser-

vations group. They originate from populations of different ′µ1  and 
′µ2  average values. Detection of outliers is generally performed using 

the procedure of hypothesis testing at a certain level of significance. 
Then, relevant hypotheses have the following form:

 H0 – lack of outliers, that is ′ = ′ = ′µ µ µ1 2 ,

 H1a – there exist lowest outliers, that is ′ < ′µ µ1 ,

 H1b – highest outliers, that is ′ < ′µ µ2 ,

 H1c – there exist lowest and highest outliers, that is ′ < ′ < ′µ µ µ1 2,

here outliers are determined using the Akaike information crite-
rion. Thus, by setting the parameters accordingly: µ µ µ1 2< <  and 
the same σ  for all groups of observation, we obtain:

 ′ < ′ < ′µ µ µ1 2   and  ′ < ′ < ′σ σ σ1 2 .  (10)

Therefore, the model with outliers can be described in the following 
way:

h x

x i n

f xi

i

i n n n n i( )

( , , ) , ,

( , , ):( )

( )

− − − ( )=

=Ψ µ σ

µ σ

1
2

1

2

1

1 1 2

for

fo



rr

for

i n n n

x i n n ni

= + −

= − +











 ( )

1 2

2
2

2

1

1

, ,

( , , ) , ,



Ψ µ σ

.  (11)

6. Akaike information criterion

in order to determine the value of the Akaike information criterion 
(1) for the model (11) we find its likelihood function:

L n n x f xi i n n n n i( , , , , , | ) ( , , ) ( , ,( ) :1 2 1 2
2

1
2 2

1 1 2
µ µ µ σ µ σ µ σx = − − − ( )Ψ )) ( , , )( )

i n

n n

i

n

i
i n n

n
x

= +

−

= − +
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1

21

21
2

2

1
Ψ µ σ

Thus, in view of (4), (5) and (6) the logarithm of the likelihood 
function equals to:

ln ( , , , , , | ) ( , , , , , | ) ln exL n n l n n
x i

1 2 1 2
2

1 2 1 2
2 1

2
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that is:

l n n n n x i
i
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where 1 1 2,j i n k n n n= − = − −  and:

 µ
µ
µ
µ

i =
≤ ≤
< ≤ −
− < ≤









1 1

1 2

2 2

1if
if
if

i n
n i n n
n n i n

.  (14)

Finally, for the observed sample x the value of the Akaike in-

formation criterion function ( )1 2,AIC n n  dependent on 1n  and 2n  
equals:

AIC n n

l n n n n

l n n
1 2

1 2
2

1 2

1 2 1

2 2 2 0 0
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  (15)

where 1 2ˆ ˆ ˆ, ,µ µ µ  and 2σ̂  denote estimators of model parameters 
obtained with the maximum likelihood method.

7. Experimental research

experimental research was conducted at the institute of Trans-
portation Systems and electrical engineering of the university of 
Technology and humanities in Radom. driver response times were 
recorded at a fixed intensity level of real road traffic and fixed biom-
eteorological conditions using a device allowing for measurements in 
both stationary and dynamic conditions. The device received a signal 
by radio from the preceding vehicle, in which a transmitter activated 
by pressing the brake pedal was installed. The voltage powering the 
brake lights switched on the signal in the measurement impulse trans-
mitter. An impulse receiver and an electronic time measuring device 

were installed in the vehicle following with the test driver. This device 
measured the number of measurement impulses and converted this 
number into time, with the accuracy of 10−3s. Pressing the brake pedal 
by the test driver resulted in stopping the time measuring device and 
saving the driver response time with the above-mentioned accuracy. 
At the same time the situation on the road was filmed through the 
windscreen [23].

8. Results

An example of a representative measurement result stream of the 
response time obtained from one of the drivers is illustrated in the 
histogram (Fig. 2). it appears that the driver response time has a log-
normal distribution. This is confirmed by the shape of the histogram, 
and the results of statistical tests (Table 2). The values of all the tests: 
kolmogorov-Smirnov, cramer-von mises and Anderson-Darling, 
presented in the third column of Table 2, clearly indicate that there 
are no grounds to reject the hypothesis of the log-normal distribution 
of driver response time. The calculations of tests values and drawings 
were performed with the SAS version 9.3 program.

using the theory developed in the previous chapters, the values 
of the Akaike information criterion AIC for various configurations of 
outliers (different numbers of the lowest and highest outliers) were 
found. The results are presented in Table 3.

As presented in Table 3, the lowest value of the Akaike informa-
tion criterion AIC, marked with an asterisk, indicates that in the studied 
stream the outlying response times are the ones from the set containing 
two lowest and six highest values. highlighted in Figure 3 are the times 
significantly deviating from a straight line which, using a logarithmic 
scale, corresponds to the regression line ( )8.056 exp 0.0306y i= ⋅ ⋅  
for 1 2n i n n< ≤ −  which provides characteristics of the psycho-phys-
ical condition of the analysed driver within the studied period. After 
rejecting extreme observations, the values in 2 out of 3 tests checking 
the fitting of data stream to the log-normal distribution in Table 2, 

reach the median value. Therefore, they unequivo-
cally indicate that there are no grounds for rejecting 
the hypothesis of typical driver response time having 
a log-normal distribution. in addition, they confirm 
the validity of identifying those outliers as untypical 
of this driver. The validity of the chosen methodology 
is confirmed by the full compatibility of all applied 
statistical procedures.

Table 2. Tests of observation conformance to the log-normal distribution

Data with outliers Data after rejection of outliers

Test Statistics p-value Statistics p-value

Kolmogorov-Smirnov D = 0.1244 > 0.150 D = 0.1003 > 0.150

Cramer-von Mises W 2 = 0.1169 0.067 W 2 = 0.0412 0.5

Anderson-Darling A 2 = 0.6769 0.075 A 2 = 0.3109 0.5

Table 3. Values of the information criterion AIC for different configurations of outliers

Number of the highest outlier values

 0 1 2 3 4 5 6 7 8 9 10

N
um

be
r o

f t
he

 lo
w

es
t o

ut
lie

r v
al

ue
s

0 −30.10 −41.77 −42.85 −44.95 −46.84 −47.75 −45.28 −40.82 −36.02 −30.40 −24.93

1 −23.35 −37.29 −39.57 −43.38 −47.37 −50.75 −50.22 −46.33 −42.26 −37.43 −31.70

2 −16.25 −31.55 −35.10 −40.71 −46.88 −52.49 −53.43* −50.10 −46.58 −41.80 −35.23

3 −12.11 −27.34 −30.78 −36.39 −42.69 −48.51 −49.48 −45.86 −42.01 −36.69 −29.35

4 −7.68 −22.82 −26.19 −31.86 −38.34 −44.44 −45.45 −41.52 −37.29 −31.24 −22.91

5 −3.64 −18.57 −21.80 −27.43 −33.96 −40.17 −41.02 −36.66 −31.86 −24.73 −15.16

6 −0.36 −14.98 −17.97 −23.44 −29.87 −35.98 −36.46 −31.55 −26.01 −17.49 −6.53

7 3.38 −10.84 −13.59 −18.87 −25.17 −31.04 −30.87 −25.19 −18.53 −7.72 5.40

8 4.07 −9.83 −12.22 −17.11 −23.00 −28.42 −27.62 −21.31 −13.80 −1.53 12.72

9 4.65 −9.00 −11.06 −15.59 −21.11 −26.13 −24.74 −17.82 −9.49 4.24 19.57

10 5.48 −7.98 −9.71 −13.92 −19.09 −23.74 −21.74 −14.17 −4.95 10.45 27.00
 * optimal configuration of the sample 
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9. Conclusions

The probability function ( ) ( ) ( )1R t F t P T t= − = ≥  convention-
ally known as the reliability function (reliability function) or survival 
function, on account of the pejorative nature of the long T time of 
the driver’s response, should rather be termed as the “risk function” 

here. Due to the fact that for t = 0 value R (0) = 1 and lim ( ) 0
t

R t
→∞

= , the 

“risk function” is a non-growing function of t time and it expresses 
the probability of the right-hand “tail” distribution. That is to say, the 
“risk function” refers to the description of probability for the extreme 
values being the most adverse to the safety of road traffic. Therefore, 
attention should be paid to the rate of convergence of the right tail 
to 0. in systems described by normal distributions, the occurrence of 
extreme events (from tails) is so low that, in practice, such events are 
not observed. It is expressed by the three-sigma rule. While a single 
long driver response time constitutes a major threat to road safety. 
hence, the statement that the driver response time in real traffic has 
a log-normal distribution means that the distribution of the driver re-
sponse time has a heavy right-hand tail, i.e. the response times can 
reach relatively high values with significant probabilities. Therefore, 
the identification of driver response time in real traffic as a variable 
having a large right-hand tail of a log-normal distribution shows it to 
be a major risk source in road traffic. And then the observation made 
in the representative Fig. 3, whereby the six highest outliers from the 
right-hand tail significantly exceed the values of the already heavy 
right-hand tail, additionally compounds the horror of dangerous situa-
tions. moreover, the downward deviation of the two shortest response 
times from the typical time distribution presented in Fig. 3, points to 
the driver’s nervous reactions. These results may also indicate loss 
of (deterioration of) driving smoothness, and this is correlated with 
a risk increase, and consequently with the risk of traffic accident oc-
currence. Therefore, the additional identification of both groups of 
critical driver response times with a heavy right-hand tail of their dis-
tribution combines to indicate the existence of three potential threats 
to the reliability of the driver-vehicle system on the part of the driver, 
resulting in the deterioration of road safety. Thus, it is necessary to 
seek systems of driver support which are aimed at eliminating these 
threats. 

Fig. 2. The distribution histogram of the observed response time stream of one 
of the drivers, and conforming log-normal distribution.

Fig. 3. The two observed groups of driver response time are critical to 
the reliability level of the driver-vehicle system in the process 
of driving
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