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BOSNJAK S, ARSIC M, SAVICEVIC S, MILOJEVIC G, ARSIC D. Fracture
analysis of the pulley of a bucket wheel boom hoist system. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 155-163, http://
dx.doi.org/10.17531/ein.2016.2.1.

This paper presents the results of the pulley fracture analysis. Experimental investi-
gations confirmed that the chemical composition and basic mechanical properties of
the pulley material, except the impact energy at a temperature of —20°C, meet the
requirements of the corresponding standard. The impact energy value at the tempe-
rature of —20°C is for ~45% lower than the prescribed value which has considerable
influence on the appearance of the brittle fracture, especially having in mind the fact
that the bucket wheel excavators operate at low temperatures. Metallographic exa-
minations as well as magnetic particle inspections indicated that initial cracks in the
welded joints occurred during the manufacture of the pulleys. Characteristic levels
of the rope load cycle are obtained by using in-house software which includes the
dynamic effects of the resistance-to-excavation. The FEA results pointed out that in
the representative load cases the combinations of the mean stress and the alternating
stress in the pulley critical zone lie considerably below the limit line of the modified
Goodman’s diagram. The conclusion, based on the presented results, is that the fracture
of the pulley appeared as the result of the ‘manufacturing-in” defects.

KOPECKI T, MAZUREK P, LIS T. The effect of the type of elements used
to stiffen thin-walled skins of load-bearing aircraft structures on their
operating properties. Experimental tests and numerical analysis. Eksploatacja
i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 164—170, http://
dx.doi.org/10.17531/ein.2016.2.2.

The paper presents results of a study on thin-walled structures modelling represen-
tative fragments of aircraft fuselages subjected to bending and torsion. The type of
the considered load and deformation corresponds to the state of such structures under
in-flight conditions. The subject of the study were structures made of composite
materials. Adopted assumptions include admissibility of post-buckling deformation
in the operating load regime. Results of experimental studies are presented together
with nonlinear numerical analyses carried out with the use of the finite elements
method applied to a number of variant structures provided with various types of
skin stiffening elements. Operating properties of the examined structures have been
compared on the grounds of adopted criteria.

NI X, ZHAO J, SONG W, GUO C, LI H. Nonlinear degradation modeling
and maintenance policy for a two-stage degradation system based on
cumulative damage model. Eksploatacja i Niezawodnosc — Maintenance and
Reliability 2016; 18 (2): 171-180, http://dx.doi.org/10.17531/ein.2016.2.3.
This paper attempts to take into account a two-stage degradation system which
degradation rate is non-stationary and change over time. The system degradation is
thought to be caused by shocks, and system degradation model is established based
on cumulative damage model. The nonlinear degradation process is expressed by
different shock damage and shock counting. And shock damage and shock counting
are assumed to be Gamma distribution and non-homogeneous Poisson process, respec-
tively. On the basis of these, system reliability model and nonlinear degradation model
are given. In order to optimal maintenance policy for considered system, adaptive
maintenance policy and time-dependent maintenance policy are studied, and mean
maintenance cost rate is established to evaluate the maintenance policies. Numerical
examples are given to analyze the influences of degradation model parameters and
find optimal maintenance policy for considered system.

PRZYBYLEK P, SIODLA K. Application of capacitive sensor for me-
asuring water content in electro-insulating liquids. Eksploatacja i Nieza-
wodnosc — Maintenance and Reliability 2016; 18 (2): 181185, http://dx.doi.
org/10.17531/ein.2016.2.4.

The article discusses the problem of water content measurement in electro-insulating
liquids using capacitive sensors. The article describes coefficients affecting reliability
of the water content measurement. The authors discussed issues connected with water
saturation limit in electro-insulating liquids. The authors also proposed a method
which allows determining coefficients by means of which it is possible to calculate
the water saturation limit in electro-insulating liquid as a function of temperature.
Determining the coefficients allows proper calculating of the water content in ppm
by weight by means of relative water saturation of the investigated liquid, what
was measured with a capacitive probe. Propositions included in the article improve
reliability of the method to determine water content in electro-insulating liquids and
thus contribute to breakdown-free operation of electric power equipment insulated
with these liquids.

BOSNJAK S, ARSIC M, SAVICEVIC S, MILOJEVIC G, ARSIC D. Analiza
peknieé kola pasowego ukladu weiggarki wysiegnika kola czerpakowego.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 155-163,
http://dx.doi.org/10.17531/ein.2016.2.1.

Artykut przedstawia wyniki analizy pgknig¢ kota pasowego. Badania do$wiadczalne
potwierdzity, ze sktad chemiczny oraz podstawowe wlasciwosci mechaniczne materiatu, z
ktorego zostato wykonane koto pasowe, za wyjatkiem energii udaru w temperaturze —20°C,
byly zgodne z odpowiednig normg. Warto$¢ energii udaru w temperaturze —20°C byta
0 ~45% nizsza od wartosci zalecanej, co ma znaczacy wplyw na wystgpowanie pekania
kruchego, zwlaszcza gdy wezmie si¢ pod uwagg fakt, ze koparki kotowe sg przeznaczone
do pracy w niskich temperaturach. Badania metalograficzne oraz badania magnetyczno-
proszkowe wykazaty, ze peknigcie pierwotne w polaczeniu spawanym pojawito si¢ juz w
fazie produkcji kota pasowego. Charakterystyczne poziomy cyklu obciazenia liny uzyskano
stosujac wilasne oprogramowanie, ktore uwzglednia dynamiczne oddziatywanie odpornosci
na urabianie. Wyniki MES pokazaty, ze w przypadku obciazen reprezentatywnych, wartosci
$redniego naprezenia w funkcji naprezenia zmiennego w strefie krytycznej kota pasowego
byty znacznie nizsze niz warto$ci graniczne wyznaczone na podstawie zmodyfikowanego
wykresu Goodmana. Na podstawie otrzymanych wynikéw stwierdzono, ze peknigcie kota
pasowego powstato wskutek wad produkcyjnych.

KOPECKI T, MAZUREK P, LIS T. Wplyw rodzajow usztywnien pokry¢
cienkos$ciennych struktur nosnych statkéw powietrznych na ich wlasciwosci
eksploatacyjne. Badania eksperymentalne i analiza numeryczna. Experimental
tests and numerical analysis. Eksploatacja i Niezawodnosc — Maintenance and
Reliability 2016; 18 (2): 164170, http://dx.doi.org/10.17531/ein.2016.2.2.
Praca prezentuje wyniki badan ustrojow cienko$ciennych, stanowiacych modele repre-
zentatywnych fragmentow struktur lotniczych, poddawanych zginaniu oraz skrecaniu.
Rodzaj obcigzenia oraz deformacji odpowiada stanowi struktury w warunkach eksploatacji.
Przedmiotem rozwazan byty ustroje wykonane z kompozytow. Przyjeto zatozenie o do-
puszczalnosei deformacji zakrytycznych dla obciazen eksploatacyjnych. Przedstawiono
wyniki badan eksperymentalnych i nieliniowych analiz numerycznych w ujeciu metody
elementow skonczonych szeregu wariantow ustrojow, zawierajacych rézne rodzaje
usztywnien pokryé¢. Dokonano poréwnania wlasciwosci eksploatacyjnych badanych
ustrojow, w oparciu o przyjete kryteria.

NI X, ZHAO J, SONG W, GUO C, LI H. System charakteryzujacy si¢ dwu-
etapowym procesem degradacji: nieliniowe modelowanie degradacji oraz
wyznaczanie strategii eksploatacji systemu na podstawie modelu sumowania
uszkodzen. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18
(2): 171-180, http://dx.doi.org/10.17531/¢in.2016.2.3.

W przedstawionym artykule badano system, w ktorym proces degradacji zachodzi dwu-
etapowo, a szybkos¢ degradacji jest zmienna w czasie. Przyjeto, ze do degradacji systemu
dochodzi w wyniku wstrzasow. Model degradacji systemu oparto na modelu sumowania
uszkodzen. Nieliniowy proces degradacji okreslono jako taki, w ktorym uszkodzenie po-
wodowane wstrzasem oraz czgstotliwo$¢ wstrzasow sa warto$ciami zmiennymi. Przyjeto,
ze uszkodzenie powodowane wstrzgsem ma rozktad gamma a czgstotliwos¢ wstrzasow jest
niejednorodnym procesem Poissona. Na tej podstawie utworzono model niezawodnos$ci
systemu oraz model degradacji nieliniowej. W celu opracowania optymalnej strategii
eksploatacji dla rozpatrywanego systemu, rozwazono dwa typy strategii utrzymania ruchu:
strategi¢ adaptacyjna oraz strategi¢ czasowo-zalezng. Strategie te oceniano okreslajac
$redni poziom kosztow eksploatacji. Przyktady numeryczne postuzyty do analizy wptywu
parametrow modelu degradacji oraz pozwolity okresli¢ optymalna strategi¢ utrzymania
dla rozpatrywanego systemu.

PRZYBYLEK P, SIODLA K. Zastosowanie czujnika pojemnosciowego do
pomiaru zawartosci wody w cieczach elektroizolacyjnych. Eksploatacja i Nie-
zawodnosc — Maintenance and Reliability 2016; 18 (2): 181-185, http://dx.doi.
org/10.17531/ein.2016.2.4.

W artykule oméwiono problematyke pomiaru zawartosci wody w cieczach elektroizola-
cyjnych przy wykorzystaniu czujnikow pojemnosciowych. Opisano czynniki wplywajace
na wiarygodno$¢ pomiaru zawarto$ci wody. Autorzy pracy omowili zagadnienia zwigzane
z granicznym nasyceniem cieczy elektroizolacyjnych woda. W artykule zaproponowana
zostata metoda umozliwiajaca wyznaczenie wspolczynnikow, za pomoca ktorych mozliwe
jest obliczenie granicznego nasycenia cieczy elektroizolacyjnej woda w funkcji tempe-
ratury. Wyznaczenie wspotczynnikow umozliwia poprawne obliczenie zawartosci wody
W ppm wagowo za pomocag zmierzonego sonda pojemnosciowa wzglednego nasycenia
badane;j cieczy woda. Propozycje zawarte w artykule poprawiaja niezawodno$¢ metody
wyznaczania zawarto$ci wody w cieczach elektroizolacyjnych, a przez to przyczyniaja
si¢ do bezawaryjnej eksploatacji urzadzen elektroenergetycznych izolowanych tymi
cieczami.
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ESTRADA Q, SZWEDOWICZ D, MAJEWSKI T, MARTINEZ E, RO-
DRIGUEZ-MENDEZ A. Effect of quadrilateral discontinuity size on the
energy absorption of structural steel profiles. Eksploatacja i Niezawod-
nosc — Maintenance and Reliability 2016; 18 (2): 186-193, http://dx.doi.
org/10.17531/ein.2016.2.5.

In this paper the effect of discontinuity size on energy absorption performance of steel
square profiles is reported. The analysis consists of finite element simulations and
experimental results of the compression strength of steel profiles with discontinuities.
The discontinuities were placed at the mid span of the profiles in two walls opposite
to each other. Square, rectangular and diamond initiators were evaluated at different
scales. The numerical results determined the size intervals that present a good energy
absorption performance in each case. Energy absorption capabilities were increased
up to 12.54% with respect to a structure without discontinuities. Additionally, the
peak load value (Pmax) was decreased 25.97% with the implementation of a diamond
initiator. For structures with discontinuities with major axis close to the profile width,
a buckling effect was observed. Finally, it was observed that the size of the initiators
contributes to reduce the peak load (Pmax) value.

GRONOSTAJSKIZ, HAWRYLUK M, KASZUBAM, ZIEMBA J. Applica-
tion of a measuring arm with an integrated laser scanner in the analysis
of the shape changes of forging instrumentation during production.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
194-200, http://dx.doi.org/10.17531/e¢in.2016.2.6.

In the article, the authors present an innovative approach consisting in an analysis of
the wear (shape changes) of one of the forging tools directly during production, with
the use of a laser scanner, without the necessity of their disassembly from the forging
unit. The tests consisted in direct measurements of the shape changes of cyclically
sampled forgings during the forging process (every 1000 item), and next, based on
the proceeding wear, an indirect analysis was performed of the shape change of the
impression of the selected tool, i.e. a filler. At the time of the short technological
intervals in the process, direct measurements were performed of the tool itself, with
the purpose of verifying the results of the forgings’ measurement in relation to the
actual changes in the tool. The performed analyses showed a good agreement of
the geometrical properties of the surfaces (of the selected forgings representing the
proceeding wear of the tool) and the geometrical defect of the working impression
of the tool, based on the direct measurements during the production process. The
obtained results allow for a fast analysis of the forging tool life with respect to the
quality and the quantity (of material defect), which, in consequence, leads to significant
economical savings. The proposed method makes it possible to make decisions on
the time period of the tool operation based on the tools” actual wear, instead of — as
has been the case in forging plants up till now — after the given maximal number of
forgings has been made or a premature tool damage has been observed.

ROMANSKI L, BIENIEK J, KOMARNICKI P, DEBOWSKI M, DETYNA
J. Operational tests of a dual-rotor mini wind turbine. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 201-209, http:/
dx.doi.org/10.17531/ein.2016.2.7.

The article presents the results of wind-tunnel tests and field studies of a mini dual-
rotor wind turbine. The first stage involved testing of an open-circuit wind tunnel
built with the aim of performing laboratory tests. The coefficient of uneven air stream
distribution at a rated speed was 1.7%, while the index of turbulence intensity in the
entire measurement range was between 1.2 and 1.8%. The mini wind turbine was
equipped with rotors with new design blades. Compared to the blade designs used
in mini wind turbines available on the market, the blades used in the present study
were characterized by an efficiency of 0.28. The results of performance tests in the
wind tunnel were evaluated statistically using Pearson correlation coefficients and
Spearman’s rank. We examined the relationship between a dependent variable (power
P) and independent variables (average air stream speed V, incidence angle of the
blades of the first rotor a1, incidence angle of the blades of the second rotor 02, and
the distance between the rotors 1). The analysis showed, as expected, that the strongest
correlation was between power and speed of the air stream. While incidence angles
of the two rotors also affected the turbine’s power, no such effect was observed for
changes in the distance between the rotors. Field tests confirmed the findings and
observations made in the wind tunnel.

SHEN Q, QIU J, LIU G, LV K. Intermittent fault’s parameter framework
and stochastic petri net based formalization model. Eksploatacja i Nieza-
wodnosc — Maintenance and Reliability 2016; 18 (2): 210-217, http://dx.doi.
org/10.17531/ein.2016.2.8.

The intermittent fault widely exists in many products and brings high safety risk and
maintenance cost. At present there are some different opinions on the notion of inter-
mittent fault and there is no comprehensive parameter framework for fully describing
intermittent fault. Also the formalization model which can mathematically describe
intermittent fault hasn’t been constructed. In this paper, the conception of intermittent

ESTRADA Q, SZWEDOWICZ D, MAJEWSKI T, MARTINEZ E, RO-
DRIGUEZ-MENDEZ A. Wplyw wielkos$ci czworobocznych nieciaglosci
na pochlanianie energii w stalowych profilach strukturalnych. Eksploatacja i
Niezawodnosc —Maintenance and Reliability 2016; 18 (2): 186—193, http://dx.doi.
org/10.17531/ein.2016.2.5.

W pracy przedstawiono analiz¢ wptywu rozmiaru nieciagtosci na pochtanianie energii
przez stalowe profile o przekroju kwadratowym. Analiza przedstawia wyniki symulacji
elementami skoficzonymi proby $ciskania profili stalowych z nieciggtosciami oraz porow-
nanie z danymi eksperymentalnymi. Niecigglosci zostaly usytuowane w srodku profilu
w dwoch przeciwleglych $cianach. W pracy zostaty przebadane nieciaglosci o formach
kwadratowych, prostokatnych i rombowych dla réznych wymiarow. Stwierdzono wzrost
0 12,54% mozliwosci pochtaniania energii w porownaniu dla struktur bez nieciagtosci.
Dodatkowo, w przypadku nieciaglosci rombowych stwierdzono spadek wartosci sity
maksymalnej (Pmax) o 25,97%. Zaobserwowano wystgpowanie efektu wyboczenia dla
nieciagtosci rombowej gdy wymiar jej osi zbliza si¢ do szerokosci profilu. Zaobserwowano,
ze rozmiar niecigglo$ci wpltywa na redukcje wartosci maksymalnego obciazenia oraz w
tym samym czasie na obnizenie pochtanianej energii.

GRONOSTAJSKIZ, HAWRYLUK M, KASZUBA M, ZIEMBA J. Zastosowanie
ramienia pomiarowego ze zintegrowanym skanerem laserowym do analizy
zmian ksztaltu oprzyrzadowania kuzniczego w trakcie produkcji. Eksploata-
cja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 194-200, http://
dx.doi.org/10.17531/ein.2016.2.6.

W artykule autorzy przedstawili innowacyjne podejscie polegajace na analizie zuzywania
si¢ (zmian ksztaltu) jednego z narzedzi kuzniczych bezposrednio w trakcie produkeji przy
wykorzystaniu skanera laserowego, bez koniecznosci ich demontazu z agregatu kuznicze-
go. Badania polegaty na bezposrednich pomiarach zmian ksztattu cyklicznie pobieranych
odkuwek podczas procesu kucia (co 1000szt), a nastgpnie na podstawie postepujacego
zuzywania dokonywana byta w sposob posrednia analiza zmian ksztattu wykroju wybrane-
go narzedzia - wypehniacza. Natomiast w momencie krotkich przerw technologicznych w
procesie przeprowadzano bezposrednie pomiary samego (analizowanego) narzgdzia w celu
weryfikacji wynikow pomiaru odkuwek w stosunku do rzeczywistych zmian narzgdzia.
Przeprowadzone analizy wykazaly duza zgodnos¢ cech geometrycznych powierzchni
(wybieranych odkuwek odzwierciedlajacych zuzywanie si¢ narzedzia), a ubytkiem
geometrycznym wykroju roboczego narzedzia na podstawie bezposrednich pomiarow
podczas produkeji. Uzyskane rezultaty pozwolity na dokonanie szybkiej analizy trwatosci
narzgdzia kuzniczego pod wzglgdem jako$ciowym i ilosciowym (ubytku materiatu), co
w konsekwencji prowadzi do znacznych oszczgdnosci. Zaproponowana przez autorow
metoda pozwala na podejmowanie decyzji o czasie eksploatowania narzedzi na podstawie
ich rzeczywistego zuzycia, a nie, jak to ma miejsce obecnie w kuzniach, po okreslonej
maksymalnej ilosci wykonanych odkuwek lub zaobserwowanego w tym okresie przed-
weczesnego uszkodzenia narzedzia.

ROMANSKI L, BIENIEK J, KOMARNICKI P, DEBOWSKI M, DETYNA J.
Badania eksploatacyjne dwuwirnikowej mini elektrowni wiatrowej. Eksplo-
atacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 201-209, http:/
dx.doi.org/10.17531/ein.2016.2.7.

W artykule przedstawiono wyniki badan dwuwirnikowej mini elektrowni wiatrowej
przeprowadzone w tunelu aerodynamicznym oraz w terenie. W pierwszym etapie testo-
wano zbudowany w celu przeprowadzenia badan laboratoryjnych tunel aerodynamiczny
o konstrukcji otwartej. Wyznaczony wspotczynnik nierownomiernos$ci strugi powietrza
przy predkosci nominalnej wynosit 1,7%, natomiast wskaznik intensywnosci turbulencji
w catym zakresie pomiarowym zawierat si¢ w granicach 1,2-1,8%. Budujac mini elek-
trowni¢ wiatrowg wyposazono ja w wirniki w ktorych zastosowano nowa konstrukcje
lopat. Zastosowane topaty w poréwnaniu do zblizonej konstrukcji topat stosowanych w
mini elektrowniach dostgpnych na rynku charakteryzowaty si¢ sprawnoscia wynoszaca
0,28. Po wykonanych badaniach eksploatacyjnych w tunelu aecrodynamicznym uzyskane
wyniki poddano ocenie statystycznej z wykorzystaniem wspotczynnikow korelacji liniowej
Pearsona oraz rangi Spearmana. Zbadano zalezno$ci migdzy zmienng zalezng (moc P) oraz
zmiennymi niezaleznymi ($rednie predkosci strugi powietrza V, kat zaklinowania topat
pierwszego wirnika a1, kat zaklinowania topat drugiego wirnika a2, odlegtosci pomigdzy
wirnikami I). Na podstawie analizy, zgodnie z oczekiwaniem, stwierdzono, ze najsilniejsza
korelacja wystgpuje w odniesieniu do predkoscei strugi powietrza. Wpltyw na moc maja
takze katy zaklinowania na obu wirnikach, natomiast nie stwierdzono takiego wplywu w
przypadku zmian odlegto$ci pomigdzy wirnikami turbiny. Badania w terenie potwierdzilty
ustalenia i spostrzezenia poczynione w tunelu aerodynamicznym.

SHEN Q, QIU J, LIU G, LV K. Model parametryczny niezdatnosci przejsciowej
oraz model formalny oparty na stochastycznej sieci Petriego. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 210-217, http://dx.doi.
org/10.17531/ein.2016.2.8.

Niezdatnos¢ przejsciowa charakteryzuje wiele produktow i pociaga za soba wysokie zagro-
zenie bezpieczenstwa oraz wysokie koszty eksploatacji. Obecnie istnieje wiele pogladow
natemat pojecia niezdatnosci przejsciowe;j; nie stworzono jednak kompleksowego modelu
parametrycznego pozwalajacego w petni opisac¢ zjawisko niezdatnosci przejsciowej. Nie
skonstuowano takze modelu formalnego, za pomoca ktérego mozna by opisa¢ niezdatnos¢
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fault is discussed. A new definition of intermittent fault is put forward. Then the
intermittent fault’s parameter framework is presented. After that, the Stochastic Petri
Net (SPN) based formalization model for intermittent fault is constructed. Finally an
application of the SPN formalization model is shown. The parameters for intermittent
fault are computed based on the proposed model and a case study is presented. The
result shows the validity of the model. The model could assist the further research
such as intermittent fault diagnosis and prognostic of remaining life.

KOZIELSKI M, SIKORA M, WROBEL L. Decision support and mainte-
nance system for natural hazards, processes and equipment monitoring.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
218-228, http://dx.doi.org/10.17531/ein.2016.2.9.

This paper presents the DISESOR integrated decision support system and its applica-
tions. The system integrates data from different monitoring and dispatching systems
and contains such modules as data preparation and cleaning, analytical, prediction
and expert system. Architecture of the system is presented in the paper and a special
focus is put on the presentation of two issues: data integration and cleaning, and
creation of prediction model. The work contains also two case studies presenting the
examples of the system application.

LU J-M, LUNDTEIGEN MA, LIU Y, WU X-Y. Flexible truncation method
for the reliability assessment of phased mission systems with repairable
components. Eksploatacja i Niezawodnosc — Maintenance and Reliability
2016; 18 (2): 229-236, http://dx.doi.org/10.17531/ein.2016.2.10.
Phased-mission systems (PMS) are the system in which the component stresses and
the system configuration may change over time. Real-world PMS usually consist of
a large number of repetitive phases and repairable components. Existing approaches
for the reliability analysis of this kind of PMS tend to suffer from the problem of state
explosion or binary-decision-diagram (BDD) explosion. This paper presents a trunca-
tion method based on the BDD and Markov chains to solve the scaling issue. In our
approach, the truncation mitigates the BDD explosion and broadens the applicability
of the BDD & Markov method. Different from the classic truncations, our truncation
limit is flexible, which ensures that ensure the truncation error is lower than the pre-
defined threshold. The advantages of the proposed method are illustrated through two
practical PMS which are challenging to classic non-simulation approaches.

TOPIC D, SLIIVAC D, STOJKOV M. Reliability model of different wind
power plant configuration using sequential Monte Carlo simulation.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
237-244, http://dx.doi.org/10.17531/ein.2016.2.11.

Paper presents an enhanced model for calculation of reliability indices for different
wind power plants configuration concepts used over past two decades. The autore-
gressive — moving average (ARMA) model is used combined with the sequential
Monte Carlo simulation in order to predict expected energy not served (EENS) more
accurately during the failure. Statistical database of LWK (Land Wirtschafts Kammer)
is used for determining different wind power plant configuration types component
reliability (performance) used for calculating influence of individual wind power plant
configuration concepts on expected energy not served. Furthermore, a comparison
of the distribution of EENS of different wind power plants configuration concepts
have been presented, as well as the influence of the predominantly mechanical and
electrical components failures on both EENS and failure rates.

QIAN X, WU Y. An electricity price-dependent control-limit policy for
condition-based maintenance optimization for power generating unit.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
245-253, http://dx.doi.org/10.17531/ein.2016.2.12.

For the control-limit policy of condition-based maintenance (CBM), it usually focuses
on the internal condition of the equipment while neglecting the un-constant external
conditions. However, the electricity price-dependent downtime cost have influence on
the cost-effectiveness of control-limit policy for a generating unit in a power system.
To make a linkage between CBM and the non-constant cost model, an electricity
price-dependent control-limit policy (EPCLP) is proposed to accommodate the
time-dependent downtime costs. For the proposed EPCLP, preventive maintenance
control-limits is much flexible to be adjusted to different electricity price levels, and
the maintenance cost reduction can be achieved among the planning horizon as a
result. The optimal control-limits and maintenance costs for different downtime-cost
ratios, reliabilities, covariate processes and electricity price scenarios are analysed

przejsciowa w kategoriach matematycznych. W pracy omowiono koncepcj¢ niezdatnosci
przej$ciowej. Zaproponowano nowa definicje tego pojecia a nastgpnie przedstawiono
model parametryczny niezdatnosci przejsciowej. Skonstruowano takze model formalny
niezdatnosci przejsciowej oparty na stochastycznej sieci Petriego (SPN). Wreszcie, poka-
zano zastosowanie formalizacji SPN. Na podstawie zaproponowanego modelu obliczono
parametry dla niezdatnosci przejsciowe;j. Przedstawiono takze studium przypadku. Otrzy-
mane wyniki potwierdzaja wiarygodnos¢ modelu. Opracowany model moze by¢ pomocny
w dalszych badaniach dotyczacych problemow, takich jak diagnozowanie niezdatnosci
przej$ciowej czy prognozowanie pozostatego okresu uzytkowania produktu.

KOZIELSKI M, SIKORA M, WROBEL L. System wspomagania decyzji dla
monitorowania zagrozen naturalnych, proceséw i urzadzen. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 218-228, http://dx.doi.
org/10.17531/ein.2016.2.9.

W pracy przedstawiono zintegrowany system wspomagania decyzji DISESOR oraz jego
zastosowania. System pozwala na integracj¢ danych pochodzacych z réznych systemow
monitorowania i systemow dyspozytorskich. Struktura systemu DISESOR sktada si¢ z
modutow realizujacych: przygotowanie i czyszczenie danych, analiz¢ danych, zadania
predykcyjne oraz zadania systemu ekspertowego. W pracy przedstawiono architekturg
systemu DISESOR, a szczegdlny nacisk zostat potozony na zagadnienia zwigzane z inte-
gracja i czyszczeniem danych oraz tworzeniem modeli predykcyjnych. Dzialanie systemu
przedstawione zostato na dwoch przyktadach analizy dla danych rzeczywistych.

LU J-M, LUNDTEIGEN MA, LIU Y, WU X-Y. Zastosowanie metody elastycz-
nego obciecia do oceny niezawodnos$ci systemow o zadaniach okresowych z
elementami naprawialnymi. Eksploatacja i Niezawodnosc — Maintenance and
Reliability 2016; 18 (2): 229-236, http://dx.doi.org/10.17531/ein.2016.2.10.

Systemy o zadaniach okresowych (phased mission systems, PMS) to takie systemy, w
ktorych naprezenia elementow sktadowych oraz konfiguracja systemu moga z czasem
ulega¢ zmianie. W warunkach rzeczywistych, PMS zazwyczaj charakteryzuja si¢ duza
liczba powtarzalnych faz zadaniowych i skfadaja si¢ z wielu naprawialnych elementow.
Istniejace metody analizy niezawodnosci tego typu systemow niestety posiadaja ogra-
niczenia zwiazane z problemem eksplozji stanéw lub eksplozji diagramow binarnych
decyzji (binary decision diagram, BDD) Praca przedstawia metod¢ obcinania opartg
na BDD oraz fancuchach Markowa, ktora pozwala rozwigza¢ wspomniane problemy
ztozonosci obliczeniowej. W proponowanym podejsciu, obcigcie minimalizuje eksplozje
BDD zwigkszajac mozliwos$ci zastosowania metody opartej na BDD oraz fancuchach
Markowa. W odrdznieniu od klasycznego obcinania, w opracowanej przez nas metodzie
granica obcigcia jest elastyczna co pozwala zredukowac btad obcigeia ponizej weze$niej
okreslonego progu. Zalety proponowanej metody zilustrowano na przyktadzie dwoch
stosowanych w praktyce systemoéw PMS, ktore stanowiag wyzwanie dla klasycznych
metod niesymulacyjnych.

TOPIC D, SLIIVAC D, STOJKOV M. Model niezawodnosci réznych konfigu-
racji zestawu elektrowni wiatrowej oparty na sekwencyjnej symulacji Monte
Carlo. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
237-244, http://dx.doi.org/10.17531/ein.2016.2.11.

W pracy przedstawiono udoskonalony model stuzacy do obliczania wskaznikow nie-
zawodnosci dla roznych koncepcji konfiguracji zestawow elektrowni wiatrowych jakie
stosowano w ostatnich dwoch dziesigcioleciach. Wykorzystano autoregresyjny model
$redniej ruchomej (ARMA), ktory w potaczeniu z symulacja sekwencyjna Monte Carlo
pozwala z wigksza doktadnoscia przewidzie¢ oczekiwana warto$¢ energii niedostarczonej
(EENS) podczas awarii. Baza statystyczna LWK (Land Wirtschafts Kammer) postuzyta
autorom do okreslania niezawodnosci (wydajnoscei) czgéci sktadowych elektrowni wia-
trowych przy réznych typach konfiguracji zestawu. Otrzymane warto$ci wykorzystano do
obliczenia wpltywu poszczegolnych koncepcji konfiguracji zestawu elektrowni wiatrowej
na oczekiwang warto$¢ energii niedostarczonej. Ponadto, przedstawiono poréwnanie
rozktadu EENS dla réznych koncepcji konfiguracji zestawu elektrowni wiatrowej jak
rowniez omowiono wpltyw uszkodzen cz¢sci mechanicznych i elektrycznych elektrowni
na EENS oraz awaryjnos¢.

QIAN X, WU Y. Zastosowanie strategii uzalezniajacej termin przegladu
od ceny pradu elektrycznego do optymalizacji utrzymania ruchu agregatu
pradotworczego z uwzglednieniem jego stanu technicznego. Eksploatacja
i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 245-253, http://
dx.doi.org/10.17531/ein.2016.2.12.

Stosujac strategie utrzymania ruchu uwzgledniajace biezacy stan techniczny obiektu
(condition based maintenance, CBM) oparte na pojeciu progu konserwacji koniecznej
(control limit), najczgsciej przywiazuje si¢ wage do stanu samego sprzgtu, ignorujac przy
tym niestate warunki zewng¢trzne. Nalezy jednak pamigtac, ze w przypadku agregatow
pradotworczych wehodzacych w sktad uktadow elektroenergetycznych, koszty przestoju
zalezne od ceny energii elektrycznej maja wptyw na optacalno$¢ stosowania strategii progu
konserwacji koniecznej. Aby powiaza¢ CBM z modelem kosztow niestatych, zapropono-
wano strategi¢ progu konserwacji koniecznej, w ktorej wysoko$¢ progu uzalezniona jest
od ceny pradu elektrycznego (electricity price-dependent control-limit policy, EPCLP).
Przyjgcie takiej strategii pozwala uwzgledni¢ koszty przestojow zalezne od czasu. W
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to compare the performances between the proposed policy and the constant control-
limit policy. Through the sensitivity analysis, the application scope of the proposed
policy is evaluated.

TCHORZEWSKA-CIESLAK B, PIETRUCHA-URBANIK K, URBANIK M.
Analysis of the gas network failure and failure prediction using the Monte
Carlo simulation method. Eksploatacja i Niezawodnosc — Maintenance and
Reliability 2016; 18 (2): 254-259, http://dx.doi.org/10.17531/ein.2016.2.13.
The scope of the article includes the analysis of the gas network failure based on a
material obtained from field tests covering the years 2004-2014, conducted on the gas
network of 120 thousand city, allowing to specify the failure rate of the gas network
with division into material, pressure and pipelines diameter and indicate the main
causes of failure on gas networks. On the base of the results of this analysis the Monte
Carlo method to predict failures in gas pipe network has been presented.

LIU H, JIANG W, HULIO Z, WANG Q. Estimation of system reliability
by using the PLS-regression based corrected response surface method.
Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2):
260-270, http://dx.doi.org/10.17531/ein.2016.2.14.

A new computational method, referred as PLS-regression (PLSR) based corrected
response surface method, has been developed for predicting the reliability of structural
and mechanical systems subjecting to random loads, material properties, and geometry.
The method involves a Corrected-Response Surface Model (C-RSM) based on the
Partial Least Squares Regression Method (PLSRM) combined with some correction
factors, and Monte Carlo Simulation (MCS), which is named as the Corrected-Par-
tial Least Squares Regression-Response Surface Method (C-PLSRRSM). In order
to develop an accurate surrogate model for the region determining the reliability of
the system, a proper coefficient is presented to determine the sampling region of the
input random variables. Due to a small number of original function evaluations, the
proposed method is effective, particularly when a response evaluation entails costly
finite-element, mesh-free, or other numerical analysis. Three numerical examples
involving reliability problems of two structural systems and a mechanical system
illustrate the method developed. Results indicate that the proposed method provides
accurate and computationally efficient estimates of reliability. The proposed cor-
rection method, the PLSR based corrected response surface (C-PLSR-RS), can be
the accurate surrogate model for calculating system reliabilities, especially for the
implicit performance functions.

JAWORSKI J, KLUZ R, TRZEPIECINSKI T. Operational tests of wear
dynamics of drills made of low-alloy high-speed HS2-5-1 steel. Eksploatacja
i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 271-277, http://
dx.doi.org/10.17531/ein.2016.2.15.

To determine the effect of drill wear on the value of the axial force and cutting torque,
a series of durability tests of drills with a diameter of 10 mm made of high-speed steel
HS2-5-1 were carried out. The investigations were conducted during the durability
period and at constant values of cutting parameters. The tests were carried out while
drilling holes in samples made of C45 steel and EN-GJS-500-7 cast iron. The dynamics
of wear on all parts of the drill was also determined. It has been shown that while
drilling with different values of cutting parameters, there is a loss of machinability
for different values of the wear indicators. While drilling with high cutting speeds
and with small feeds, there is a loss of cutting ability in the area of accelerated wear.
The application of TiN coating does not change the controlled wear locations. TiN
coating only reduces the intensity of wear on the tool flank, which increases the
durability of the drill.

IWANEK M, KOWALSKA B, HAWRYLUK E, KONDRACIUK K. Distance
and time of water effluence on soil surface after failure of buried water
pipe. Laboratory investigations and statistical analysis. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 278-284, http://
dx.doi.org/10.17531/ein.2016.2.16.

One solution to limit the inconvenience caused by suffosion processes following pipe
breakages is retaining so-called protection zones near the pipes, the utilization of which
would be handled by the system operator. Due to the fact that to determine the size of
such zones is a challenging task, the analysis should be performed gradually, based
on successive field studies, laboratory and numerical research. The present article
is the outcome of the first stage of the laboratory research eventually aiming at the
determination of the protection zone around a potential leakage in a water supply pipe.
The first stage of the investigations was devoted to (1) the assessment of an average

EPCLP, progi czasowe konserwacji zapobiegawczej sa bardzo elastyczne, co pozwala na
ich regulacj¢ zgodnie z aktualng ceng energii elektrycznej. Strategia umozliwia redukcje
kosztéw w danym horyzoncie planowania. W celu poréwnania proponowanej strategii ze
strategia statego progu konserwacji koniecznej, w pracy przeanalizowano optymalne progi
czasowe konserwacji koniecznej oraz koszty utrzymania ruchu dla réznych stosunkow
przestoju do kosztu, r6znych wartosci niezawodnosci, roznych proceséw kowariantnych
oraz roznych scenariuszy zmian cen energii elektrycznej. Zakres zastosowania propono-
wanej strategii oceniano za pomocg analizy czutosci.

TCHORZEWSKA-CIESLAK B, PIETRUCHA-URBANIK K, URBANIK M.
Analiza awaryjnoSci sieci gazowych oraz prognozowanie awarii z zastoso-
waniem symulacyjnej metody Monte Carlo. Eksploatacja i Niezawodnosc —
Maintenance and Reliability 2016; 18 (2): 254-259, http://dx.doi.org/10.17531/
ein.2016.2.13.

Artykut swoim zakresem obejmuje analiz¢ awaryjnosci sieci gazowej na podstawie
uzyskanego materialu z badan eksploatacyjnych obejmujacych lata 2004-2014 prowa-
dzonych na terenie Zaktadu Gazowniczego w 120 tys. miescie, co pozwolito na podanie
intensywnosci uszkodzen sieci gazowych z podzialem na material, ci$nienie i $rednice
rurociaggdéw oraz podanie gtdéwnych przyczyn powstawania awarii na sieciach gazowych.
Na podstawie wynikow analizy zaprezentowano zastosowanie metody Monte Carlo do
prognozowania awarii sieci gazowych.

LIU H, JIANG W, HULIO Z, WANG Q. Ocena niezawodnos$ci systemu z
wykorzystaniem poprawionej metody powierzchni odpowiedzi opartej na
regresji czastkowych najmniejszych kwadratéw. Eksploatacja i Niezawodnosc
— Maintenance and Reliability 2016; 18 (2): 260-270, http://dx.doi.org/10.17531/
ein.2016.2.14.

Nowa metoda obliczeniowa o nazwie "poprawiona metoda powierzchni odpowiedzi
oparta na regresji PLS" (C-PLSRRSM) zostata opracowana dla potrzeb przewidywania
niezawodnos$ci systemow konstrukcyjnych i mechanicznych poddanych obciazeniom
losowym oraz charakteryzujacych si¢ losowa geometrig oraz losowymi wlasciwo$ciami
materialowymi. W metodzie uwzglgdniono pewne czynniki korekcyjne oraz symulacje¢
Monte Carlo. W celu opracowania odpowiedniego modelu zastgpczego dla regionu stano-
wiacego o niezawodnosci systemu, przedstawiono wspotczynnik, ktory pozwala okresli¢
obszar pobierania probek wejsciowych zmiennych losowych. Ze wzglgdu na niewielka
liczbg ocen funkcji poczatkowych, proponowana metoda jest skuteczna zwlaszcza wtedy,
gdy ocena odpowiedzi wymaga kosztownej analizy numerycznej metoda elementow
skonczonych czy metoda automatycznie generowanej siatki (free mesh). Opracowana
metod¢ zilustrowano za pomocg trzech przyktadow numerycznych dotyczacych nie-
zawodnosci dwoch systemoéw konstrukeyjnych oraz jednego uktadu mechanicznego.
Wyniki wskazuja, Ze proponowana metoda zapewnia doktadne i wydajne obliczeniowo
oszacowanie niezawodnosci. Proponowana metoda C-PLSR-RS moze stanowi¢ trafny
model zastgpezy do obliczania niezawodnosci systemu, zwlaszcza w przypadku uwikta-
nych funkcji stanu granicznego.

JAWORSKI J, KLUZ R, TRZEPIECINSKI T. Badania eksploatacyjne dynamiki
zuzycia wiertel z niskostopowej stali szybkotnacej HS2-5-1. Eksploatacja i
Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 271-277, http://dx.doi.
org/10.17531/ein.2016.2.15.

W celu okreslenia wplywu zuzycia wiertel na wartos¢ sity osiowej oraz momentu skrawania
przeprowadzono seri¢ badan trwatosciowych wiertet o srednicy 10 mm wykonanych ze stali
szybkotnacej HS2-5-1, przy stalych parametrach skrawania, w czasie jednego przyjetego
okresu trwato$ci. Badania prowadzono podczas obrobki otworéow na probkach ze stali
C45 oraz z zeliwa EN-GJS-500-7. Okre$lono rowniez dynamike¢ zuzycia na wszystkich
czesciach skrawajacych wiertla. Wykazano, ze podczas eksploatacji wiertel z réznymi
parametrami skrawania, utrata ich skrawnosci nastgpuje dla roznych wartosci wskaznikow
zuzycia. Podczas wiercenia z duzymi predkosciami skrawania i matymi posuwami, utrata
skrawnosci wiertla nastepuje w obszarze przyspieszonego ich zuzycia. Naniesienie powloki
TiN nie zmienia kontrolowanych miejsc zuzycia a tylko zmniejsza intensywnos$¢ zuzycia
na powierzchni przylozenia, co powoduje wzrost trwatosci wiertta.

IWANEK M, KOWALSKA B, HAWRYLUK E, KONDRA-
CIUK K. Odleglo$¢ i czas wyplywu wody na powierzchnie terenu
po awarii podziemnego wodociagu. Badania laboratoryjne i analizy staty-
styczne. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18
(2): 278-284, http://dx.doi.org/10.17531/ein.2016.2.16.

Jedna z propozycji ograniczenia uciazliwo$ci spowodowanych zjawiskami sufozyjnymi po
awarii wodociagu jest zachowanie w poblizu przewodow tzw. stref ochronnych, o zago-
spodarowaniu ktorych decydowalby eksploatator sieci. Okreslenie wymiarow takich stref
jest bardzo trudnym zadaniem, dlatego stosowne analizy powinny odbywac si¢ stopniowo,
nabazie kolejnych etapéw badan terenowych, laboratoryjnych i numerycznych. W ramach
niniejszej pracy przedstawiono wyniki pierwszego etapu badan laboratoryjnych, ktorych
ostatecznym celem jest wyznaczenie strefy ochronnej wokot ewentualnej nieszczelnosci
rury wodociagowej. Pierwszy etap badan objat okreslenie przecigtnej odlegtosci wyplywu
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distance between the place of water effluence on the soil surface and the place of the
water failure for 4 different areas of leak and 11 values of hydraulic pressure head in
the pipe, (2) the initiatory assessment of the protection zone dimensions for analysed
soil conditions, (3) the analysis of dependence between the time of water effluence
on the soil surface after a failure of a buried water pipe and the leak area as well as
the hydraulic pressure head in the pipe. The scope of the works comprises laboratory
study and statistical analysis. The research was carried out preserving geometrical
and kinematic similarity. The obtained results should be considered initial, oriented
towards further stages of laboratory research comprising dynamic similarity.

KOSOBUDZKI M, STANCO M. The experimental identification of tor-
sional angle on a load-carrying truck frame during static and dynamic
tests. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18
(2): 285-290, http://dx.doi.org/10.17531/ein.2016.2.17.

The underframe of a truck is one of the most loaded parts of a vehicle. It is a spatial
unit and it must be strong enough to withstand random loading within many years
of maintenance. The most severe form of deformation is in torsion. So, frame side
members are often made from elements with channel sections, rigid for bending
and flexible for torsion. Authors have conducted the research of 6x6 high mobility
wheeled vehicle assigned to 20-feet container. Their load-carrying structure is made
from two separate underframes: longitudinal and auxiliary connected with bolted
joints. The goal of the research was to check if the torsional angle of deformation of
the underframe during static and dynamic tests is within an acceptable range. The
static test was carried out for the main underframe first to assess the characteristic of
torsional stiffness without the auxiliary frame. After connecting both frames toge-
ther the measure was conducted again. In the experiment the diagonal wheels were
lifted up and the resulting displacement of the ends of the frame side members was
recorded. Simultaneously the strain at chosen points of the underframe was measured
with a system of turned half bridge strain gauges. After calibrating the measuring
system a second part of experiment was conducted within proving ground tests when
the vehicle was fully loaded. The collected strain data at chosen points allowed for
calculating the resultant displacement of the ends of the frame side members in
function of sort of road and to indicate the influence of auxiliary frame on increasing
the torsional stiffness of the underframe.

WANG H, DENG G, LI Q, KANG Q. Research on bispectrum analysis of
secondary feature for vehicle exterior noise based on nonnegative tucker3
decomposition. Eksploatacja i Niezawodnosc — Maintenance and Reliability
2016; 18 (2): 291-298, http://dx.doi.org/10.17531/ein.2016.2.18.

Nowadays, analysis of vehicle exterior noise has become more and more difficult
for NVH (noise vibration and harshness) engineer to find out the fault among the
exhaust system when some significant features are masked by the jamming signals,
especially in the case of the vibration noise associating to the bodywork. New method
is necessary to be explored and applied to decompose a high-order tensor and extract
the useful features (also known as secondary features in this paper). Nonnegative Tuc-
ker3 decomposition (NTD) is proposed and applied into secondary feature extraction
for its high efficiency of decomposition and well property of physical architecture,
which serves as fault diagnosis of exhaust system for an automobile car. Furthermore,
updating algorithm conjugating with Newton-Gaussian gradient decent is utilized to
solve the problem of overfitting, which occurs abnormally on traditional iterative
method of NTD. Extensive experimen results show the bispectrum of secondary
features can not only exceedingly interpret the state of vehicle exterior noise, but
also be benefit to observe the abnormal frequency of some important features masked
before. Meanwhile, the overwhelming performance of NTD algorithm is verified more
effective under the same condition, comparing with other traditional methods both at
the deviation of successive relative error and the computation time.

ZUBER N, BAJRIC R. Application of artificial neural networks and
principal component analysis on vibration signals for automated fault
classification of roller element bearings. Eksploatacja i Niezawodnosc —
Maintenance and Reliability 2016; 18 (2): 299-306, http://dx.doi.org/10.17531/
ein.2016.2.19.

The article addresses the implementation of feature based artificial neural networks
and vibration analysis for automated roller element bearings faults identification
purpose. Vibration features used as inputs for supervised artificial neural networks
were chosen based on principal component analysis as one of the possible methods
of data dimension reduction. Experimental work has been conducted on a specially
designed test rig and on a drive of the Ganz port crane in port of Novi Sad, Serbia.
Different scalar vibration features derived from time and frequency domain were
used as inputs to fault classifiers. Several types of roller elements bearings faults,
at different levels of loads were tested: discrete faults on inner and outer race and

wody na powierzchni¢ terenu od miejsca awarii podziemnego wodociagu dla 4 réznych
powierzchni nieszczelno$ci przewodu oraz 11 wysokosci cisnien w przewodzie, wstepne
oszacowanie wielkosci strefy ochronnej dla analizowanych warunkéw gruntowych oraz
analiz¢ zaleznos$ci migdzy czasem wyplywu wody na powierzchnig¢ terenu po awarii
podziemnego wodociagu a powierzchnia nieszczelnosei 1 wysokos$cia cisnienia w prze-
wodzie. Zakres pracy obejmowat badania laboratoryjne i analizy statystyczne. Badania
przeprowadzono z zachowaniem podobienstwa geometrycznego i kinematycznego. Uzy-
skane wyniki nalezy wigc traktowac jako wstepne, ukierunkowujace dalsze etapy badan
laboratoryjnych, uwzgledniajace réwniez podobienstwo dynamiczne.

KOSOBUDZKI M, STANCO M. Identyfikacja eksperymentalna kata skrecenia
ustroju no$nego pojazdu podczas testu statycznego i dynamicznego. Eksploata-
cja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 285-290, http://
dx.doi.org/10.17531/ein.2016.2.17.

Ustroj nosny pojazdu jest jednym z jego najbardziej obcigzonych zespotow konstruk-
cyjnych. Jest to zespot o ztozonej budowie przestrzennej, ktory musi by¢ wystarczajaco
wytrzymaty by wytrzyma¢ zmienne obciazenia przez wiele lat eksploatacji pojazdu.
Najbardziej obciazajace sa te obcigzenia ktore wywoluja skrecanie ustroju nosnego. Stad
ustrdj nosny sklada si¢ najczesciej z podtuznic potaczonych poprzeczami co w efekcie
zapewnia duza sztywno$¢ na zginanie i podatno$¢ na skrecanie. W artykule przedstawio-
no badania podwozia pojazdu kotowego wysokiej mobilnosci 6x6 przeznaczonego do
potaczenia z kontenerem 20-stopowym. Ustroj no$ny pojazdu sktada si¢ z ramy glownej
potaczonej za pomoca polaczen podatnych z rama posrednia. Celem badan byto sprawdze-
nie czy kat skrecenia ustroju nosnego pojazdu w badaniach statycznych i dynamicznych
nie wywoluje naprezen wykraczajacych poza zakres dopuszczalny. Test statyczny zostal
przeprowadzony najpierw tylko do ramy glownej w celu wyznaczenia jej sztywnosci
skretnej. Nastepnie ramy zostaly potaczone i wyznaczenie sztywnosci zostato powtorzo-
ne. W ramach testu kota znajdujace si¢ w pojezdzie po przekatnej zostaly podniesione
az do utraty kontaktu z podtozem. Réwnocze$nie rejestrowano przemieszczenie koncow
podtuznic ramy i odksztatcenia w wybranych punktach, w ktorych naklejono tensometry.
Po skalibrowaniu uktadu pomiarowego przeprowadzono szereg testow przebiegowych
z pojazdem catkowicie obcigzonym tadunkiem. Zarejestrowane wartosci odksztalcen
wykorzystano do wyznaczenia odksztatcenia wypadkowego koncow podtuznic ramy w
funkcji rodzaju drogi oraz wptywu zamocowania kontenera na wypadkowa sztywno$¢
skretna ustroju pojazdu.

WANG H, DENG G, LI Q, KANG Q. Badania nad analiza bispektrum cech
drugorzednych halasu zewnetrznego pojazdow w oparciu o nieujemna dekom-
pozycje Tuckera3. Eksploatacja i Niezawodnosc — Maintenance and Reliability
2016; 18 (2): 291-298, http://dx.doi.org/10.17531/ein.2016.2.18.

Obecnie inzynierowie NVH (zajmujacy si¢ problematyka hatasu, drgan i ucigzli-
wosci akustycznych) napotykaja na coraz wigksze trudnosci przy analizie hatasu
zewnetrznego pojazdow wynikajace z faktu, Ze istotne cechy zwigzane z niepra-
widlowosciami uktadu wydechowego sa maskowane przez sygnaty zaktocajace,
szczegolnie hatas wibracyjny zwiazany z praca nadwozia. Niezbgdna jest zatem
nowa metoda, ktora pozwoli rozktada¢ tensory wysokiego rzedu i wyodrebniac
przydatne cechy (zwane w tym artykule takze cechami drugorzg¢dnymi). Do
ekstrakcji cech drugorzednych wykorzystano w prezentowanej pracy metode nie-
ujemne;j faktoryzacji tensorow znang takze jako nieujemna dekompozycja Tuckera
3 (NTD) , ktora cechuje si¢ wysoka efektywnoscia dekompozycji i moze by¢
wykorzystywana w diagnostyce uszkodzen uktadu wydechowego samochodow.
Problem nadmiernego dopasowania, ktory wystepuje w tradycyjnej metodzie
iteracyjnej NTD rozwigzano przy pomocy algorytmu aktualizacyjnego sprzezo-
nego z gradientem prostym Newtona-Gaussa. Wyniki doswiadczen pokazuja, ze
bispektrum cech drugorzednych nie tylko pozwala doskonale interpretowac stan
hatasu zewngtrznego pojazdu, ale rowniez umozliwia wykrywanie wczes$niej ma-
skowanych nieprawidtowych czestotliwosci odpowiadajacych niektorym waznym
cechom. Badania potwierdzaja, ze algorytmu NTD jest bardziej efektywny, w tych
samych warunkach, w porownaniu z innymi tradycyjnymi metodami zaréwno w
zakresie odchylen btedu wzglednego jak i czasu obliczen.

ZUBER N, BAJRIC R. Zastosowanie sztucznych sieci neuronowych oraz analiz
glownych skladowych sygnatu drgan do automatycznej klasyfikacji uszkodzen
tozysk tocznych. Eksploatacja i Niezawodnosc — Maintenance and Reliability
2016; 18 (2): 299-306, http://dx.doi.org/10.17531/ein.2016.2.19.

Artykutl omawia zastosowanie sztucznych sieci neuronowych opartych na cechach oraz
analizy drgan do celow automatycznej identyfikacji uszkodzen tozysk tocznych. Cechy
drgan majace postuzy¢ jako dane wejsciowe do nadzorowanych sztucznych sieci neurono-
wych wybrano na podstawie analizy glownych sktadowych, ktora stanowi jedna z metod
zmniejszania rozmiaru zbioru danych statystycznych. Badania prowadzono na specjalnie
do tego celu zaprojektowanym stanowisku badawczym oraz na uktadzie napedu Zurawia
portowego firmy Ganz w porcie Novi Sad w Serbii. Jako wejscia klasyfikatorow uszkodzen
wykorzystano rozne skalarne cechy drgan okreslone w dziedzinie czasu i czgstotliwosci.
Badano kilka typow uszkodzen lozysk tocznych przy réznych poziomach obcigzenia:
uszkodzenia dyskretne w obrebie pierScienia wewnetrznego i zewnetrznego tozyska
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looseness. It is demonstrated that proposed set of input features enables reliable
roller element bearing fault identification and better performance of applied artificial
neural networks.

PAN Z, JING F, SUN Q. Lifetime distribution and associated inference
of systems with multiple degradation measurements based on gamma
processes. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016;
18 (2): 307-313, http://dx.doi.org/10.17531/ein.2016.2.20.

With development of science and technology, many engineering systems take on high
reliable characteristic and usually have complex structure and failure mechanisms,
with their reliability being evaluated by multiple degradation measurements. In certain
physical situations, the degradation of these performance characteristics would be
always positive and strictly increasing. Therefore, the gamma process is usually con-
sidered as a degradation process due to its independent and non-negative increments
properties. In this paper, we suppose that a system has multiple dependent performance
characteristics and that their degradation can be modeled by gamma processes. For
such a multivariate degradation involving three or more performance characteristics,
we propose to use a multivariate Birnbaum-Saunders distribution and its marginal
distributions to approximate the reliability function and give the corresponding lifetime
distribution. And then, the inferential method for the model parameters is developed.
Finally, for an illustration of the proposed model and method, a simulated example
is discussed and some computational results are presented.

oraz nadmierny luz. Wykazano, ze proponowany zbior cech wejsciowych umozliwia
niezawodng identyfikacj¢ uszkodzen tozysk tocznych oraz zapewnia lepsza wydajnosé
zastosowanych sztucznych sieci neuronowych.

PAN Z, JING F, SUN Q. Wyznaczanie rozkladu czaséw zycia oraz wniosko-
wanie dla systeméw wymagajacych pomiaréw wspélistniejacych degradacji
w oparciu o procesy gamma. Eksploatacja i Niezawodnosc — Maintenance and
Reliability 2016; 18 (2): 307-313, http://dx.doi.org/10.17531/ein.2016.2.20.
Wraz z rozwojem nauki i techniki, powstaje coraz wigcej systemow inzynieryjnych o
wysokich parametrach niezawodnosciowych, ktore zwykle charakteryzuja si¢ ztozona
strukturg i ztozonymi mechanizmami uszkodzen. Ocena niezawodnosci w przypadku
takich systeméw wymaga pomiarow wspotwystepujacych proceséw degradacji . W
pewnych sytuacjach fizycznych, degradacja wlasciwosci uzytkowych systemu bedzie
zawsze dodatnia oraz $cisle rosnaca. Proces degradacji jest zwykle procesem gamma,
ktory charakteryzuja niezalezne i nieujemne przyrosty. W niniejszej pracy, zatozono, ze
system ma wiele zaleznych charakterystyk pracy oraz ze ich degradacj¢ mozna modelo-
wac procesem gamma. W przypadkach takiej wielowymiarowej degradacji obejmujacej
trzy lub wigcej charakterystyk pracy zaproponowano zastosowanie rozktadu Birnbau-
ma-Saundersa (uwzgledniajacego wiele zmiennych) oraz jego rozktadow brzegowych
do aproksymacji funkcji niezawodnosci oraz okreslania odpowiadajacego jej rozktadu
czasu pracy. Opracowano metodg¢ wnioskowania dla parametrow modelu. Wreszcie, dla
zilustrowania proponowanego modelu oraz metody, omowiono przyklad symulacyjny
oraz przedstawiono niektore wyniki obliczeniowe.
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FRACTURE ANALYSIS OF THE PULLEY OF A
BUCKET WHEEL BOOM HOIST SYSTEM

ANALIZA PEKNIEC KOLA PASOWEGO UKLADU WCIAGARKI
WYSIEGNIKA KOLA CZERPAKOWEGO

This paper presents the results of the pulley fracture analysis. Experimental investigations confirmed that the chemical composi-
tion and basic mechanical properties of the pulley material, except the impact energy at a temperature of —20°C, meet the require-
ments of the corresponding standard. The impact energy value at the temperature of —20°C is for =45% lower than the prescribed
value which has considerable influence on the appearance of the brittle fracture, especially having in mind the fact that the bucket
wheel excavators operate at low temperatures. Metallographic examinations as well as magnetic particle inspections indicated
that initial cracks in the welded joints occurred during the manufacture of the pulleys. Characteristic levels of the rope load cycle
are obtained by using in-house software which includes the dynamic effects of the resistance-to-excavation. The FEA results
pointed out that in the representative load cases the combinations of the mean stress and the alternating stress in the pulley critical
zone lie considerably below the limit line of the modified Goodman's diagram. The conclusion, based on the presented results, is
that the fracture of the pulley appeared as the result of the ‘manufacturing-in’ defects.

Keywords: bucket wheel excavator, pulley fracture, experimental investigations, FE stress analyses.

Artykut przedstawia wyniki analizy pekniec kota pasowego. Badania doswiadczalne potwierdzity, Ze sktad chemiczny oraz podsta-
wowe wiasciwosci mechaniczne materiatu, z ktorego zostato wykonane koto pasowe, za wyjqtkiem energii udaru w temperaturze
—20°C, byly zgodne z odpowiedniq normq. Wartos¢ energii udaru w temperaturze —20°C byta o =45% nizsza od wartosci zale-
canej, co ma znaczqcy wplyw na wystgpowanie pekania kruchego, zwlaszcza gdy wezmie sie pod uwage fakt, ze koparki kotowe
sq przeznaczone do pracy w niskich temperaturach. Badania metalograficzne oraz badania magnetyczno-proszkowe wykazaty,
ze peknigcie pierwotne w polgczeniu spawanym pojawito si¢ juz w fazie produkcji kota pasowego. Charakterystyczne poziomy
cyklu obcigzenia liny uzyskano stosujgc wlasne oprogramowanie, ktore uwzglednia dynamiczne oddziatywanie odpornosci na
urabianie. Wyniki MES pokazaly, ze w przypadku obcigzen reprezentatywnych, wartosci Sredniego naprezenia w funkcji napreze-
nia zmiennego w strefie krytycznej kota pasowego byly znacznie nizsze niz wartosci graniczne wyznaczone na podstawie zmodyfi-
kowanego wykresu Goodmana. Na podstawie otrzymanych wynikow stwierdzono, ze peknigcie kota pasowego powstato wskutek
wad produkcyjnych.

Stowa kluczowe: koparka kotowa, pekniecie kota pasowego, badania doswiadczalne, analiza naprezen metodg
elementow skonczonych.

1. Introduction

The bucket wheel boom (BWB) of the bucket wheel excavator
(BWE) SRs 1300 (Fig. 1) is hung by two stays hinged to the trolley
with the pulley block (the so-called “moving pulley block™). Chang-
ing of the BWB inclination angle is realized by shifting the moving
pulley block.

The BWB hoist system is the vital part of the BWE. Failures of its
components may lead to catastrophic consequences as described in [1,
3, 34]. Even in cases where the direct failure effects are not so drastic,
the indirect financial losses are high [9, 10, 13]. In-service fracture of
one pulley of the fixed pulley block (Fig. 2) is a typical example of
a failure in which the direct material loss (=3,000 €) is far less than
the indirect financial loss (714,000 €) caused by the system downtime
during the execution of very complex operations such as: temporary
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Ibucket wheel boom stays' Imoving pulley block| Ibucket wheel boom hoist winchl
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bucket wheel boom pivot point

Fig. 1. BWE SRs 1300: total weight 2303 t; theoretical capacity 4500 m*/h

supporting of the machine, dismantling of the
BWB hoist system, testing and repair of the
failed pulleys, testing of the rope and reassem-
bling the BWB hoist system (Fig. 3, Table 1).

The goals of the study presented in the pa-
per were to: (1) Develop a method of identify-
ing pulley working loads, taking into account
the dynamic nature of the external loads caused
by the resistance-to-excavation; (2) Establish
the procedure and determine the cause of pulley
fracture; (3); To give the expert judgment: repair
or redesign the pulleys.

The following sections will present details
of the carried out experimental and numeri-
cal researches and the conclusions arrived at
therein. The investigation results are important
because: (a) pulleys are vital parts of the rope
mechanisms; (b) same or similar problems
could arise in rope hoisting mechanisms of not
only various types of mining machines [40] but

also of a wide class of construction machines and cranes. Besides,
research results indicate the importance of the non-destructive testing
(NDT) of welded joints of the BWE vital structural parts.

Table 1. Specification of costs due to the overburden system downtime
caused by one pulley failure

Nomenclature Costin €

DT and NDT testing before, during and after the pulley repair | 6,000

Engagement of workers and machines 36,000

- 3 v _ N 14-days system downtime (14 x 24 h x 2,000 €/h) 672,000

broken and dislocated part of the rim \ fractured pulley Total 714,000
s Vil b, -~ A & b - U -

Fig. 2. Fracture of the pulley of the fixed pulley bloc

2. Fracture description

During BWE exploitation a

I temporary support of the counterweight boom I failure of the welded joints of the

an . N S i f =
lifting of the moving pulley block ji

e
|

i e

b S /__,.-:‘
4 bucket wheel boom stays i
B ;.-"

| temporary support of the
Elbucket wheel boom stays

Fig. 3. Details of the BWE temporary supports and the dismantling of the BWB hoist system

spokes and rim occurred, which led
to the plastic deformation and frac-
ture of the rim (Figs 4a, b). Apart
from that, plastic deformations of
the spokes are observed (Fig. 4c)
as well as fractures of their welded
joints with the hub.

3. Experimental investiga-
tions

3.1. Destructive testing

According to the design docu-

temporary support of ;
the bucket wheel boom mentation, the pulleys were sup-

R
AR . S posed to be made from steel quality

grade St 37-3 (according to the code
4 [11]). Experimental examinations
are performed on samples taken
from the damaged pulley (Fig. 5).
Results of the chemical analysis,
tensile and impact tests are present-
ed in Tables 2—4. Average macro-
hardness is 129 HB [17].
Metallographic  examinations
are carried out on the replicas [28]

156 ExspLOATACIA | NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




SCIENCE AND TECHNOLOGY

a) Table 2. Chemical analysis (wt.%) of the pulley material and chemical com-
position of St37-3[11]
Material C Si Mn S P Al
Sample 0.159 0.188 0.625 0.018 0.016 0.004
max. max. max.
SE373 1 019 B B 0050 | 0.050 B

Table 3. Tension test [14] results of the pulley material and tensile properties

of St37-3[11]
. Elongation | Contraction
Specimen oys (MPa) oyrs (MPa) Asp (%) 7(%)
1 278 434 44.5 46.9
2 283 433 38.2 444
N B ] B ) e 3 281 435 405 444
broken parts of the rim [ (R ' - 5t37-3 min.235 | 360-510 min. 24 -
-~y v ) o £ ’ B
f A E-N 4 J.on § Table 4. Impact energy test [15] results of the pulley material and impact
; ; ¥ energy of St 37-3[11]
Temperature Specimen Impact energy Average (J)
KV300/2 )
1 14.7
2 12.7 14.7
1 i -20°C
E > 5 ; . \ 3 16.7
{ broken part of the rim 4 e St37-3 min. 27 -
L 4 4 39,2
0°C 5 422 40.5
6 40.2

i

Fig. 4. Details of the fractured pulley: (a) front view; (b) back view, (c) view
from below

Fig. 6. Sampling zones (a) and samples: 1 — (b), 2 — (c), 3 — (d)

taken from the welded joint of the spoke and hub (Fig. 6). Grain sizes
were determined using the standard [19], and the content of the non-
metallic inclusions according to the code [20] (Figs. 7, 8).

3.2. Non-destructive testing

After dismantling the fixed and moving pulley blocks (Fig. 3) the
) ) magnetic particle inspection (MPI) of the fillet welds was carried out
Fig. 5. A part of the damaged pulley used for sampling according to the code [16]. Crack indications (Fig. 9, Table 5) were
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Fig. 7. Sample 1 (etched with 3% nital): (a) strip-type ferrite-pearlite microstructure of the BM, microhardness of 140—144 HVI [27]; (b) fine-grained fer-
rite-pearlite microstructure in HAZ, microhardness of about 159 HV1,; (c) casting dendritic microstructure of the WM, microhardness of 172—197 HV1;
(d) microstructure on the verge of the BM and HAZ, (e) microstructure on the verge of the WM and HAZ, (f) tip of the crack (depth =4 mm, width ~0.5 mm)
and its propagation

and its propagation through HAZ and BM, sample 3 (framed detail in Fig. 6d)

observed on all pulleys. They are considerably more pronounced on
the welded joints of the spokes and rim than the welded joints of the
spokes and hub.

4. Pulley stress analyses

The load analysis of the BWE structure is very complex due to its
changeable geometry configuration (Fig. 10).

The forces in the rope of the BWB hoist system, shown in Fig.
11, are determined using standard [12]. The intensity of the cutting
force is calculated based on the parameters of the BW drive, adopt-
ing [12] that the total cutting force is realized on one bucket only
(Fig. 10). For load case (LC) H [12] the intensity of the cutting force
(U,1om=298.5 kN) is calculated based on the nominal torque of the BW
drive motor, whilst in LC HZ [12] its intensity (U,,,=376.4 kN) is
calculated based on the maximum torque of the clutch. In both LCs,
rope force reaches its maximum for agy=3°15 (Fig. 11). It can be
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Fig. 9. Typical MPI indications — pulley 6, spoke 2: (a) left side; (b) right side

Table 5. The MPI crack indications on spoke 2 (pulley 6).

Designation (a.b.c¥)

621 | 622 | 623 | 624

625 | 626 | 627 | 628 | 629

Figure

9a

9b

Length (mm)

15 ‘ 30 ‘ 80 ‘20;30

25‘30‘40‘100‘55

noted that usage of the procedure prescribed in
[12] leads to the loss of one of the key proper-
ties of the BWEs’ working process — the dy-
namic character of the external load caused
by resistance-to-excavation [2, 4, 68, 22-24,
29, 30, 32, 33, 35-39]. By extracting the static
influence of the cutting force from the curves
shown in Fig. 11 and introducing its dynamic
influence determined in the manner presented
in [2, 4], a more realistic character of changing
of the rope force during the excavation process
is obtained (Fig. 12, Table 6).

The stress state analyses are done by ap-
plying the finite element method (FEM). The
3D model of the pulley and rope (Fig. 13) was
discretized by 10-node tetrahedron elements
in order to create the FEM model (317,066
nodes, 185,852 elements, Fig. 14). Calcula-
tions are carried out for the maximum value of

the angle between the legs of the rope

*a = ordinal of a pulley; b=ordinal of a spoke; c=ordinal of an indication. op =50 (F i g 13b) Interaction between the
,max . .

TN e

195, v T
X0 ]
Y- 181 '
" i
180 '
185 !
1 L} '
X 0.78 )
| g .__.Y:183_7____”____|_c|-|

Fo &N)

X:-24.04
150 - y: 1452

a
P B M P— 4
130/ ® - time (s)
XE-Z‘.M
120 bl Fig. 12. Simulation of the rope force during the excavation process
= = 2 (opwp=3°15")
Fig. 11. The dependence of the rope force (F) on the BWB inclination angle (agyg)
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Table 6. Characteristic levels of the rope load cycle.

tained by using code [12], the maximum von Mises

L

rope and the pulley was simu-
lated by contact connection.
Maximum values of von
Mises stresses are obtained in
the T-fillet welded connec-
tions of the rim (Fig. 15). The
characteristic stress levels of
the pulley load cycle during
excavation for both consid-
ered LCs are presented in Ta-
ble 7. For the maximum rope
force (209.1 kN, Fig. 11) ob-

Fig. 15. The von Mises stress field obtained for Fr=191 kN (the maximum rope force in LC HZ, Fig. 12)

— ) stress value in the T-fillet welded connection of the
ope force S
Load case P MM iS  Oy7 max12] =186 MPa.
maximum (Frpay) | mMinimum (Fgpin) mean (Fgy,) amplitude (Fg,)
H 1753 169.7 1725 2.8 5. Discussion
HZ 191.0 1837 187.35 365 In order to make a decision on whether to repair

or redesign the pulleys,
it was necessary to con-
duct a complex proce-
dure whose basic stages
are shown in Fig. 16.

R max=5° In the considered

Fig. 13. The 3D model of the pulley with rope (a) and the angle between the legs of the rope (b)

Fig. 14. The FEM model

av”,max = 169.7 MPa

1Be+008
I 162e+008
L44e+008
1.26e+008
1.08e+008
Ye+007
7.2e+007
S4e+007
3,6e+007
1.8e+007
1,75e+004

Uvﬂ,max= 147 MPa

1.8e+008

162e+008
1.44e+008
1.26e+008
1,08e+008

9e+007
7.2e+007
S.4e+007

3,6e+007
1.Be+007
1.75e+004

—

case, both pulley de-
sign and the material
were adequately select-
ed — steel quality grade
RSt 37-3 is commonly
used for manufacturing
the pulley blocks for
the bucket wheel ex-
cavators. Based on the testing results presented
in Tables 24 it is conclusive that the chemical
composition and the basic mechanical proper-
ties of the pulley material, except the impact
energy value at the temperature of —20°C, meet
the requirements of standard [11] prescribed for
steel grade RSt 37-3. Namely, the impact energy
value at the temperature of —20°C is for ~45%
lower (Table 4) than the value listed in [11]
which has considerable influence on the appear-
ance of the brittle fracture, especially having
in mind the fact that the BWEs operate at low
temperatures.

Micrographic testing indicates the notably
structural heterogeneity of the welds. BM has
the strip-type ferrite-pearlite microstructure with
non-metallic inclusions of both oxide and sul-
fide type (Fig. 7a). The microstructure in HAZ
(Fig. 7b) is fine-grained ferrite-pearlite with
fine-grained oxide type non-metallic inclusions.
WM has the casting dendritic microstructure
(Fig. 7c) because the appropriate heat treatment
of the pulley welded structure was not carried
out. Under fatigue loading the non-metallic
inclusions in BM and HAZ may cause the ap-
pearance of initial cracks, whilst the dendritic
microstructure of the WM indicates the tenden-
cy towards the brittle fracture. Poor manufac-
turing practice led to multiple welding defects
— incomplete welding (Fig. 6b). Those defects
significantly accelerate premature crack initia-
tion by playing a role, from the welding point of
view, as the local HAZ based weak link.

The considerably more pronounced presence
of the MPI crack indications at welded joints of
the spokes and rim is the consequence of their
geometry being more complex than the geom-
etry of the welded joints of the spokes and hub.

In accordance with the recommendations
[25, 26] regarding fatigue safety evaluation, it
is adopted that the fatigue limit of the critical
welded joint is S,=45 MPa. The tensile strength
of the weld metal (o,) is determined by the fol-
lowing expression [31]:
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Table 7. Characteristic levels of the pulley stress cycle.

Stress value (MPa)
Load case maximum minimum mean (o) amplitude
(Omax) (Omin) m (0,)
H 155.8 150.8 153.3 25
HZ 169.7 163.3 166.5 3.2

Based on the presented results, it was concluded that the pulley
fracture was caused by the ‘manufacturing-in’ defects. That is why
it was decided to carry out the repairs of the pulley spokes’ welded
joints, without modifying their design.

6. Conclusion

Perennial exploitation of the BWEs in harsh working conditions
leads to a gradual degradation of their subsys-
tems. Despite rigorous controls during design-
ing, manufacturing and assembling, compliant
with the relevant standards, failure occurrence

v v v

* is almost inevitable during BWEs exploitation.

| | Manufacturing | |  Exploitation

| [ Environmental |

Their causes could be of the different nature [5,

h 4

operating?
h 4
| maintenance?

mate@

Y
load/stress?

assembly?

Main possible causses of the failures

Fig. 16. The procedure of determining the causes of pulley fracture

|extreme impacl?l

‘Design-in’ ‘Manufacturing-in’ ‘Exploitation-in’ ‘Environmental-in’
defects defects defects defects?

21] which is determined by using the procedure
presented in Section 5.

v Load analysis of the fractured pulley was
carried out by using the original procedure
which includes the dynamic effects of the re-
sistance-to-excavation, unlike the procedure
prescribed by code DIN 22261-2 [12]. Results
of the FEAs indicate that the considered pulley
is designed in full accordance with its function
and working loads.

The considerably lower impact toughness at
the temperature of —20°C points to the failures
in the steelmaking technology. Metallographic
examinations as well as MPIs indicate that the
initial cracks in the welded joints occurred dur-
ing the manufacture of the pulleys. Apart from

Stress amplitude o, (MPa)
»N
(5]
:

Mean stress o8 (MPa)

Fig. 17. The modified Goodman diagram

6. =0.50,, +0.50 75 min = 0.5x510+0.5x 433 = 471.5 MPa, (1)

where ¢,,=510 MPa is the ultimate tensile strength of deposited metal
(electrode BOHLER FOX EV 50 [18]), while 6/7¢,;,=433 MPa is the
minimum ultimate tensile strength value of base metal obtained by
tensile testing (Table 3).

It is obvious (Fig. 17) that in both representative LCs the combi-
nations of the mean stress and the alternating stress in the critical zone
(Table 7) lie considerably below the limit line connecting the fatigue
limit S, and the tensile strength of the weld metal o,.. Besides that, in
the case of the maximum rope force obtained by using code [12], the
maximum von Mises stress value (07 max[12]) 1s 2.5 times lower
than the tensile strength of the weld metal (o, , Eq. (1)).

that, the above mentioned cracks were located
in the zones of maximum calculation stresses,
which inevitably led to fracture. Therefore, the
considered pulley fracture appeared as the result
of ‘manufacturing-in’ defects [5, 21] which is
why repairs of the spokes’ welded joints of each
of the pulleys were performed, without chang-
ing the design solution. This way, the downtime
of the complete surface mining system, and in-
direct material losses were drastically reduced.

The presented investigation results under-
line the importance of the NDT of the vital
structural parts’ welded joints, both during pro-
duction and the BWE’s exploitation, especially
in the zones of high calculated stress values. Fi-
nally, to the designers and manufacturers of the
BWEs, the above mentioned investigation re-
sults present an indicator of the necessity to in-
crease the extent of controls during the BWEs’
manufacturing and assembling, prescribed by
relevant standards, especially when it comes to
the sub-systems whose failures can cause serious material and finan-
cial losses. Properly prescribed and conducted technical diagnostics is
the basis of rational technical-economical, reliable and safe operation
of the BWEs.

Acknowledgement
This work is a contribution to the Ministry of Education, Science and
Technological Development of Serbia funded project TR 35006.

EkspLoATACIA I NiEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016 161




SCIENCE AND TECHNOLOGY

References

1

2.

10.

11.
12.

13.
14.
15.
16.
17.
18.

19.
20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

Araujo LS, de Almeida LH, Batista EM, Landesmann A. Failure of a bucket-wheel stacker reclaimer: metallographic and structural analyses.
Journal of Failure Analysis and Prevention 2012; 12: 402-407, http://dx.doi.org/10.1007/s11668-012-9575-z.

Arsi¢ M, Bosnjak S, Zrni¢ N, Sedmak A, Gnjatovi¢ N. Bucket wheel failure caused by residual stresses in welded joints. Engineering Failure
Analysis 2011; 18(2): 700-712, http://dx.doi.org/10.1016/j.engfailanal.2010.11.009.

Bosnjak S, Zrni¢ N, Simonovi¢ A, Momcilovi¢ D. Failure analysis of the end eye connection of the bucket wheel excavator portal tie-rod
support. Engineering Failure Analysis 2009; 16(3): 740-750, http://dx.doi.org/10.1016/j.engfailanal.2008.06.006.

Bosnjak S, Petkovi¢ Z, Zrni¢ N, Simi¢ G., Simonovi¢ A. Cracks, repair and reconstruction of bucket wheel excavator slewing platform.
Engineering Failure Analysis 2009; 16(5): 1631-1642, http://dx.doi.org/10.1016/j.engfailanal.2008.11.009.

Bosnjak S, Arsi¢ M, Zrni¢ N, Rakin M, Panteli¢ M. Bucket wheel excavator: integrity assessment of the bucket wheel boom tie - rod welded
joint. Engineering Failure Analysis 2011; 18(1): 212-222, http://dx.doi.org/10.1016/j.engfailanal.2010.09.001.

Bosnjak S, Zrni¢ N. Dynamics, failures, redesigning and environmentally friendly technologies in surface mining systems. Archives of Civil
and Mechanical Engineering 2012; 12(3): 348-359, http://dx.doi.org/10.1016/j.acme.2012.06.009.

Bosnjak S, Oguamanam D, Zrni¢ N. The influence of constructive parameters on response of bucket wheel excavator superstructure in the out-
of-resonance region. Archives of Civil and Mechanical Engineering 2015 (article in press); http://dx.doi.org/10.1016/j.acme.2015.03.009.
Brki¢ A B, Maneski T, Ignjatovi¢ D, Jovanci¢ P, Spasojevi¢ Brki¢ V K. Diagnostics of bucket wheel excavator discharge boom dynamic
performance and its reconstruction. Eksploatacja i Niezawodnosc - Maintenance and Reliability 2014; 16 (2): 188-197.

Bugaric U, Tanasijevic M, Polovina D, Ignjatovic D, Jovancic P. Lost production costs of the overburden excavation system caused by rubber
belt failure. Eksploatacja i Niezawodnosc - Maintenance and Reliability 2012; 14 (4): 333-341.

De Castro PMST, Fernandes AA. Methodologies for failure analysis: a critical survey. Materials & Design 2004; 25(2): 117-123, http:/
dx.doi.org/10.1016/j.matdes.2003.09.020.

DIN 17100. Steels for general structural purposes. Deutsches Institut fiir Normung; 1980.

DIN 22261-2. Bagger, Absetzer und Zusatsgerite in Braunkohlentagebauen. Teil 2: Berechnungsgrundlagen. Deutsches Institut fiir Normung;
2006.

Dreyer E. Cost-effective prevention of equipment failure in the mining industry. International Journal of Pressure Vessels and Piping 1995;
61(2-3): 329-347, http://dx.doi.org/10.1016/0308-0161(94)00114-X.

EN 10002-1. Metallic materials - Tensile testing - Part 1: Method of test at ambient temperature. European Committee for Standardization;
1990.

EN 10045-1. Mechanical testing of metals - Charpy impact test - Part 1: Test method. European Committee for Standardization; 1990.

EN 1290. Non-destructive testing of welds - Magnetic particle testing of welds, European Committee for Standardization; 2004.

EN ISO 6506-1. Metallic materials - Brinell hardness test - Part 1: Test method. European Committee for Standardization; 2005.

EN ISO 2560. Welding consumables - Covered electrodes for manual metal arc welding of non-alloy and fine grain steels - Classification.
European Committee for Standardization; 2009.

EN ISO 643. Steels - Micrographic determination of the apparent grain size, European Committee for Standardization; 2012.

EN 1024. Micrographic examination of the non-metallic inclusion content of steels using standard pictures, European Committee for
Standardization; 2012.

Gagg CR. Failure of components and products by 'engineered-in' defects: Case studies. Engineering Failure Analysis 2005; 12(6): 1000-
1026, http://dx.doi.org/10.1016/j.engfailanal.2004.12.008.

Golubovi¢ Z, Leki¢ Z, Jovi¢ S. Influence of bucket wheel vertical vibration on bucket-wheel excavator (BWE) digging force. Technical
Gazette 2012; 19(4): 807-812.

Gottvald J. The calculation and measurement of the natural frequencies of the bucket wheel excavator SchRs 1320/4x30. Transport 2010;
25(3): 269-277. http://dx.doi.org/10.3846/transport.2010.33

Gottvald J. Analysis of vibrations of bucket wheel excavator SchRs 1320 during mining process. FME Transactions 2012; 40(4):165-170.
Hobbacher AF. Recommendations for fatigue design of welded joints and components. [IW Document XIII-2151r3-07/XV-1254r3-07.
International Institute of Welding; 2008.

Hobbacher AF. The new IIW recommendations for fatigue assessment of welded joints and components - A comprehensive code recently
updated. International Journal of Fatigue 2009; 31(1): 50-58, http://dx.doi.org/10.1016/].ijfatigue.2008.04.002.

ISO 4516. Metallic and other inorganic coatings - Vickers and Knoop microhardness tests. International Organization for Standardization; 1980.
ISO 3057. Non-destructive testing, Metallographic replica techniques of surface examination, International Organization for Standardization, 2011.
Jovanci¢ P, Tanasijevi¢ M, Ignjatovi¢ D. Relation between numerical model and vibration: Behavior diagnosis for bucket wheel drive
assembly at the bucket wheel excavator. Journal of Vibroengineering 2010; 12(4):500-513.

Kowalczyk M, Czmochowski J, Rusinski E. Construction of diagnostic models of the states of developing fault for working parts of the
multi-bucket excavator. Eksploatacja i Niezawodnosc- Maintenance and Reliability 2009; 42(2): 17-24

Mellor BG, Rainey RCT, Kirk NE. The static strength of end and T fillet weld connections. Materials & Design 1999; 20(4): 193-205, http://
dx.doi.org/10.1016/50261-3069(99)00027-8.

Mil¢i¢ D, Miladinovi¢ S, Mijajlovi¢ M, Markovi¢ B. Determination of load spectrum of bucket wheel excavator SRs 1300 in coal strip mine
Drmno. Transactions of FAMENA 2013; 37(1): 77-88.

Ognjanovi¢ M, Risti¢ M, Vasin S. BWE traction units failures caused by structural elasticity and gear resonances. Technical Gazette 2013;
20(4): 599-604.

Rusinski E, Czmochowski J, Iluk A, Kowalczyk M. An analysis of the causes of a BWE counterweight boom support fracture. Engineering
Failure Analysis 2010; 17(1):179-191, http://dx.doi.org/10.1016/j.engfailanal.2009.06.001.

Rusinski E, Dragan S, Moczko P, Pietrusiak D. Implementation of experimental method of determining modal characteristics of surface
mining machinery in the modernization of the excavating unit. Archives of Civil and Mechanical Engineering 2012; 12(4): 471-476, http://
dx.doi.org/10.1016/j.acme.2012.07.002.

162 ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




SCIENCE AND TECHNOLOGY

36.

37.

38.

39.

40.

Rusinski E, Czmochowski J, Pietrusiak D. Selected problems in designing and constructing surface mining machinery. FME Transactions
2012; 40(4): 153-164.

Rusinski E, Czmochowski J, Pietrusiak D. Problems of steel construction modal models identification. Eksploatacja i Niezawodnosc -
Maintenance and Reliability 2012; 14(1): 54-61.

Rusinski E, Czmochowski J, Moczko P, Pietrusiak D. Assessment of the correlation between the numerical and experimental dynamic
characteristics of the bucket wheel excavator in terms of the operational conditions, FME Transactions 2013; 41(4): 298-304.

Rusinski E, Moczko P, Odyjas P, Pietrusiak D. Investigations of structural vibrations problems of high performance machines. FME
Transactions 2013; 41(4): 305-310.

Shukla AK, Das P, Dutta S, Ray S, Roy H. Failure analysis of a head gear pulley used in coal mines. Engineering Failure Analysis 2013; 31:
48-58, http://dx.doi.org/10.1016/j.engfailanal.2013.01.046.

Srdan BOSNJAK

University of Belgrade

Faculty of Mechanical Engineering

Kraljice Marije 16, 11120 Belgrade 35, Serbia

Miodrag ARSIC
Institute for Testing of Materials IMS
Bulevar Vojvode Misic¢a 43, 11000 Belgrade, Serbia

Sreten SAVICEVIC

University of Montenegro

Faculty of Mechanical Engineering

Dzordza Vasingtona bb, 81000, Podgorica, Montenegro

Goran MILOJEVIC

University of Belgrade

Faculty of Mechanical Engineering

Kraljice Marije 16, 11120 Belgrade 35, Serbia

Dusan ARSIC

University of Kragujevac

Faculty of Engineering

Sestre Janji¢ 6, 34000 Kragujevac, Serbia

E-mails: sbosnjak@mas.bg.ac.rs, miodrag.arsic@institutims.rs,
sreto@ac.me, gmilojevic@mas.bg.ac.rs, dusan.arsic@fink.rs

ExspLOATACIA | NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016 163




Article citation info:

KOPECKIT, MAZUREK P, LIS T. The effect of the type of elements used to stiffen thin-walled skins of load-bearing aircraft structures on their
operating properties. Experimental tests and numerical analysis. Eksploatacja i Niezawodnosc - Maintenance and Reliability 2016; 18 (2):

164-170, http://dx.doi.org/10.17531/ein.2016.2.2.

Tomasz KOPECKI
Przemystaw MAZUREK
Tomasz LIS

THE EFFECT OF THETYPE OF ELEMENTS USED TO STIFFEN THIN-WALLED SKINS
OF LOAD-BEARING AIRCRAFT STRUCTURES ON THEIR OPERATING PROPERTIES.
EXPERIMENTAL TESTS AND NUMERICAL ANALYSIS

WPLYW RODZAJOW USZTYWNIEN POKRYC CIENKOSCIENNYCH STRUKTUR
NOSNYCH STATKOW POWIETRZNYCH NA ICH WLASCIWOSCI EKSPLOATACYJNE.

BADANIA EKSPERYMENTALNE | ANALIZA NUMERYCZNA*

The paper presents results of a study on thin-walled structures modelling representative fragments of aircraft fuselages subjected
to bending and torsion. The type of the considered load and deformation corresponds to the state of such structures under in-flight
conditions. The subject of the study were structures made of composite materials. Adopted assumptions include admissibility of
post-buckling deformation in the operating load regime. Results of experimental studies are presented together with nonlinear
numerical analyses carried out with the use of the finite elements method applied to a number of variant structures provided with
various types of skin stiffening elements. Operating properties of the examined structures have been compared on the grounds of
adopted criteria.

Keywords: thin-walled structures, loss of stability, aircraft load-bearing structures, finite elements method,
nonlinear numerical analyses, operating stability.

Praca prezentuje wyniki badan ustrojow cienkosciennych, stanowigcych modele reprezentatywnych fragmentow struktur lotni-
czych, poddawanych zginaniu oraz skrecaniu. Rodzaj obcigzenia oraz deformacji odpowiada stanowi struktury w warunkach
eksploatacji. Przedmiotem rozwazan byly ustroje wykonane z kompozytow. Przyjeto zatozenie o dopuszczalnosci deformacji za-
krytycznych dla obcigzen eksploatacyjnych. Przedstawiono wyniki badan eksperymentalnych i nieliniowych analiz numerycznych
w ujeciu metody elementow skonczonych szeregu wariantow ustrojow, zawierajgcych rozne rodzaje usztywnien pokryé. Dokonano
porownania wlasciwosci eksploatacyjnych badanych ustrojow, w oparciu o przyjete kryteria.

Stowa kluczowe: ustroje cienkoscienne, utrata statecznosci, lotnicze struktury nosne, metoda elementow skon-

czonych, nieliniowe analizy numeryczne, trwatos¢ eksploatacyjna.

1. Introduction

Scientific research projects concerning the issue of the loss of sta-
bility of sub-structures constituting elements of larger load-bearing
structures used in the engineering practice are usually focused on
problems relating to determination of critical load values. Post-buck-
ling states of structures are the subject of analyses much more seldom.
It follows from the fact that in most of the areas of engineering, the
instant at which a structure loses its stability is considered to be the
moment of its destruction [1, 10, 13].

In the aircraft construction technology, in view of very specific na-
ture of structures being the subject of considerations, equally specific
standards have been established affecting both design processes and
principles of operation. One of the rules, applicable to metal structures
still most popular in the aircraft industry, provides admissibility of
post-buckling deformations in selected types of structures under the
in-flight load conditions [2, 11, 12].

It should be underlined that, similarly as in other disciplines of
engineering, an iron rule is commonly accepted according to which a
bar structure subjected to buckling is considered destroyed. Reliabili-
ty of a structure depends therefore on adequately rigorous selection of

geometrical parameters for all structure components which are repre-
sented by bar frameworks in the model design process. These include
e.g. stringers, elements of frames and lattices, spar flanges, etc.

A completely different rule applies to sheet-shaped structures con-
stituting components of semi-monocoque fuselages, however also in
this case a number of limitations exist. In general, in view of the ne-
cessity to minimise the mass of the object, the loss of stability of the
skin in operating conditions is assumed to be admissible provided the
phenomenon has an elastic and local nature, i.e. occurs locally within
the area of skin segments limited by components of the skeleton. Ex-
ceptions include skins of e.g. wing torsion boxes and other structural
elements responsible for maintaining appropriate torsional rigidity, as
well as these skin fragments large deformations of which are unde-
sired in view of the necessity to maintain specific aerodynamic prop-
erties of the object [8, 14, 18, 19].

Although structures made of lightweight metals are still the basic
components in most of currently operated load-bearing aircraft fuse-
lages, recent years saw a distinct trend towards increased application
of composites of various types. Those most commonly used in the

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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aircraft industry include layered composites based on glass, carbon,
and aramid fibre fabrics and polymer resins.

In view of insufficient knowledge concerning the whole of chang-
es occurring in mechanical properties of composites during prolonged
operation, load-bearing components made with the use of this very
technology were for many years designed and fabricated as mono-
coque structures with interlayers preventing stressed skins from the
loss of stability.

Nowadays, striving to meet still more and more rigorous operat-
ing and economic criteria, aircraft structure designers have adopted
the doctrine admitting a local loss of stability for some fragments of
composite skins, similar to his accepted earlier for metal fuselage
components [6, 7, 16].

This allowed to make use of semi-monocoque structures charac-
terised with more favourable mechanical properties than those dem-
onstrated by monocoque design solutions as far as the mass criterion
is considered.

Before admitting structures of that type to operation it is neces-
sary to carry out comprehensive studies on the effect of prolonged
cyclic loads applied to composite structures on their condition and
reliability.

Admitting the loss of stability in composite skins induces occur-
rence of design problems similar to those encountered in structures
with metal sheet skins. One of such issues is related to the necessity
to limit the phenomenon as effectively as possible, with the structure
mass increase reduced to a minimum. It seems to be appropriate to
achieve the target by employing integral stiffening elements. An in-
disputable merit of composite materials is the possibility of giving
them arbitrary shapes. As a result, geometries of integral elements
stiffening composite skins are usually different than those used for
metal skins, and feasibility of realising individual design concepts is
subject to different technological limitations.

Procedures applicable to design work on structures of that type
processes employ universally numerical tools, including various soft-
ware packages based on the finite elements method. To determine dis-
placement distribution patterns in cases of existence of post-buckling
deformations, it is necessary to realise nonlinear numerical analyses
with geometrical nonlinearities taken into account. In view of the
limited accuracy of numerical methods, results obtained by means of
these tools are very frequently biased with significant errors [5, 9].
The only way to eliminate them consists in elaborating the numeri-
cal models by means of relevant experimental verification. In most
cases, such verification can be based on simplified test carried out
on models in the course of which measurements of displacements in
a set of predetermined reference points are taken. Once conformity
of deformation patterns and magnitudes calculated numerically and
observed in the experiment is achieved, it is possible to obtain reli-
able reduced stress distributions within the framework of the selected
mechanical strength hypothesis. The base on which such reliability is
assumed is the rule of uniqueness of solutions according to which one
and only one distribution of the reduced stress corresponds to each
deformation state [3].

2. Purpose and scope of the study

The purpose of the study presented in this paper was to carry out
a comparative analysis of several design solutions concerning a frag-
ment of aeroplane wing with composite skin subjected to post-critical
deformations under permissible operating load conditions. The sub-
ject of the research were structures with identical dimensions (Fig. 1)
differing in the skeleton structure designs. In each of the cases, the
front portion of the skin corresponding to the torsion box was given
a larger thickness thus protecting it against the loss of stability. In the
course of analyses, special attention was attached to areas between the
spar and the trailing edge.

In all variants, the same skin making technology and thickness
were used. As a result of the experiment, deformation distribution pat-
terns have been obtained and representative equilibrium paths deter-
mined. The obtained results were used as a base for elaboration and
verification of numerical models subjected to nonlinear analyses with
the use of software based on the finite elements method.

The overall outcome of the study can be considered confirma-
tion of appropriateness of the numerical models which can be used
as a base for determining usefulness of another modifications of the
analysed design solutions.

Fig. 1. Schematic views and dimensions of the examined structures

3. The experiment

The skeleton structure of the model used in the experiment was
made of plywood and wooden slats with known mechanical param-
eters. The skin was made of an epoxy resin glass-fibre reinforced
composite (GFRP).

As the composite reinforcement, Interglass glass fibre fabrics
were used with weight ratios of 50 g/m* and 163 g/m>. The matrix
was a saturating mix based on epoxy resin MGS L285/H286 with
known mechanical properties which corresponded to those measured
for the composite material, i.e. £;; = 22000 MPa, E,, = 22000 MPa,
vy = 0.11, G}, =4600. In the torsion box area, skin of the model was
made a structure comprising four layers of the symmetric fabric with
reinforcement ratio of 50/50. The main directions of the composite
ortotrophy were oriented at the angle of 45 degrees with respect to the
direction of spar flanges.

The remaining portion of the structure contained three layers of fab-
ric (Fig. 2). Such differentiation in the number of layers was aimed at

1x02037 >§<

1x02037
3x92110 g% >§<

2x92110 >§<

Fig. 2. Schematic representation of the laminated structure
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Fig. 3. (a) The experimental set-up, (b) schematic diagram of structure mounting and load application

b)
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Fig. 5. A schematic view of skin stiffening elements
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Fig. 6. Reference point displacement measuring technique

Pontos scanner

reference point

a) | protecting the torsion box surface against the loss of stability and
creating conditions favourable to occurrence of post-critical defor-
mations in the skin area between the spar and the trailing edge.
The experiments were carried out with the use of a specifi-
cally designed set-up (Fig. 3(a)). The examined models were
subjected to torsion
Ribs and bending which
/' corresponded  to
the actual nature
of loads applied
to an aeroplane
wing in the in-
flight conditions
(Fig. 3(b)). The
load was applied
gravitationally.
Three variants
of the model were
examined (Fig. 4).
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Fig. 7. Comparison of representative equilibrium paths

In the first variant, the tested skin fragment had no stiffening elements.
Complete skeleton comprising middle ribs was applied in the second
variant. In the third version of the model was provided with stiffening
elements in the form of perimeters of a figures filled in with polymer
foam (Fig. 5). Structure of that type would not be categorised as the
integral stiffening element in the commonly adopted meaning of the
term, however it serves the same function as an element in the form
of perimeter of figure created by proper shaping of outer layer of the
skin. Additionally, such solution is much easier to fabricate. For this
reason, in the following this type of stiffening element will be referred
to as the integral one.

In the course of the experiments, skin displacement measurements
were taken in selected reference points for successive stationary de-
formation states of the structure. To this end, a system of micrometer
gauges and PONTOS optical scanner by GOM Optical Measuring
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b) W‘

Fig. 8. Distribution of resultant displacement (in mm) — the model without stiffening elements: (a) upper skin, (b) lower skin (ribs mounted on the right)

a)

a)

_Jr

b) e

Fig. 10. Distribution of resultant displacement (in mm) — the model with stiffening elements: (a) upper skin; (b) lower skin (ribs mounted on the right)

was used (Fig. 6). As a result, representative equilibrium paths have
been obtained, representing the relationship between the total angle of
torsion of the structure and the load value (Fig. 7).

Further, the examined area of the deformed model was scanned
with the use of ATOS scanner for the target load value. As a result,
images of the deformation field were obtained (Figs. 8—10) on the
grounds of which results of numerical calculations were verified.

4. Numerical analyses

A necessary complement to the experimental phase allowing to
obtain information about stress distribution patterns in the examined
skins consists in development of appropriate and effective calculation
models implemented by means of the finite elements method.

Numerical modelling of the examined structures was realised with
the use of commercial software MSC PATRAN/MARC effectiveness
of which proved to be effective in case of analyses concerning post-
buckling deformations of skins made of isotropic materials [11, 12].

As far as composite materials are concerned, the decisive model de-
velopment phase consists in application of an algorithm the purpose
of which is to determine properties of the laminate based on sets of
constants characterising individual layers. The algorithm constitutes
and integral subroutine of the preprocessor and any intervention of the
user in its structure is impossible.

A distinctive feature of composite structures, making develop-
ment of their numerical representation exceptionally difficult, is
their non-homogeneity resulting not only from conditions in which
individual layers are laminated but also from assembling operations,
i.e. presence of local excesses of resin and diversified thickness of
bonded joints. Such factors can induce local skin stiffness variations
and have an effect on post-critical deformation patterns. Even small
errors in selection of geometric parameters for the numerical model,
introducing definite deviations from actual boundary conditions char-
acterising a skin segment, generate significant errors in the course of
nonlinear analyses.
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The fundamental relationship in any nonlinear problem, determin-
ing quantitatively the relationship between condition of a structure
and the load, is the so-called equilibrium path of the system consti-
tuting, in general, a hypersurface in the hyperspace of states [4, 9].
The relationship can be written as the following matrix equation of
residual forces:

r(u, A) =0, (D

where u is the state vector containing displacement components of
nodes of the structure corresponding to its current geometrical config-
uration, A is a matrix composed of control parameters corresponding
to the actual load level, and r is the residual vector of uncompensated
force components related to the current system deformation state. The
set of control parameters can be represented by a single parameter
A being a function of the load. In such case, equation (1) takes the
form:

r(u, 1) =0, 2

called the single-parameter equation of residual forces.

The prediction-correction methods of determining the consecutive
points of the equilibrium path used in contemporary software routines
provide also for a correction phase based on the requirement that the
system satisfies an additional equation called the increment control
equation or the constraints equation [9, 17]:

c(Au,, Ad,) =0, (3)
where the increments:
Aun =Wy — Uy, and Aj‘n = j'n+1 7j'n

correspond to transition from state n to state n + 1.

In view of lack of possibility to represent equilibrium paths for
systems with more than two degrees of freedom in a form of eas-
ily interpretable plots, for the purpose of comparison, the so-called
representative equilibrium paths are used in practice that represent
a functional relationship between a selected parameter characteris-
ing deformation of the system and a single control parameter related
to the applied load. Reliability of results obtained from FEM-based
nonlinear numerical analyses is usually accepted when a satisfactory
coherence is found between two representative equilibrium paths,
namely the actual one determined in the course of an experiment and
this obtained numerically. It is also necessary to obtain convergence
between the forms of deformations following from the calculations
[4, 9, 17] with results of relevant experiment. On the grounds of the
above-mentioned rule of uniqueness of solutions, the obtained re-
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duced stress distributions in the deformed skin can be therefore also
considered reliable [3].

As the nonlinear numerical analysis is an iterative process aimed
at finding successive equilibrium states, its correctness is to a large
degree determined by correct choice of the prognostic method, the
correction strategy, and a number of control parameters. In the case
described here, the Newton-Raphson method was used in combina-
tion with the Crisfield hyperspherical correction strategy [4, 15].

By contrast with linear analyses where the goal is to obtain as high
number of finite elements as possible, selection of excessively dense
mesh of elements for nonlinear analyses leads to faulty calculation
results in many cases with the calculation time significantly extended.
After a series of numerical tests aimed at selection of a proper topol-
ogy for the model, it has been decided to use a model comprising
5000 four-node skin elements. The necessity to employ such elements
resulted from the fact that other types available in the MSC MARC
software library to which properties of laminated composites could
be assigned do not offer the possibility to reproduce geometrically
complex objects, in view of the type and number of the degrees of
freedom.

Models of the materials were developed taking into account me-
chanical properties of composites fabricated with the use of compo-
nents used in the experimental phase and characterised by means of
material constants quoted in preceding chapter.

As a result of the performed nonlinear numerical analyses, rep-
resentative equilibrium paths have been determined and compared to
corresponding characteristic obtained from the experiment (Fig. 11).

Very small discrepancies between corresponding representative
curves were found in all the cases subjected to analysis which con-
firmed that the numerical methods and parameters controlling nonlin-
ear procedures were selected correctly.
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Fig. 11. Comparison of representative equilibrium paths
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e

Fig. 12. Resultant displacement distribution patterns for the analysed skin fragments (in mm) — model without stiffening elements: (a) upper skin; (b) lower skin
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Fig. 14. Resultant displacement distribution patterns for the analysed skin fragments (in mm) — model with integral stiffening elements: (a) upper skin; (b) lower
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Fig. 15. Reduced stress distributions according to omax hypothesis (in MPa): (a) model with ribs, (b) model with integral stiffening elements

As a result of the analyses, distributions patterns of resultant dis-
placements of the finite element mesh nodes constituting skin models
haven been also obtained (Figs. 12—14).

Taking into account the satisfactory similarity between results of
analyses on one hand and the experiment on the other observed in the
scope of both representative equilibrium paths and resultant displace-
ments, it can be stated that properties of composites attributed to finite
elements by PATRAN software, determined by the program based on
data for individual layers of the composite, may be considered cor-
rect and corresponding to actual characteristics. However, it should
be emphasised that, in case of occurrence of any defects in the real
structure that may arise in the process of lamination, it is necessary to
introduce appropriate correction in the numerical model accounting
for the effect of such flaws on local stiffness of the skin.

The courses of the representative equilibrium paths allow to claim
that the wing skin stiffening elements constitute a necessary com-
ponent of the structure. In the model lacking these features, loss of

stability occurred at very low load value as a result of occurrence of
a field of tensions within the area of the observed segment.

On the other hand, comparison of solutions providing for ribs
and integral stiffening elements have proven superiority of the latter
which was also accompanied by a decrease of mass.

The increased rigidity of the whole structure can be explained by
the fact that when ribs are employed, skin displacement in directions
tangent to its surface at points where the skin is joined with the ribs
becomes limited. This results in occurrence of different stress distri-
butions in segments of the skin, more unfavourable from the point of
view of overall effectiveness of the solution (Fig. 15).

5. Summary and conclusions

The combined experimental and numerical analysis of a number
of design solutions for a typical fragment of thin-walled aircraft struc-
ture was focused on two fundamental goals. The first of the objectives
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included determination and comparison of operating properties of the
examined structures with a maximum possible accuracy. The study
has revealed that integral elements stiffening the skin applied in one
of the considered model version, although based on a very simple
technological solution, turned out to be more effective than the tradi-
tional variant providing for skin division by means of ribs. This allows
to mark out a direction for further research aimed at determining an
integral stiffening variant with properties most favourable in operat-
ing conditions specific for given structure. A criterion for selection of
a target solution could be the largest critical load value or the smallest
value of a deformation adopted as the representative one, with the
structure mass changes taken into account at the same time.

The presented results of experimental studies and nonlinear nu-
merical analyses, as well as conclusions derived from them, should be
therefore assessed in the context of a broader framed research project
aimed at determining properties of a number of stiffening elements for
aircraft composite skins subjected to post-critical deformations under
operating load conditions.

Another objective of the research project, constituting an indis-
pensable complement to the experimental phase allowing to obtain
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NONLINEAR DEGRADATION MODELING AND MAINTENANCE POLICY FORA
TWO-STAGE DEGRADATION SYSTEM BASED ON CUMULATIVE DAMAGE MODEL

SYSTEM CHARAKTERYZUJACY SIE DWUETAPOWYM PROCESEM DEGRADACJI:
NIELINIOWE MODELOWANIE DEGRADACJI ORAZWYZNACZANIE STRATEGII
EKSPLOATACJI SYSTEMU NA PODSTAWIE MODELU SUMOWANIA USZKODZEN

This paper attempts to take into account a two-stage degradation system which degradation rate is non-stationary and change
over time. The system degradation is thought to be caused by shocks, and system degradation model is established based on cumu-
lative damage model. The nonlinear degradation process is expressed by different shock damage and shock counting. And shock
damage and shock counting are assumed to be Gamma distribution and non-homogeneous Poisson process, respectively. On the
basis of these, system reliability model and nonlinear degradation model are given. In order to optimal maintenance policy for
considered system, adaptive maintenance policy and time-dependent maintenance policy are studied, and mean maintenance cost
rate is established to evaluate the maintenance policies. Numerical examples are given to analyze the influences of degradation
model parameters and find optimal maintenance policy for considered system.

Keywords: two-stage, nonlinear, degradation modeling, cumulative damage model, maintenance policy.

W przedstawionym artykule badano system, w ktorym proces degradacji zachodzi dwuetapowo, a szybkos¢ degradacji jest zmien-
na w czasie. Przyjeto, ze do degradacji systemu dochodzi w wyniku wstrzgsow. Model degradacji systemu oparto na modelu
sumowania uszkodzen. Nieliniowy proces degradacji okreslono jako taki, w ktorym uszkodzenie powodowane wstrzgsem oraz
czestotliwos¢ wstrzqsow sq wartosciami zmiennymi. Przyjeto, Ze uszkodzenie powodowane wstrzgsem ma rozktad gamma a cze-
stotliwos¢é wstrzgsow jest niejednorodnym procesem Poissona. Na tej podstawie utworzono model niezawodnosci systemu oraz
model degradacji nieliniowej. W celu opracowania optymalnej strategii eksploatacji dla rozpatrywanego systemu, rozwazono dwa
typy strategii utrzymania ruchu: strategie adaptacyjng oraz strategi¢ czasowo-zalezng. Strategie te oceniano okreslajqc sredni
poziom kosztow eksploatacji. Przykiady numeryczne postuzyly do analizy wptywu parametrow modelu degradacji oraz pozwolily
okreslic optymalng strategie utrzymania dla rozpatrywanego systemu.

Stowa kluczowe: dwu-etapowy, nieliniowy, modelowanie degradacji, model sumowania uszkodzen, strategia

eksploataciji.
Nomenclature AT’  The ith interval of inspection
E(C) Mean maintenance cost rate
. o Unit cost of an inspection action

M, The kth (k=1.2) stage of system degradation process Cp  Unit cost of a preventive maintenance action
xl.k System damage value due to the ith shock in degradation stage Cc Unit COSt,Of a correctlve. maintenance action

M E[C(T)] Total maintenance cost in a renewal cycle T

k S . E[T]  Mean time length of renewal cycle T’
N, The number of shock counting in degradation stage M, . acy L
. . E[N/(T)] Average number of inspection counting in a renewal cycle T
t. The change-point that degradation stage from M, to M, P Probability of performi ) it .
¥Y({)  System whole degradation level at time ¢ p 1ro a1 i ; y of performing preventive maintenance in a renew-
Yt) Cumulative degradation quantity just for the kth stage p ; Cgcbe?l't fperformi . int . |
A(f)  The Poisson parameter that system at time ¢ in degradation c robability of performing corrective maintenance in a renewa
cycle T’

stage M,
g.?)  The probability density function of change-point 7, .
Y, System failure threshold 1. Introduction
Iy The time point of system failure ) Degradation analysis is a research hotspot for prognostic and
Y Syste.m .alarm threshold in degradation stage M health management (PHM), which can be used for estimating failure-
L The fth 1nspect19n tlme‘ ) ) time distribution [16], predicting remaining useful life (RUL) distri-
AT,  The interval of inspection in degradation stage M,
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bution [3, 23] and exploring preventive maintenance policy [12, 25].
Especially, degradation process modeling is an important approach
for evaluating the reliability of high reliable products [1, 2].

Stationary degradation process has been studied intensively to
optimize maintenance problems. However, the degradation process
of some systems present two-stage feature due to the influences of
internal mechanism and external environment etc [7], where the deg-
radation rate is suddenly increased. For example, the vibration-based
degradation signals of bearings [8] and vibration signals special fre-
quency band energy of gearboxes [ 14] exhibit two-stage characteristic
in degradation test. There are two typical models with independent
random increment, continuous time model [7] and cumulative dam-
age model [21], that can be used to present system degradation proc-
ess. Some researchers have studied on the degradation process mod-
eling for two-stage degradation system. But in most articles [5, 6, 17,
19] the degradation processes are assumed to be continuous Gamma
process, and degradation rates for different degradation stages are pre-
sented by different Gamma parameters. Wiener process is also used
for two-stage degradation modeling [9]. In existing studies, the deg-
radation process is mostly supposed to be continuous and modelling
by continuous time model. But for some systems, their degradations
are caused by shocks and their increases of degradation levels are
step, such as reciprocating machine. Furthermore, some system deg-
radation quantities, which are collected by interval monitoring, can
be considered as causing by shocks, even if the system degradation
process is continuous.

Condition-based maintenance (CBM) is an importance approach
for reducing maintenance cost to gradual degradation system [11].
This maintenance decision-making method is also effective for two-
stage degradation system. But the degradation rate suddenly increased
will bring significant impact on maintenance policy. On the basis that
change-point of degradation rate can be monitored perfected, Saas-
souh [19] put forward an activation zone to plan the maintenance ac-
tion for a two-stage system. Fouladirad [5, 7] proposed an adaptive
maintenance policy based on online change detection procedures,
where alarm thresholds were diverse in different degradation stage as
the degradation rate change. Ponchet [17] assumed that change-point
of degradation rate cannot be monitored, and he developed two con-
dition-based maintenance optimization models with and without con-
sidering the change-point in system degradation process, respectively,
the numerical results showed that it can bring considerable benefits
if degradation rate changing was considered in maintenance policy.
In these existing studies, the mean degradation rates in the first stage
and the second stage were both considered as fixed, and the increased
process of degradation level presented linear. In 2011, Fouladirad [6]
took into account a system with time-dependent degradation rate after
change-point, but the degradation process was assumed to be continu-
ous Gamma process. Meanwhile, he studied a condition-based main-
tenance policy with time-dependent alarm thresholds in the second
degradation stage. But the interval of inspection was considered as
fixed no matter how the degradation rate changed, it was difficult to
achieve the best maintenance policy.

This paper considers degradation modeling and maintenance
policy for a two-stage degradation system, which degradation proc-
ess is nonlinear and degradation rate is changed over time in both
stages. The main contributions of this study are: (a) Considering some
system degradation are caused by shocks, cumulative damage model
is used for two-stage degradation process modeling, and the degrada-
tion rate are presented by different shock damage and shock counting.
(b) As the degradation rate is changed over time, a time-dependent
maintenance policy is proposed, which the interval of inspection is
time-dependent.

The remainder of this paper is organized as follows. In section 2,
a two-stage degradation system is presented and system degradation
modelling method is studied. Two kinds of maintenance policy and

maintenance policy evaluation method are given in section 3. In sec-
tion 4, numerical examples are used to analyze the influences of dif-
ferent parameters for two-stage degradation model. Conclusions are
made in section 5.

2. Nonlinear degradation modeling for a two-stage
degradation system

2.1. Two-stage degradation system

4 Failure threshold Yf
x; I
- ..
5
<
= |
-
& |
& I I
= |
I g () |
- J- i I
| ‘“/ |
| ] | T
0 7 r 1 E »Time

Fig. 1. Two-stage degradation process

The system with two-stage degradation process considered in this
paper is described as follows (as shown in Fig. 1):

* In system degradation process, mean degradation rate suddenly
increase at a random time point. And the time point is denoted
by change-point 7. Before 7., system is in nominal degradation
stage M| and mean degradation rate is small. After ., system is
in accelerated degradation stage M, and mean degradation rate
is large. The degradation rate of whole degradation process is
non-stationary and become larger in terms of working time, so
the degradation process is nonlinear.

System degradation level at time 7 can be summarized by a
scalar aging variable Y(7). There is no doubt that ¥(¢) is an in-
creasing stochastic scalar. System initial state is assumed to be
intact in this paper, namely Y(0)=0. System will be considered
as failed if degradation level Y(7) exceeds failure threshold Y
And system stops functioning either for economic reasons or
for safety reasons when ¥(7) is greater than ;.

System degradation process can be thought as step, and degra-
dation level is the sum of large numbers of tiny damage values.
Therefore, the whole degradation level at working time ¢ can
be expressed by cumulative damage model [22] as

Nj

Lo 91,2
Y(’)=in'1{zgc}+ 2% +ij 'I{t>tc} 1

i-1 i=l =l

Where N, (k=1,2) is the number of shock counting in degradation

stage M, xik is the shock damage value for ith shock in degrada-
tion stage M. I;;=1 if E is true and otherwise /(z=0. When >, ,
degradation level is the sum of the damage in the first stage M, and
the second stage M,. In this case, the working time length of system
degradation in stage M| is ¢, and in stage M, is t-¢...

As the characteristic of cumulative damage model [17,22], system
degradation rate is determined by damage value per shock and shock
counting per unit time. In this paper, in order to show shock counting
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changes over time, the shock counting N, is assumed to be non-homo-
geneous Poisson process (NHPP) and with Poisson parameter /() at
time ¢ in stage M, [4,24]. That is, the probability of shock counting N,
equals to m during (0, 7) in stage M, can be written as:

P(Ny=m)="0 2 .c0 @)

Because all the shocks are independent in whole degradation
process, the probability of shock counting in the first stage N;=m and
in the second stage N,=n is:

[gl] (u)du] [I/lz (r —Q)d‘r} Jf/ll(u)du’}’b(r”f)df

!
P(Ny=m,Ny=n)= ' L ' e 0 fe
m: n:

3)

As Gamma process is suitable for describing monotonic degrada-
tion [13, 15], shock damage is assumed to be Gamma distribution in
this study (It is important to note that the Gamma distribution is used
for shock damage by a shock in this study, but in literatures [5-7, 17,
19] the Gamma distribution is used for degradation level of whole
continuous degradation process). In this paper, if the ith shock in stage

My, occurs at £, the shock damage is x/ ~ Ga(oy (1;), B ) (o (1;)

is shape-parameter, f; is scale-parameter). Y*(¢) is the cumulative
degradation quantity just for the kth stage (namely whole degrada-
tion level Y(1)=Y'(¢)+Y*(f) when £>t.). Meanwhile, as every shock is
independent in degradation process, it can be known from Gamma
theorem that Y¥(¢) also follows Gamma distribution. N, is the shock
counting in stage M;,. When N,=1,2,3,, Y(£) can be written as:

k % 4 i
Y (t)zgxi ~Ga gak(n),ﬁk )

The corresponding probability density function (PDF) is:

« 1 Zak ([i)_l
v, (v)= e Syt
Ni Zak (%)
F[Zak (’i)]'ﬁ/i_l
izl

o0
Where I is the Euler’s Gamma function, I'(a)= Iua_le_“du .
0

When N, =0, the considered system is undamaged in degradation
stage M), and Y(£)=0.

2.2. Reliability modeling

There are many reasons can cause the transition of degradation
rate. Therefore, in engineering practice, change-point 7. should be not
a fixed parameter but a variable in degradation process. And it is dif-
ficult to monitor the specific time point of change-point 7, in engineer-
ing. But observing some system degradation data and experimental
data, it can be found that the change-point mostly falls in a certain
range. Moreover, the change-point information can be obtained by
statistical from degradation data. In this paper, it is assumed that
change-point 7, falls in time interval [z, 73] with PDF g.¢) and

tp . .
., 8 (¢)dt =1, as shown in Fig. 1.

The system is reliable when degradation level Y(¢) does not ex-

ceed the failure threshold Y,. As key parameters, shock damage xfc s
Poisson parameter A; (¢) and change-point ¢, all should be consid-

ered in reliability modeling of two-stage degradation system. System
reliability modeling is divided into three periods, before change-point
(0< ¢ <t ), after change-point (¢ >#z) and change-point interval
(tg<t<tp).

When 0< ¢ <t,, the system reliability is:

m=1 i=1

Ri(t)=P(Y(t)<Y;)=P(N, =0)+ 3 P[%x} <Yy

N, —m]~P(N1 =m)

o (7 )
=M+ Z[mea]ﬁ] (W)dwh( ; ? J'ellt
m=1\ m:

(6)
When ¢ >, the system reliability is:
Ry(t)=P(Y (1) <Yy)
0 N,
=P(N;=0,N,=0)+ Y P zlx}df Nl—mJ-P(Nl—m)-P(N2—0)+
m=1 i=l1
0 Ny w o [ Ny Ny
P(Ny=0)- Y P| Y57 <Yf|Ny=n|-P(Ny=n)+ Y Y| ¥ xi+ 3 x5 <Y Ny =m,Ny =n
n=1 Jj=1 ’ m=1n=1\_i=1 j=1
ip g o (Yr m
_ j(e—)quflz(t*u),gc(u))du+J Z ,[fmlxl,ﬁl(w)dw'% .e*lluflz(tfu).gc(u) u+ (7)
ty ty m=1\ 0 :
gl oo [Yr o (t—u n o B
| zl jfmbﬂz(v)dv.% o u).gc(u) 4
iyl n=1{ 0 :
tp w0 Yf'Y.fyiw (ﬂ.lu)m (Az(lfu))n —Z.lu—lz(t—u)
tJ mz—lnz—l ,('; E[ (fmal,ﬁl(W)'fnaz,ﬂz(v))d\}dw' m! : ) e 'gc'(u) u
N\ m=tn=
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The same to formulas (6) and (7), when ¢, <t <tz the system reliability is:

Ry(t)=P(Y(t)<Yylty<t<tp)

=P(y z)<Yf\zA<t<t ) P(ty<t<t.)+P(Y(t)<¥|t. <t<tp) P(t. <t <tp)

()"

—

_M"'z .[fma1ﬁ1 )

~tf g, (u)du +

£ (t-u) o & 2qu)" —Nu—72o (t—u
J‘( —Nqu— /'Lz gc( +J‘ Z [ J‘ f;nal ﬁ] ( i:‘) e M /12( ).gc(u) 0+ (8)
ty\ m=1{ 0 :
A A (21— ! —Au—72o (t—u
.[ le J.fnaz ﬁz ) v ( Z(nlu) el gC(“) u+
ty\ n= :
© 0 Y/ Y/ w (llu)m (A’z(t_u))n —Mqu—2 (t—u)
.[ 22 I .[ (fmal By )'f"az,ﬁz (v))d‘}dw‘ m nl e ‘g (1) du

[Amlnl

2.3. Nonlinear degradation modeling

In general, the degradation rate is gradually increasing with the
increase of system degradation level. In degradation modeling based
on cumulative damage model, the degradation rate is determined by
damage value of per shock and shock counting per unit time. In other
words, any change of shock damage or shock counting, the system
degradation rate is affected. Therefore, both shock damage and shock
counting should be considered in the transition of degradation rate.

2.3.1. Shock damage change

In order to simplify the calculation, it is assumed that the relation-
ship between the damage values of two consecutive shocks is propor-
tional. The shape-parameter of (i+1)th shock is g, times as large as ith

shock in stage My, namely o (¢, )=qy - a; (&) (g5 >0, i=1,2,3,).

The shape-parameter of the first shock in stage M is o (tl )=a ks

and the (i+1)th shock is oy (f;,)= (qk) -y, . Therefore, when the

shock counting in stage M, is N, ,the equation (4) (qk # 1) becomes:
. Ny q
YH (1) =2 % ~Ga| *——F—.B; ©)
i=1

When g, >1, the shock damage shows increasing trend; when ¢, <1,

the shock damage shows decreasing trend; when ¢;,=1, system degra-
dation process is linear, and:

k & 4
Y (I)Zle- ~Ga(Nkock,,Bk) (10)

i=1

2.3.2. Shock counting change

Shock counting per unit time is associated with system working
time. Hence, the probability of shock counting is best related to work-

ing time. In this paper, it is assumed that Poisson parameter A (t) is

variable function and shows as follows:

e (6) = 2qnit™ " (Zgeomy > 0) (n

Therefore, the probability equations (2) and (3) of shock coun-
ting become:

(l tnk )m .
V) md™

m!

P(Ny=m)= (12)

N

m! n!

P(lem,szn)z (13)

It is similar to Weibull process, when 0 <1, <1, the time interval

of two consecutive shocks shows increasing trend; when 1, >1, the
time interval of two consecutive shocks shows decreasing trend; when
N, =1, the mean time interval of two consecutive shocks are fixed,

and the shock process is a homogeneous Poisson process.

3. Maintenance policy

Research of maintenance decision-making is one of focuses for
two-stage degradation modeling. As CBM is an effective maintenance
policy method for various systems, CBM policy is chose to monitor
considered system for the purpose of reducing maintenance cost. In
the framework of this study, there are three possible maintenance ac-
tions are considered, inspection, preventive maintenance and correc-
tive maintenance, respectively.

3.1. Adaptive maintenance policy

According to the characteristic that degradation rate is diverse in
different degradation stage for two-stage degradation system, Saas-
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souh et al. [5, 7, 19] put forward adaptive maintenance policy. And
this maintenance policy has been proved to be useful.

In adaptive maintenance policy, the alarm threshold (Y,) and in-
terval of inspection (A7) are defined as follows:

Yy=Y Lo a+ % T o (14)

AT =A% 'I{tStc}+AT2 'I{z>tg} (15

Set Y as the alarm threshold and AT, as the interval of inspection
for degradation stage M, . After the ith inspection (the inspection time
is T;) in degradation stage M, the possible maintenance actions which
can put into practice are defined as follows:

« If Y(T)<Y,, do nothing and system is left as it is until next
inspection time 7;, | =T+AT}.

* If Y, <V(T)<Y;, system is serious deteriorated and needs to be
preventively repaired.

o If Y(T))=Y;, system is fault and needs to be correctively re-
paired.

As the degradation rate in the second stage M, is greater than the
first stage M, the parameters of adaptive maintenance policy have
the following relationship: Y; >Y,, AT; >AT, . The rule of adaptive
maintenance policy is illustrated in Fig. 2.

3.2. Time-dependent maintenance policy

As the degradation rate is faster and faster in nonlinear degrada-
tion process, the interval of inspection should be shorter and shorter in
terms of working time. The maintenance decision-making method that
the interval of inspection changes over time is called time-dependent
maintenance policy in this paper. In order to facilitate engineering ap-

[‘)egradation Level

Yl'_iz-!'J------------"----7
Y (71, reeStRashRaaas eSS
¥(T.,) Av/ AT,

¥(T)

3 ¥ T P Time

T T

i+l

Fig. 2. Adaptive maintenance policy

Degradation Level

}.. { ‘T.'-l ] ————————————

¥(7;
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»Time

f= T. ] I.: ;';_r'-l

Fig. 3 Time-dependent maintenance policy

plication, the (i+1)th interval of inspection is » times than ith, namely
AT"'=r-AT" and r<1.

The rule of time-dependent maintenance policy (alarm threshold,
possible maintenance action) is similar to adaptive maintenance policy,
the only difference is that the interval of inspection AT""'=r-AT". The
rule of time-dependent maintenance policy is illustrated in Fig. 3.

3.3. Maintenance policy evaluation

3.3.1. Evaluation method

Maintenance cost occurs when a maintenance action is per-
formed. The mean maintenance cost rate over an infinite time span is
used to evaluate maintenance policy in this study. System is perfectly
monitored through periodic monitor, and system state restores to be
as good as new after a preventive/corrective maintenance action with
negligible time. Mean maintenance cost rate can be obtained by re-
newal reward theory [20] as follows:

E(CF}E},}E[CIM E[Ec[<TT]>]

(16)

Where C(f) is the total maintenance cost during time [0, ¢], T is the
mean time length of a renewal cycle.
The total maintenance cost in a renewal cycle 7 can be written as:

E[C(T)]=C1E[N(T)]+CpPp +CcPe (17)
The mean time length of a renewal cycle T can be expressed as

E[T]=PoTp + PeT (18)

3.3.2. The probability of corrective maintenance

According to the rule of maintenance policy, system is considered
as failure if any one of the following events (4, A, Ac3) occurs. In
other words, system needs to be correctively repaired and it will cause
corrective maintenance cost C. Take the event 4 as a example, sys-
tem degradation process is in stage M (7,<T,.<t.), if the degradation
level X(T,)<Y, for zth inspection and ¥(7.;)>Y, for (z+1)th inspec-
tion, corrective maintenance action will be performed.

ACl :{Y(Tz)< YlﬂY(TzH)ZYfﬂTZ <L Stc}
A ={V (L) < BNV (1) 2 V1 < T < Ty )

ACS :{Y(Tz)< YlﬂY(Tz-H) 2 YfﬂTz <l < Tz+l}

The probability for a corrective maintenance in a renewal cycle is
the sums of probabilities for A ¢, Ay, Acs. It is written as:

Pe=P(4cy)+ P(Aca )+ P(Acs) (19)
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3.3.3. The probability of preventive maintenance

It is considered that system needs to be preventively repaired if
any one of the following events (4p, Ap,, Ap3) occurs, and it will
cause preventive maintenance cost Cp.

Apy ={Y () <KX <Y (T < ¥, T < Ty <t}
Apy = {Y(Tz) <HG<Y(T) <Y <T. < TZ+‘}

AP3 :{Y(Tz)< YlﬂYZ < Y(Tz+1)< YfﬂTZ <tc STerl}

The probability for a preventive maintenance in a renewal cycle
is expressed as:

PP =P(AP1)+P(AP2)+ P(APS) (20)

3.3.4. Continuous monitoring events

The system is left until next inspection time if any one of the fol-
lowing events (4, Ap) occurs, and it will cause monitoring cost C;.

Ay ={Y(L.) <K <1}

Ap ={Y (1)< LN, > 1.}

The probability for system left until next inspection in a renewal
cycle can be written as:

I)]:P(A11)+P(A12) (21)

The mean number of times of inspection actions in a renewal
cycle T'is:

E[N/(T)]= i]zp, (22)

3.3.5. Mean time length of a renewal cycle

As formula (18) shown, the mean time length of a renewal cycle
is determined by lifetime length 7, when system ends with correc-
tive maintenance and mean working time length 7p when system ends
with preventive maintenance. If the degradation level Y(¢) exceeds
failure threshold Y, , the system is considered as failed and will not
work any time. That is to say, the lifetime length 7 is the time interval
for Y(#) from initial value 0 to Y. However, the mean working time
length T does not mean that system cannot work. It is just shown that
if a preventive maintenance action performed is better for system in
inspection time 7. Therefore, the system working time length when
system ends with preventive maintenance is 7.

4. Numerical example

This section aims to present some characteristics of two-stage deg-
radation system: (a) In order to find the optimal maintenance policy
for two-stage degradation system, mean cost rates of different main-

tenance policy are compared. (b) For the purpose of improving the
understanding in two-stage degradation system, the influences of dif-
ferent parameter in degradation modeling are analyzed. The following
numerical evaluations of the maintenance cost rate for two-stage deg-
radation system are obtained from Monte Carlo simulations.

4.1. Choice of parameters values

In this paper, the considered two-stage degradation system has the
following features: The degradation process is linear and mean degra-
dation rate is stationary in the first stage M, the model parameters are

oy (tiy1)=a; =1,B, =14 =L, =1,¢; =1 . The degradation process

is nonlinear and mean degradation rate is change over time in the
second stage M,, the model parameters are

ar ()= =1 oy (tr1)=¢2 (1) =4y “az, By =1, 2, =1, and
in order to present different nonlinear degradation process 1,,¢, (
12,4, > 1) will been evaluated as the need of studying.

The failure threshold Yy is chosen in considering with the intrin-
sic properties of a two-stage degradation system. It is considered that
Y=200 in this study. Meanwhile, in order to ensure the optimal result
of mean cost rate £(C) for maintenance policy is creditable, the unit
costs are evaluated as other literatures [5, 7, 17, 19], so C;=5, Cp=50,
C~100.

Because the distribution of change-point ¢, is affected by many fac-
tors, it is difficult to determine the PDF of ¢.. In this study, the ¢, PDF
g.(?) is assumed to follow uniform distribution for the convenience of
calculation. In order to analyze the influence of ¢., different uniform
distribution of #, are considered:

» Whole change-point distribution: ¢, ~U(1,120).

* Early change-point distribution: 7. ~U(1,60).

» Middle change-point distribution: 7, ~U(30,90).

« Late change-point distribution: 7. ~U(60,120).

The upper bound value of the uniform distribution is evaluated
as 120, it is considered that system fault occurs mostly in the second
degradation stage M, on this occasion. Early and late change-point
distributions present the first and second half of whole change-point
distribution, respectively.

4.2. Influence of maintenance policy

The degradation level monitoring method for different mainte-
nance policy is different, which includes alarm threshold and interval
of inspection. Meanwhile, the mean maintenance cost rate is impacted
by monitoring method. The method for obtaining optimal parameters
and minimum mean cost rate of maintenance policy has been men-
tioned in some literatures [10,17]. The optimal parameters of main-

12 0.62
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~ 7 e ——— 3
83 — 1 "

% o 3 40 45 50 55 60
Inter-inspection time AT,

Fig. 4. Mean cost rate E(C) when Y;=126, AT,=71, t~U(30,90)
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Table 1. Influence of maintenance policy and tc when shock damage change (n, =1,q, =1.01)
Change-point | Maintenance policy | Optimal parameters | Mean cost rate Impact
i N =126,A7 =76 | o (C)=0.4827
Adaptive Y, =109,AT; = 38 1 =Y
t, ~ U(1,120)
Y, =122,AT, =74 00219
. E =0.4 -
Time-dependent Y,=102,r=066 | (€)=0.4608 (4.54%)
h=128A1,=73 ) (C)=0.5478
Adapti =
aptve Y, =104,AT, =34 |
t, ~ U(1,60)
Y =122,AT =71 0.0137
e E,(C)=0.5341| =
Time-dependent Y, =102, =0.60 2(C) (2.50%)
h=126AL=71 | (C)=0.4803
Adapti =
aptive Y, =103,AT, = 44 1
1. ~U(30,90)
N =125AT; =72 0.0181
. E,(C)=04622| =
Time-dependent Y, =105, = 0.69 ,(C) (3.77%)
h=126AL=74 | - (C)=0.4421
Adapti =
aptve Y, =107,AT, =51 | '
t,~ U(60,120)
Y, =128,AT =74 0.0217
ime- E =0.4204| -
Time-dependent Y,=108,r=078 | (C)=0.420 (4.91%)

Table 2. Influence of maintenance policy and tc when shock counting change (¢, =1mn, =1.1)
Change-point | Maintenance policy | Optimal parameters | Mean cost rate Impact
BEIBSAL =TS oy 04763
Adapti =Y
aptive Y,=114,AT, =53 | '
t, ~ U(1,120)
Y, =131,AT; =73 0.0241
. E,(C)=04522| *
Time-dependent Y, =111, = 0.69 ,(C) (5.06%)
- N =13LAT =75 E,(C)=05182
Adaptive Y, =113,AT, =45 1 =Y.
1. ~U(1,60)
Y, =134,AT; =72 0.0135
Time- E,(C)=0.5047| =
ime-dependent Y, =110, = 0.63 2 ( ) (2.61%)
h=126A0=72"1 (€)=04751
Adapti =0.
daptive Y, =116,ATy =55 | '
t, ~ U(30,90)
% =130,AT; =69 0.0207
. E,(C)=0.4544|
Time-dependent Y, =111, = 0.81 2 ( ) (4.36%)
, h=129AL =75 | (C)=0.4269
Adaptive Y, =114,AT, = 60 I =Y
t, ~ U(60,120)
Y =129,ATy =75 0.0245
ime- E,(C)=0.4024|
Time-dependent Y, =108,r = 0.84 »(C) (5.74%)

tenance policy can be achieved after simulations. That
is to say, the mean maintenance cost rate E(C) can be
found under simulations with different alarm threshold
and interval of inspection. Take adaptive maintenance
policy as an example, as maintenance policy evaluation
method studies in section 3.3, the minimum mean cost
rate is E(C)=0.4803 when Y;=126, Y,=103, AT|=T71,
AT>=44 and t,~U(30,90), as shown in contour map Fig.
4 (E(C) are equal in the same contour). All the optimal
parameters of maintenance policy under different cases
can be achieved by a similar way.

As adaptive maintenance policy has been proved to
be effective by Ponchet [19], taking the mean cost rate of
adaptive maintenance policy as a basis of comparison.
For instance (as Tab. 1 shown), when ¢~U(30,90),

1, =1,g, =1.01, the minimum mean cost rate of adap-

tive maintenance policy is £7(C)=0.4803, and the mini-
mum mean cost rate of time-dependent maintenance
policy is £5(C)=0.4622. E,(C) have a decrease of 0.0181
compares to E(C), so that the optimal rate is
0.0181/0.4803=3.77%.

Nonlinear degradation process can be expressed by
shock damage change and shock counting change. As

shown in Tab. 1 (1,=1,9,=1.01) and Tab. 2 (

t.~ U(1,120) ), it is obvious that the mean cost rate of

time-dependent maintenance policy is smaller than adap-
tive maintenance policy. In other words, time-dependent
maintenance policy is better than adaptive maintenance
policy for given system. Because degradation rate in
stage M, for given system is nonlinear and becomes fast-
er and faster over working time, and the interval of in-
spection in stage M, for time-dependent maintenance
policy AT, is shorter and shorter as inspection time goes
on. But the interval of inspection for adaptive mainte-
nance policy A7, is fixed and never changed in stage
M,.

4.3. Influence of change-point distribution

The time distribution of change-point 7. can influence
the choice of system maintenance policy. Hence, the in-
fluence of change-point distribution is studied under both
maintenance policies. The optimal results under different
t, distribution for shock damage change and shock count-
ing change are shown in Tab. 1 and Tab. 2, respectively.
Taking Tab. 1 as an example, the analyzed results can be
achieved as follows:

(a) Although the ¢, distribution and maintenance pol-
icy are different, the variety of alarm thresholds (Y;) and
intervals of inspection (A7) for the first degradation stage
M, is very small. The change of alarm thresholds (Y;) for
the second degradation stage M, is also very small, but
the variety of intervals of inspection (A7) is great. It is
because that mean system lifetime is change correspond-
ing to different 7, distribution, the earlier change-point ..
occurs, the shorter mean system lifetime.

(b) When ¢, fall in time interval (1,60), (30,90) and
(60,120), the mean cost rates for adaptive maintenance
policy are 0.5478, 0.4803 and 0.4421, respectively. It
means that the mean maintenance cost rate is drop off
with the increase of average time of ¢, distribution. This
feature also conforms to time-dependent maintenance
policy.
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Table 3. Influence of shock damage change (m, =1, ¢, ~ U (30,90))

Model parameter | Maintenance policy Optimal parameters Mean cost rate Impact
i N=2AA=TS g ()= 03750
Adaptive Y, = 124,AT, =75 1 =0.
q, =1.000
ime- E,(C)=0.3711 :
Time-dependent Y, =126, = 0.80 .(C) (1.04%)
h=126AL =T, (C)=0.4270
Adapti =0.
aptve Y, =115,AT, =62 :
q, =1.005
. E,(C)=0.4141 ’
Time-dependent Y, =110,r = 0.84 2 ( ) (3.02%)
% =126,A1, =71 E, (C)=0.4803
Adapti =0.
aptve Y, =103,AT, = 44 :
q, =1.010
ime- E,(C)=0.4622 :
Time-dependent Y, =105, = 0.69 2(C) (3.77%)
i Y =124,A1; =68 E,(C)=0.5207
Adaptive Y, = 104,AT, =39 =)=
q, =1.015
h=122,A5 =71 0.0237
Time- E, (C)=0.4970 :
ime-dependent Y, =103,r = 0.63 2(C) (4.55%)
i 1 =123,47, =68 E,(C)=0.5569
Adaptive Y, = 106,AT, = 35 | =0.
q, =1.020
h =128,AT1 =68 0.0312
ime- E,(C)=0.5257 :
Time-dependent Y, =99, = 0.60 2( ) (5.60%)

(c) As shown in section 4.2, time-dependent maintenance policy is
better than adaptive maintenance policy for given system. The
optimal rates are 2.50%, 3.77% and 4.91% when ¢, fall in time in-
terval (1,60), (30,90) and (60,120), respectively. It is obvious that
there is more interest in using a time-dependent maintenance pol-
icy instead of an adaptive maintenance policy when the change-
point ¢, occurs more later.

(d) When ¢, fall in time interval (1,120) and (30,90), the optimal rates
are 4.54% and 3.77%, respectively. The average time of both
(1,120) and (30,90) equal to 60. It can be known that when the
change-point ¢, is defined on a larger time interval the more inter-
est can be achieved in using a time-dependent maintenance policy
instead of an adaptive maintenance policy.

4.4. Influence of nonlinear degradation process

As shown in Tab. 3 and Tab. 4, different model parameters 77, and
q, present different nonlinear degradation process. The larger of 1,
and ¢, , the faster of degradation rate increase in the second stage M,.

When n; =1, =1 and ¢, =g, =1, the system mean degradation rate

is stationary and never change, the degradation process is linear and
single-stage.

The optimal results under different model parameters ¢, for shock
damage change are shown in Tab. 3, and the optimal results under dif-

ferent model parameters 2 for shock counting change are shown in

Tab. 4. The optimal results are similar between Tab. 3 and Tab. 4. Tak-

ing Tab. 3 as an example, the analyzed results can be achieved as fol-

lows:

(a) Because degradation process is linear and degradation rate is sta-
tionary in the first stage M, for considered system, the variety of
alarm thresholds (Y;) and intervals of inspection (AT)) for stage
M, is very small although ¢, are different, especially for adaptive
maintenance policy.

(b) As the growth of model parameter ¢,, the alarm thresholds (Y5)
and intervals of inspection (A7) for stage M, become smaller and
smaller. For example, ¢, equal to 1.000, 1.005, 1.010, 1.015 and
1.020, the intervals of inspection of adaptive maintenance policy
are 75, 62, 44, 39 and 35, respectively.

(c) When ¢, equal to 1.000, 1.005, 1.010, 1.015 and 1.020, the mean
cost rates for adaptive maintenance policy are 0.3750, 0.4270,
0.4803, 0.5207 and 0.5569, respectively. It means that the mean
maintenance cost rate is going up with the increase of model pa-
rameter ¢,. This feature also conforms to time-dependent mainte-
nance policy.

(d) As seen previously, the optimal rates are 1.04%, 3.02%, 3.77%,
4.55% and 5.60% when ¢, equal to 1.000, 1.005, 1.010, 1.015
and 1.020, respectively. It is obviously that there is more inter-
est in using a time-dependent maintenance policy instead of an
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Table 4. Influence of shock counting change (q; =1, 1. ~ U (30,90))

Model parameter | Maintenance policy Optimal parameters Mean cost rate Impact
h=126A7,=76 | (C)=0.3776
Adapti =0.
aptive Y, =126,AT, =76 1
n, =1
Y, =124,AT, =76 0.0031
. E,(C)=03745 | ©
Time-dependent Y, =118,r=0.87 2( ) (0.82%)
h=12647, =77 | o (C)=04118
Adapti =Y
aptive Y, =118,AT, =65 ‘
n, =1.05
Y =126,AT =78 0.0101
TGN E =0.401 ’
Time-dependent Y, =116,r=0.73 »(C)=0.4017 (2.45%)
, Y1 =126,AT, =72 £ (C)=0.4751
Adaptive Y, =116,AT, = 55 1 =
n,=1.1
Y, =130,AT; = 69 0.0207
. E,(C)=0.4544 :
Time-dependent Y, =111, =081 2(C)=045 (4.36%)
L=126A%=71 ) o (C)=0.5241
Adapti =Y
aptive Y, =118,AT, =47 ‘
n, =1.15
Y, =126,AT; = 66 0.0315
e E,(C)=0.4926 ;
Time-dependent Y, =116,r=0.71 ,(C) (6.01%)
, h=124.A5 =75 E (C)=05615
Adaptive Yo = 111L,AT, =39 I =Y
n,=12
Y =128,A7} =63 0.0424
. E,(C)=0.5191 :
Time-dependent Y, =112, =0.59 2( ) (7.55%)

adaptive maintenance policy when model parameter ¢, greater.
Meanwhile, when g,=1 the system mean degradation rate is fixed
in whole degradation process, the alarm thresholds and inter-in-
spection times for both stage M| and M, are equal. In this case, the
adaptive maintenance policy is the same to traditional condition-
based maintenance policy (namely global maintenance policy
[17]), and it is no necessary to use a time-dependent maintenance
policy instead of an adaptive maintenance policy.

5. Conclusions

This paper takes into account degradation modeling and mainte-
nance policy for a two-stage degradation system, which degradation
process is nonlinear and degradation rate is change over time in both
stages. The system degradation process is considered as step, and it is
modeled based on cumulative damage model. The nonlinear degrada-
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APPLICATION OF CAPACITIVE SENSOR FOR MEASURING WATER CONTENT
IN ELECTRO-INSULATING LIQUIDS

ZASTOSOWANIE CZUJNIKA POJEMNOSCIOWEGO DO POMIARU ZAWARTOSCI

WODY W CIECZACH ELEKTROIZOLACYJNYCH*

The article discusses the problem of water content measurement in electro-insulating liquids using capacitive sensors. The article
describes coefficients affecting reliability of the water content measurement. The authors discussed issues connected with water
saturation limit in electro-insulating liquids. The authors also proposed a method which allows determining coefficients by means
of which it is possible to calculate the water saturation limit in electro-insulating liquid as a function of temperature. Determin-
ing the coefficients allows proper calculating of the water content in ppm by weight by means of relative water saturation of the
investigated liquid, what was measured with a capacitive probe. Propositions included in the article improve reliability of the
method to determine water content in electro-insulating liquids and thus contribute to breakdown-free operation of electric power
equipment insulated with these liquids.

Keywords: capacitive sensor, water content measurement, electro-insulating liquid, transformer.

W artykule omowiono problematyke pomiaru zawartosci wody w cieczach elektroizolacyjnych przy wykorzystaniu czujnikow po-

Jjemnosciowych. Opisano czynniki wphywajgce na wiarygodnosé pomiaru zawartosci wody. Autorzy pracy omowili zagadnienia
zwigzane z granicznym nasyceniem cieczy elektroizolacyjnych wodq. W artykule zaproponowana zostata metoda umozliwiajgca
wyznaczenie wspolczynnikow, za pomocq ktorych mozliwe jest obliczenie granicznego nasycenia cieczy elektroizolacyjnej wodg
w funkcji temperatury. Wyznaczenie wspotczynnikow umozliwia poprawne obliczenie zawartosci wody w ppm wagowo za pomo-
cq zmierzonego sondq pojemnosciowg wzglednego nasycenia badanej cieczy wodq. Propozycje zawarte w artykule poprawiajg
niezawodnos¢ metody wyznaczania zawartoSci wody w cieczach elektroizolacyjnych, a przez to przyczyniajq si¢ do bezawaryjnej
eksploatacji urzqdzen elektroenergetycznych izolowanych tymi cieczami.

Stowa kluczowe: czujnik pojemnosciowy, pomiar zawartosci wody, ciecz elektroizolacyjna, transformator.

1. Introduction

The presence of water in the electro-insulating system of power
devices is a serious operational problem. This problem refers first of
all to devices insulated with cellulose materials impregnated with
electro-insulating liquids [4, 5]. Examples of such devices are power
transformers and instrument transformers. This problem also refers to
transformer bushing insulators.

With passing years of operation of a given device, its insulation
moisture rises. This problem has been discussed in different scientific
publications many times [2, 4, 15], mainly in terms of oil-paper insu-
lation moisture of power transformers. Authors of these articles notice
that water is not only a decomposition product of cellulose insulation
but it also contributes to this decomposition. As a result of water pres-
ence in the insulating system and exposure to high temperature, the
process of cellulose depolimerization takes place, which results in a
decrease of its mechanical strength [1, 12, 17]. Other disadvantageous
consequences of water presence in the insulating system are: elec-
tric strength drop of the insulation, lowering the inception voltage of
partial discharges [19], and the threat of the bubble effect appearance
[8, 11], which increases with more moistened cellulose insulation.
High insulation moisture forces restrictions of the device load. One
of positive aspects of water presence in solid insulation is the increase
of its thermal conductivity, which to a certain extent improves cooling
of the transformer windings [7]. However, negative results of water

presence are predominant and there is a trend to reduce the insulation
moisture of power devices as much as possible.

Due to long-lasting operation of power devices, the problem of
moisture is serious and concerns not only the Polish electric power
system but also the systems of most countries. The problem of insu-
lation moisture has been known to the international community for
a few decades and it is still a current issue, which is confirmed by
the newest publication of the worldwide range: they concern, among
others, moisture measurement methods of transformer insulation [6,
13, 20], also problems connected with forms of water presence [3, 13,
21] and its migration in the cellulose—electro-insulating liquid system
[2, 15]. Nowadays, the activities of the international CIGRE Work-
ing Group WG D1.52 Moisture measurement in insulating fluids and
transformer insulation are in progress. Their purpose is, among oth-
ers, to improve reliability of water content measurement methods in
electro-insulating liquids.

2. Capacitive probe for measuring water content in
electro-insulating liquid

The most frequently used method of measuring water content in
electro-insulating liquids is titration method which makes use of the
Karl Fischer reaction (KFT — Karl Fischer Titration). It is a standard-
ized method [10] which is characterized by high accuracy of water
content measurement. The water content measured by means of the

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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KFT method is expressed in ppm by weight. In order to do the meas-
urement of water content it is necessary to take a liquid sample from
the investigated device.

In recent years strong emphasis has been put on monitoring quan-
tities which make evaluation of the device state possible, particularly
power transformers of strategic importance in power system. The de-
vices available on the market (Fig. 1), equipped with capacitive sen-
sors allow moisture monitoring of the electro-insulating liquid, which
certainly is their great advantage.

Fig. 1. Devices applied for monitoring moisture and temperature of the electro-insulating liquid, the three
devices on the right side of the image can also measure some selected gases dissolved in the liquid

Figure 2 presents an example of monitor- a)
ing mineral oil moisture in 160 MVA autotrans-
former.

It should be stressed, however, that incor-
rect operation of the capacitive probes can lead

capacitive sensor, which is expressed by means of the following equa-
tion:

RS=WTCL-1OO, (1)

where WCL means the water content in the liquid expressed in ppm by
weight, whereas S means water saturation limit in the liquid, which is
also expressed in ppm by weight.
Water saturation limit in the liquid should
be understood as the maximum amount of wa-
ter which can be dissolved in it at a given tem-
perature. Exceeding water saturation limit in the
liquid results in appearing of dispersed water.
Water saturation limit depends not only on tem-
perature but also on many other factors such as:
» kind of liquid: synthetic esters (S=1758 ppm
for 20°C), natural esters (S=858 ppm for 20°C),
and silicon oils (S=169 ppm for 20°C) have
much higher water solubility than mineral oils
(S=47 ppm for 20°C),

é a upper electrode b)

to wrong diagnoses concerning the state of the

——— / lower electrode
- —
fa— ]

electric power device.

The probes mentioned before, apart from /

capacitive sensors, are also equipped with tem- [

% glass substrate

perature sensors. Relative saturation (RS) of the
investigated liquid is determined by means of a

KELMAN
MINITRANS

Fig. 2. Monitoring system of water and gas content in oil in 160 MVA au-
totransformer

Fig. 3. Capacitive sensor: a) construction, b) photograph of the sensor [13]

* liquid composition: e.g. water solubility in mineral oil rises
with an increase of the aromatic fraction content,

« ageing degree: aged liquids with the higher neutralization val-
ue, have polar ageing products, which affect water solubility
increase.

Relative saturation of the liquid is measured indirectly by means
of a capacitive sensor which is proportional to the sensor’s capacity
that is the main element of the capacitive probe. The construction of
the sensor is presented in Figure 3.

The capacitive sensor consists of two electrodes between which a
thin-film of hygroscopic polymer is placed. The electrodes are made
in such a way so as to allow contact of the polymer with the investi-
gated insulating liquid. Water particles present in the insulating liquid
penetrate to the hygroscopic polymer, in the amount depending on
relative humidity of the environment in which the sensor is immersed.
Water content increase in the polymer causes increase of its electric
permittivity, which in turn is connected with increase of the sensor’s
electric capacitance [13].

The principle of the sensor’s work described above allows correct
measurement of relative saturation of electro-insulating liquids. The
problem appears in a situation when it is required to know the water
content expressed in ppm by weight, which is enforced (not necessar-
ily fully reasonably) by standards and operation manuals of electric
power equipment [9, 16]. There is a possibility to calculate water con-
centration WCL in the liquid in ppm by weight on the basis of Equa-
tion (1). In order to do it, it is necessary to calculate water saturation
limit in the liquid using the Arrhenius equation:

182 ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




SCIENCE AND TECHNOLOGY

B
logS(T)=A - 2

where A and B are coefficients characteristic for a given insulating
liquid, whereas 7' means temperature expressed in K.

Calculating water saturation limit in the liquid is possible when
coefficients A and B are known. Unfortunately, these coefficients are
dependent on numerous, mentioned above factors which affect water
solubility in the electro-insulating liquid. The capacitive probes fixed
in the devices have a built-in algorithm which allows calculating wa-
ter content in the electro-insulating liquid in ppm by weight, however,
for the calculations, they most often make use of coefficients A and B,
which were determined previously for a given new mineral oil. The
water content measurement in ppm by weight using the capacitive
probe, in liquids of different water solubility than new mineral oil,
can be significantly undervalued. This is why it is necessary to de-
termine coefficients A and B for liquid taken from investigated, by
means of capacitive probe, electric power device.

3. Determining coefficients A and B

3.1. Method description

Within CIGRE Working Group WG D1.52 (CIGRE — Conseil
International des Grands Réseaux Electriques) there are activities
whose goal is to propose methods allowing reliable determination of
coefficients A and B, which describe water saturation limit in electro-
insulating liquids. Below is described one of the methods proposed
to submit in the CIGRE brochure. The proposed method was created,
among others, on the basis of experiences presented in [3, 6, 13, 18].

This method consists in conditioning of the electro-insulating
liquid in a tightly closed vessel at three different temperature val-
ues. After achievement of the state of moisture equilibrium, for each
temperature level the following oil parameters are measured: water
content, relative saturation of the liquid and temperature. Coefficients
A and B are determined on the basis of the data obtained in above
described way.

3.2. Measurement system

The measurement system (Fig. 4) consists of a glass vessel with
volume of about one litre, filled with electro-insulating liquid. The ves-
sel should be tightly closed by means of a lid made of polytetrafluor-
oethylene (PTFE). Instead of glass and PTFE it is possible to use the

needle valve )
PTFE lid , COube vy
gas cushion
needle

electro-insulating liquid

glass vessel

capacitive and
temperature sensors

magnetic stirrer

Fig. 4. Measurement system for determining coefficients A and B [14]

other materials which are characterized with low hygroscopicity and
do not react chemically with the investigated liquid.

There are two slots in the lid. The first of them allows fixing the
probe with the capacitive and temperature sensors. The other slot is
for fixing the needle with the valve. A sample of the liquid is taken
with the needle to measure water content by means of the Karl Fischer
Titration method. In time of conditioning process the investigated lig-
uid is mixed with the magnetic stirrer. The capacitive and temperature
sensors are placed directly above the magnetic stirrer.

3.3. Measurement procedure

Oil conditioning is carried out for three temperature levels se-
lected in the range from 20 to 60°C, where the difference between
the successive temperature levels should be at least 10°C. In turn,
relative saturation of the liquid in the mentioned above temperature
range should be within the range from 15% (for a high value of liquid
temperature) to 75% (for a low value of liquid temperature). Because
of this it is necessary to do preliminary liquid moistening to the level
of about 70% of relative saturation at the temperature of 20°C. The
conditioning of the vessel with oil should take place in the climatic
chamber whose task is to enforce a proper temperature of the lig-
uid. Moreover, it is recommended that after stabilizing a preset oil
temperature value, the value of air relative humidity in the chamber
should be set at the same level as relative saturation of the investi-
gated liquid. This is a way to prevent water migration if leaks occur in
the measurement system. After stabilizing the temperature, the needle
valve should be opened for a very short time in order to rebalance the
air pressure in the vessel with atmospheric pressure.

The time of liquid conditioning for each temperature level should
be long enough, so that the system could reach the equilibrium state
of moisture and temperature.

For each temperature level n, after reaching the equilibrium state,
the value of relative water saturation RS, and temperature 7, of the
investigated liquid should be recorded. Moreover, a liquid sample
should be taken and water content WCL, should be measured using
the Karl Fischer Titration method.

Using the obtained data sets (RS, 7,, WCL,) and Equation (3) it
is possible to determine coefficients A and B. Equation 3 was obtained
from Equations (1) and (2).

WCLy 1o0y= a2 3)
R T

n n

log(

3.4. Research results — example of method application

Figure 5 presents an application of the described above procedure
for determining coefficients A and B for new mineral oil. The condi-
tioning time was equal to 24 h for each temperature level.

On the basis of the research results presented in Figure 5 and mak-
ing use of Equation (3), coefficients A=7.288 and B=1646.897 were
determined for new mineral oil. This experiment was repeated twice,
and the obtained results are listed in Table 1 and in Figure 6.

On the basis of the experiment results presented in Table 1 and in
Figure 6, it can be find high reproducibility of the results obtained by
means of the proposed method.

For all measurements in Table 1, the authors determined expanded
uncertainty U(S) for the confidence level k=2. The following equation
was used for the calculations:

2 2
a(% -100) oL 109
UGS, =k-u,(S,)=k- || —==8— y(WCL) | +| —=2 (RS
(Sy) u.(S,) awcr, u(WCL) akS, u(RS)

4)
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Table 1. Comparison of coefficients A and B, and water saturation limit S in mineral oil, calculated on their basis In order to deter-
mine measurement
uncertainty of water

Temperature [°C] 0 10 20 30 40 50 60 70 80 90 100 saturation limit in min-
Measurement 1 - eral oil, standard un-
A=7.288,B=1646.897 certainty of the water
S+U(S) [ppm] 18+2 | 30£3 | 47+4 | 7247 | 107+10 | 15515 | 22121 | 308+30 | 421+42 | 56657 | 749+76 content  measurement
Measurement 2 — using the KFT method
A=7.246,B=1635.942 equal to uw(WCL)=1,5
SxU(S) [ppm] 18+2 | 29£3 | 464 | 71£7 | 10510 | 15315 | 216x21 | 301430 | 411+42 | 551£57 | 727+76 ppm as well as stand-
Measurement 3 - ard uncertainty of the
A=7.342,B=1662.676 measurement of relative
S+U(S) [ppm] 18+2 | 3043 | 4744 | 72+7 | 108+10 | 157+15 | 224+22 | 314+31 | 430443 | 580+58 | 769+78 saturation of oil equal

U(S) - expanded uncertainty to u(RS)=0,5% was as-
sumed. The uncertainty
range for measure-

Ty, RS;, WC . RS;, T - .
IE\ @ m ment 1 of water saturation limit in mineral oil is presented in
60 iy 0 Figure 7.
D 70 It should be noted that reliability of the coefficients A and
ey B allowing description of water saturation limit in electro-in-
% % sulating liquid as a function of temperature is highly affected
3;_“0 ' so § by accuracy of the water content measurement using the Karl
5 §  Fischer Titration method. Even a slight measurement mistake
Ean | ™ 'E can cause a significant error of the determined water solubility,
5 ” L 30 -% particularly in the range of high temperature values.
B AR (SR SN0 WA PN . N A R R, 1 4. Conclusions
——Relative saturation 10
T The authors propose a method for determining coefficients A
0 0

Conditioning time, h

Fig. 5. Procedure for determining coefficients A and B; results obtained

Water saturation limit in mineral oil, ppm

for new mineral oil: T;=20.47°C, RS;=70.21%, WCL;=33.6
ppm; T,=35.54°C, RS,=38.17%, WCL,=34.2 ppm; T3;=50.59°C,
RS3=22.25%, WCL3=35.4 ppm

450 —T------- T — Tre— P — P — R |
—Measurement 1, A=7.288, B=1646.897
400 + ——Measurement2, A=7.246, B=1635.942 __.
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Fig. 6. Comparison of measurement results of water saturation limit in new

mineral oil as a function of temperature
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and B which allow description of water solubility in the electro-
insulating liquid as a function of temperature. The knowledge of
water solubility as a function of temperature is needed when it

is necessary to recalculate relative saturation of the investigated

liquid, measured by means of the capacitive sensor, into water content
expressed in ppm by weight.

Water saturation limit in mineral oil, ppm
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The article presents a procedure for determining coefficients us-
ing new mineral oil as an example. However, it should be emphasized
that determined coefficient values are correct only for the mineral oil
investigated within the experiment. Their application for other elec-
tro-insulating liquids, particularly aged mineral oils, silicon oils and
esters will make results of water content in ppm by weight signifi-
cantly undervalued.

The research done so far allow to claim that the presented method
for determining coefficients, which are used for description of water
solubility as a function of temperature, can be applied for different

electro-insulating liquids, such as: mineral oils, silicon oils, synthetic
and natural esters. The authors found high reproducibility of results
obtained using the above described method.
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NA POCHLANIANIE ENERGII W STALOWYCH PROFILACH STRUKTURALNYCH*

EFFECT OF QUADRILATERAL DISCONTINUITY SIZE ON THE
ENERGY ABSORPTION OF STRUCTURAL STEEL PROFILES

WPLYW WIELKOSCI CZWOROBOCZNYCH NIECIAGLOSCI

In this paper the effect of discontinuity size on energy absorption performance of steel square profiles is reported. The analysis
consists of finite element simulations and experimental results of the compression strength of steel profiles with discontinuities.
The discontinuities were placed at the mid span of the profiles in two walls opposite to each other. Square, rectangular and dia-
mond initiators were evaluated at different scales. The numerical results determined the size intervals that present a good energy
absorption performance in each case. Energy absorption capabilities were increased up to 12.54% with respect to a structure
without discontinuities. Additionally, the peak load value (P,,,,) was decreased 25.97% with the implementation of a diamond
initiator. For structures with discontinuities with major axis close to the profile width, a buckling effect was observed. Finally, it
was observed that the size of the initiators contributes to reduce the peak load (P,,,,) value.

Keywords: thin-walled structure, geometrical discontinuities, finite element method, energy performance.

W pracy przedstawiono analize wplywu rozmiaru nieciggtosci na pochtanianie energii przez stalowe profile o przekroju kwadra-
towym. Analiza przedstawia wyniki symulacji elementami skoniczonymi proby Sciskania profili stalowych z nieciggtosciami oraz
porownanie z danymi eksperymentalnymi. Niecigglosci zostaly usytuowane w srodku profilu w dwoch przeciwleglych scianach.
W pracy zostaly przebadane nieciggtosci o formach kwadratowych, prostokgtnych i rombowych dla roznych wymiarow. Stwier-
dzono wzrost o 12,54% mozliwosci pochtaniania energii w porownaniu dla struktur bez nieciggtosci. Dodatkowo, w przypadku
nieciggtosci rombowych stwierdzono spadek wartosci sity maksymalnej (Pmax) o 25,97%. Zaobserwowano wystepowanie efektu
wyboczenia dla niecigglosci rombowej gdy wymiar jej osi zbliza si¢ do szerokosci profilu. Zaobserwowano, ze rozmiar nieciggto-
Sci wplywa na redukcje wartosci maksymalnego obcigzenia oraz w tym samym czasie na obnizenie pochtanianej energii.

Stowa kluczowe: struktury cienkoscienne, niecigglosci geometryczne, metoda elementow skonczonych, pochta-

nianie energii.

1. Introduction

Worldwide, an estimated of 1.2 million people die in road crashes
every year and 50 million are injured. This evidence can be increased
by 65% for the next 20 years [16]. With the introduction of the crash-
worthiness concept in previous decades and the addition of the efforts
to ensure the life of the passengers, the use of thin walled structures as
energy passive absorbers is taking relevance. Many characteristics can
be attributed to them; however, the most important is the high perform-
ance which absorbs energy by plastic deformation. With the objective
to optimize the energetic behavior of structural members, numerical
and experimental studies have been realized. In these studies, factors
such as cross section geometry [21, 11], length of the profile [10] and
manufacture material [17] have been evaluated. Other studies have
focused their efforts in the implementation of geometrical disconti-
nuities to reduce the peak load value. Many shapes of imperfections
have been analyze such as circular [2, 4, 5], slotted [13], elliptical
[9] and dimples [8]. In all cases the effectiveness of discontinuities

have been corroborated, nevertheless according to Szwedowicz et al
[18] the energy abortion capacity also can be modified by location
of imperfections along the structure. In [14] the effect of location of
circular discontinuities on square profile was studied, concluding that
the best performance is obtained by placing discontinuities at middle
height. Likewise, a numerical comparison between circular, elliptical
and slotted discontinuities was carried out by [6]. In the analysis the
initiators were located at the midpoint of the square aluminum tube
in two opposite walls. A reduction of 11.7% in peak load value was
obtained with a pair of holes. In this paper the effect of discontinuity
size on the crashworthiness characteristics of square steel profiles is
analyzed. For this purpose, numerical simulations were realized using
Abaqus finite element software. Square, rectangular and elliptical ge-
ometries discontinuities were evaluated at difference scales.

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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2. Measurement of the energy absorption perform-
ance

As mentioned there are two important parameters to determine the
response of structural members under crushing force; the energy ab-
sorbed (E,) and the maximum value of crushing load called peak load
(Pax)- The energy absorption by elastic and plastic deformation can
be calculated by integration of the area below the load-displacement
curve, using the following equation [7]:

n—1
Ey =5 X (F@ua+ F(8),): G =8 M

i

where: F is the crushing force and ¢ is the displacement in the axial
direction.

After reaching the P, value, the initial stiffness of the structure
is broken. Then the force required to continue with plastic deforma-
tion decreases with an oscillating value. This force is denominated
mean crushing force and it is equal to the ratio of the absorbed energy
(E,) and displacement (d) [7]:

B,==2 2)

A dimensionless parameter that associates the energy absorbed
(E,), the peak load (P,,,,) value and the displacement () is known as
the energy efficiency (E.) defined by [19], is expressed in %:

Ea

E, = -100% (3)

e

max-o

Finally the specific energy (S.) is used when the structures evalu-
ated have different mass. It is defined as the ratio of energy absorbed
(E,) to the mass (m) of the structure [12]:

S =

e

Ea
m

4)

3. Numerical modeland experimental
validation

A first numerical model about the crushing
process of a steel square profile without discon-
tinuities was developed in Abaqus/Explicit. The
geometry evaluated corresponds to a structure
with square cross-section (50 x 50 mm), 240
mm in length, thickness of 1.32 mm and round-
ed corners (radius of 2 mm). According to [3, I
18] and in addition with the quasi-static nature
of the compression test, the profile was modeled
with elastic-plastic material properties and the
hardening effects were negated. The structural
member was modeled as a deformable body
with shell elements (S4R) with a thickness of
1.32 mm. The crushing process was carried
out by two rigid plates using R3D4 elements.
A fixed displacement restriction was applied to
a lower plate while an upper rigid plate could
move only in the y- direction to allow the com-
pression of the structure. The boundary condi-
tions applied to a profile were a tie restriction

(%

1

between the upper tip and the lower rigid plate beside a contact inter-
action between the upper tip and the top rigid plate. Finally a general
contact condition was established to ensure the internal and external
contact during the forming of wrinkles. A frictional coefficient of 0.15
was used for all contact conditions. A smooth post-buckling response
was introduced in the discrete model by the *IMPERFECTION com-
mand. In this sense were introduced first two eigenvalues with an im-
perfection sensivity equal to 0.1 of thickness value. The eigenvalues
were obtained from buckle analysis in Abaqus. The elastic-plastic
properties of the material were established using an isotropic plas-
ticity model. The mechanical properties of the material used for the
development of the numerical model, were [15]: Young modulus =
200 GPa, Poisson’s ratio = 0.26, yield stress = 250 MPa, density =
7850 kg/m>. The hardening effects due to the load velocity were not
considered in the discrete models.

The numerical model of the structure was validated experimen-
tally by a quasi-static crushing test. The structural member was
subjected to compression load by universal test machine (Shimadzu
UH-300 kNI) with a velocity of 6 mm/min. During the evaluation
test, the profile was located between two compression plates, after a
maximum displacement of 160 mm was programmed. The figures 1,
2, 3 and 4 show the mechanical behavior of the profile to compare nu-
merical and experimental results. In all cases a good agreement it was
obtained. In this form the usefulness of the discrete model of the test
specimen was experimentally validated and it was used to modeling
discontinuities.

70 . . - - - - -
— Experimental

E‘ﬁﬂ" Numerical
<50
o
8 40
- 3 (O]
2ol o oA 0
=
f\f k/
L 10¢ ~

n. L L L

0 20 40 60 100 ]20 140 160

Displacement (mm)

Fig. 1. Comparison of numerical and experimental load/displacement curves

3 4 L 6 7 8 2

Fig. 2. Progressive collapse of specimen ST-01 (without holes)

Fig. 3. Numerical simulation of the progressive collapse process of specimen ST-01 (without holes)
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5, Mises
SNEG, (fraction = -1.0)
(Avg: 75%)

+2.500e+08
+2.295e+08
+2.090e+08
+1.886e+08
+1.681e+08
+1.476e+08
+1.271e+08
+1.066e+08
+8.615e+07
+6.567e+07
+4.519e+07
+2.471e+07
+4.230e+06

Fig. 4. Experimental and numerical final deformation state for the straight square profile (ST-01), where:

a) top view and b) bottom view, S in MPa

4. Development of numerical simulation with disconti-
nuities

The effect of discontinuity size on the response of square struc-
tures is evaluated by means of several numerical models. Since the
best position to bore imperfections is at the mid span of the specimen
walls in symmetric arrangements [14, 18], square, rectangular and
diamond discontinuities were placed at mid span on the structure in
Table 1. Geometry employed in group I, I, Il

Group |. Geometrical details

Profile | Shape of dis- | Size of discontinuity (mm) | gcale Mass
code continuity Side Factor (gr)
I-A 5.32 - 477.94
I-B 7.98 1.50 477.21
I-C 10.63 2.00 476.18
Square
I-D 13.29 2.50 474.86
I-E 15.95 3.00 473.25
I-F 18.61 3.50 471.35
Group Il. Geometrical details
Size of discontinuity (mm)
Profile Shape qf 4 Scale Mass
code d'SCQ”t" Major axis Minor axis Factor (gr)
nuity (horizontal) (vertical)
1I-A 6.65 4.25 - 477.94
1I-B 9.97 6.38 1.50 477.21
I-C | Rectan- 13.29 851 200 | 476.18
1I-D gular 16.62 10.63 2.50 474.86
II-E 19.94 12.76 3.00 473.25
II-F 23.26 14.89 3.50 471.35
Group lIl. Geometrical details
Size of discontinuity (mm)
Profile Shape 9f Y Scale Mass
code | disconti- Major axis Minoraxis | Factor (an
nuity (horizontal) (vertical)
I-A 9.40 6.02 - 477.94
11-B 14.10 9.02 1.50 477.21
11-C 18.80 12.03 2.00 476.18
Diamond
-D 23.50 15.04 2.50 474.86
Il-E 28.20 18.05 3.00 473.25
Il-F 32.90 21.06 3.50 471.35

two opposite walls (120 mm). The initial sizes
of the imperfections were determined from the
Von Karman principle based on effective width.
In this way the implementation of the disconti-
nuity modifies the mechanical response of the
structure.

The structures were divided in three groups
depending on the shape of the discontinuity. In
each case, the discontinuity size was increased
by a scale factor; this factor defines the resiz-
ing rate of the discontinuities in respect to the
smallest size of the initiator for every group.
The geometry of the structures is given in Table
1 for groups I, II and 111, respectively.

5. Results and discussion

5.1. Group l. Square discontinuities

The crushing behaviour of structures in group I was obtained by
force-displacement curves, which are presented in figures 5 and 6. The
crushing load and plastic folds of structures I-A, I-B and I-C present
similar behaviours. Even if the mechanical response of the structures
were similar, small differences are found at P, due to the size of dis-
continuities. After reaching the peak value (Py,y), the crushing load
continues to deform the material with a mean crushing force of 17.62
kN. Besides at displacement of 110 mm, a second increase of crush-
ing load is produced.

60p —1A
Zu ie
T 40
=
Eﬂo \ a r_*'p
pr— S 2 w, Lpan gy i
5 20 ‘a(ﬁ\f;' M . 4, '
= e ﬁww\ﬂ 7 N \\\ﬂ‘m‘jw‘\
3 10- J _

0. 1 1 L 1 -l 'E 1

0 20 40 60 80 100 120 140 160
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Fig. 5. Load—displacement curves for structure with square discontinuities
(first part)

w - 0 o
=] = < =

Crushing load (kN)
=

-
=

1 1 L 1 - L
OU 20 40 a0 80 100 120 140 160
Displacement (mm)

Fig. 6. Load—displacement curves for structure with square discontinuities
(second part)

In respect to profiles I-D, I-E and I-F, the effect of size on P,,, has
a better appreciation. A decrease of this value was noticed by increas-
ing the size of the initiators. The mean crushing force (P,,) for these
profiles presents an approximated value of 16.87 kN. This means a
decrease of P, with respect to the first structures. Small differences
occurred during the plastic fold mechanism, although the appearing
of a second pulse of crushing load was presented in all cases, at a
displacement of 105 mm (see figure 6).

The energy absorption capacities of the profiles depend on the
quantity and mode of deformation. The absorbed energy occurs in

188 ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




SCIENCE AND TECHNOLOGY

Fig. 7. Forming of plastic surfaces at basic folding mechanism element [20]

Fig. 8 Effect of size of discontinuities on formation hinge lines for group I

four different ways by the formation of cylindrical (E1), conical (E2),
toroidal (E3) and trapezoidal surfaces (E4), (see figure 7). For all ana-
lysed structures, the formation of plastic wrinkles was determined by
localization of the discontinuity. Additionally, it was observed, that
as the size of discontinuities increases, the formation of hinge lines
presents low resistance on collapsing, in this way the peak load value
diminished (see figure 8). However, the size of discontinuities was in-
creased; a buckling effect appeared at the vicinity of the discontinuity,
causing just a partial deformation in the structure.

After the first wrinkle was created, the structures showed two dif-
ferent ways of fold formation. Some structures were deformed with
direction to the upper tip of the profile (e.g. I-A) and others continued
to the bottom tip profile (e.g. I-D). The final deformation state for all
structures is shown in figure 9. The global collapse mode of the struc-

Fig. 9. Final deformation state for profiles with square discontinuities

Table 2.  Numerical results for group I.

Profiles with square discontinuities (group I)
Foode | W | amy | B0 | &0 e | GTEEC
ST-01 61.03 15.94 2.55 26.11 5.32 S
I-A 60.56 | 17.69 2.83 29.21 5.92 S
I-B 59.99 17.68 2.82 29.47 5.93 s
I-C 59.70 17.77 2.84 29.77 5.97 S
I-D 57.87 | 16.93 2.70 29.25 5.70 S
I-E 55.40 16.96 271 30.61 5.73 S
I-F 53.98 16.80 2.68 31.12 5.70 S

tures was symmetric (s), independent of the
hole’s size. A summary of the performance of
the structures belonging to the group I is shown
in Table 2. In all cases, the P,,, value decreases
within a range of 0.77-11.55% compared with a
profile without discontinuities (ST-01). The en-
ergy absorbed increased until reaching a maxi-
mum value of 2.84 kJ (I-C), later an increase in
the scale factor produced a reduction of energy
absorption in structures I-D, I-E and I-F. The
largest energy efficiency (E.) was obtained for
the profile named I-F with a value of 31.12%, a
value close to 100% represents the optimal effi-
ciency of the structure. Due to the quasi-static nature of the compres-
sion test simulation and the symmetry of the discontinuities, the final
deformation state of the specimens, was symmetric (s).

5.2. Group Il. Rectangular discontinuities

The crushing load vs displacement curves for these profiles are
shown in figures 10 and 11. A perceptible difference was noticed
between the profile II-A and II-B. Moreover, structures 1I-B and II-C
described a similar crushing behaviour during the plastic deformation
process. The peak load (P,,,,) at the beginning of the compression
process was diminished by increasing the size of the discontinuity.

—II-A
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Crushing load (kN)
5 %
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-
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Displacement (mm)

Fig. 10. Load—displacement curves for structures with rectangular disconti-
nuities (first part)
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Fig. 11. Load-displacement curves for structure with square discontinuities

(second part)
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Fig. 12. Effect of size of rectangular discontinuities on formation hinge lines for group 11

II-A

II-D II-F II-E

Fig. 13. Final deformation state for profiles with rectangular discontinuities.

Table 3. Numerical results for group Il

Profiles with rectangular discontinuities (group Il)
Specmen | fmac | Pt | ) | E00) |sign | oo
ST-01 61.03 15.94 2.55 26.11 5.32 S
1I-A 61.08 17.60 2.81 28.81 5.89 S
1I-B 60.00 17.88 2.86 29.79 5.99 s
II-C 57.81 17.74 2.83 30.68 5.96 S
1I-D 54.88 17.09 2.73 31.14 5.76 S
II-E 53.78 16.44 2.63 30.57 5.56 S
II-F 52.81 16.40 2.62 31.05 5.57 S

The tendency of reduction of the peak load continues to appear
for structures 1I-D, II-E and II-F. Very close mechanical behaviours
are described by profiles II-E and II-F, particularly during the emer-
gence of an increase in the crushing load at approximately 97 mm.
This increase in crushing load is due to a change in the direction of
the formation of the plastic folds. The mean crushing force (P,,) for
II-E and II-F presented similar values during the plastic deformation
process with an approximate value of 16. 42 kJ.

According to numerical simulations, effects such as the forma-
tion of hinge lines during the first plastic wrinkles and the energy
absorption capabilities (E,), are directly associated to the size of the
discontinuities. The energy absorption occurs by plastic deformation
of the structure (see figure 7). An increase on the discontinuity size
generates a buckling effect at the near regions of the discontinuity.
This effect provokes a reduction of the peak load and at the same time

a reduction of the energy absorption capacity
was observed due to a partial deformation of the
structure (see figure 12).

After the collapse of the structure for the
first time, the plastic deformation process was
propagated in two directions, one at a time,
depending on the hinge line formation. Conse-
quently, all the material was deformed in one
direction, the process repeats in the opposite di-
rection until reaching the final state of deforma-
tion. The structures showed symmetric collapse
modes independent of the size of the hole (see figure 13).

Table 3 presents the results obtained for the profiles in group II.
Accordingly, as the scale factor is increased, the P, values decrease
to around 1.69-13.47% with respect to a structure without holes (ST-
01). Also, the energy absorbed (E,) increases until it reaches a maxi-
mum value of 2.86 kJ (12.15%) for the structure II-B. Later the pro-
files showed a gradual decay of performance on E, by the resizing of
discontinuities. The largest energy efficiency (E,.) was registered by
profile II-D with a value of 31.14%. A symmetric collapse mode was
observed in all the profiles evaluated.

5.3. Group lll. Diamond discontinuities

The load—displacement curves for structures with diamond shape
discontinuities are presented in figures 14 and 15. According to these
results, the size of the discontinuities did not modify the behaviour of
structure I1I-B compared to III-A. Regarding to profile III-C, a sec-
ond major value of peak load was noticed at a 100 mm displacement.
This increase of peak load is due to a change in the direction of the
formation of wrinkles.
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Fig. 14. Load—displacement curves for structure with diamond discontinuities
(first part)
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Fig. 15. Load—displacement curves for structure with diamond discontinuities
(second part)

The effect of size of the diamond-shape hole on peak load (P,,,,)
projected from the structure III-F, where a reduction of peak load
(Prax) Was obtained with respect to structures III-D and III-E, which
show similar peak load values. The crushing response of the struc-
tures presents similar loops, however when the mean crushing force
(P,,) was calculated, some differences were found. Thus, the mean
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1I-A 1i-B i-c I-n 111-E 11-F

Fig. 16. Effect of size of diamond discontinuities on formation hinge lines for group 111

I11-B

[11-C

[11-D

Fig. 17. Final deformation state for profiles with diamond discontinuities

[II-E [II-F

crushing force values were 16.56, 17.94 and 17.34 kN for structures
1I-D, II-E and III-F, respectively.

The formation of hinge lines was determined by the location of
the discontinuity. In this part, the crushing load required for its for-
mation depended on the size of the discontinuities, decreasing as the
scale factor increased. During the creation of the external cylindrical
face (E1) the structure I11-A and III-B showed a full deformation of
material while it was partially interrupted in structure II1-C, contribut-
ing to diminish the energy absorption performance (see figure 16).
For structures with discontinuities of length of major axis, close to the
width of the profile, the formation of the external and internal cylin-
drical faces was interchanged (I1I-D, III-E and III-F).

The final deformation state of the structures with diamond shape
holes is shown in figure 17. Despite the fact that the profile described

Table 4. Numerical results for group Il

Profiles with diamond discontinuities (group I11)
i-

SEE froc | PN | E ) | E0) | S/gn | DOrme
ST-01 61.03 15.94 2.55 26.11 532 s

I-A 60.93 17.84 2.85 29.23 5.97 S

-8 60.16 17.92 2.86 29.71 6.01 s

I-C 57.32 17.32 2.77 30.20 5.82 s

-D 55.72 16.56 2.64 29.61 5.58 S

1II-E 56.82 17.94 2.87 31.57 6.06 s

1lI-F 45.18 17.34 2.77 38.32 5.89 s

different directions of propagation after the first
collapse; the complete structure reached sym-
metric modes of deformation.

A summary of the results obtained is given
in Table 4. According to these results, the peak
load (P,,,,) decreases as the size of the discon-
tinuities increases. The minimum value of P,
reached was 45.18 kN for structure III-F, this
quantity represents a decrease of 25.97% re-
spect to a square profile without discontinuities
(ST-01). A maximum value of energy absorbed
of 2.87 kJ (12.54%) was obtained by III-E, this
means a good relation of specific energy (S,) of 6.06 J/gr. However,
according to E,, the structure III-F presented the best energetic per-
formance with a value of 38.32 %. Finally a symmetric (s) mode of
deformation was observed in all structures evaluated.

5.4. Discussion of results

In order to visualize the response of the structures due to variation
of geometry and initiator’s size, a comparison of peak load (P,,y)
values for all structures is presented in figure 18. If the outlier value
for structure III-E is neglected, a tendency of reduction in the peak
load due to an increase in size of the discontinuity is observed. For
structures with denomination A and B (Groups 1, II and III) the value
of P,.x Was independent of the initiator geometry. The geometrical
factor gains importance in the structures with denomination C.
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Fig. 18. Comparison of P, values obtained for different groups of struc-
tures
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Fig. 19. Comparison of energy absorbed for different groups

Independently of geometry of holes a reduction of energy ab-
sorbed performance was noticed for groups I and II (profiles with
square and rectangular initiators). In this way a maximum value of
2.84 kJ and 2.86 kJ was obtained for profiles I-B and II-B, respective-
ly. The structures with diamond discontinuities (Group III) followed
the same tendency of decrease of structure D. Subsequent profiles
III-E and III-F show a secondary effect that caused an increase of
energy absorption (see figure 19).

The increase of energy absorption characteristics, contrary to what
is expected for specimens III-E and III-F, is directly associated with
the mode of formation of the first wrinkle. Figures 20 is presented
where the size of discontinuities causes torsional effects (2) along the
major axis of the initiator, furthermore, a movement of inward curl
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Fig. 20. Secondary effects by increase the size of the discontinuity in profile
1I-E

Fig. 21. Secondary effects by increase the size of the discontinuity in profile
1I-E

was developed (1), both effects contribute to increase the energy ab-
sorption performance.

Finally, with a cut view of profile III-E, a third mechanism of
energy absorption is exposed, which indirectly improves the perform-
ance of the profile. After the inward curl process is completed (1), a
contact between folds (external and internal) is presented. It produces
additional work to deform the inner wrinkle counterclockwise (3),
such as seen in figure 21.

References

Finally according to figure 19 for the specific case of this paper,
there is a maximum energy value that can be absorbed by the struc-
tures suggesting a limit for the sizing of the discontinuities. In this
way the limits related to the sizing of the square, rectangular and dia-
mond discontinuities were numerically found according to the width
of structure C, side (S) and the length of the major axis of the discon-
tinuity (D).

For square discontinuities:
0.10C<$<0.21C
For rectangular discontinuities:
0.13C<D<0.27C
For diamond discontinuities:

0.19C<D<0.28C

5. Conclusion

A numerical study was carried out to evaluate the effect of size
of quadrilateral discontinuities on crashworthiness performance of
square profiles. According to results obtained in the ‘perfect’ profile
(ST-01), the implementation of both square, rectangular and diamond
discontinuities, showed a reduction on peak load (P,,,,) value within
a range of 0.77 — 25.97%. As the size of discontinuities grows, a re-
duction of peak value was registered independently of the initiator’s
shape. In all groups, the size of discontinuities determined the appear-
ing of buckling effects at the beginning of the collapse of the profiles.
It was observed that the reduction of the peak value (P,,,) is influ-
enced by the length of the major axis of the initiator in a major scale
than in the minor axis. For discontinuities with a major axis length
close to the width of the structure, the occurrence of hinge lines was
faster and with less effort than discontinuities with denomination A
and B. In all groups, the shape of the discontinuities is of great im-
portance on peak load values from structures with denomination C
holes (2.00 factor scale). With respect to energy absorption character-
istics (E,), the implementation of any type and size of discontinuities
showed a better performance compared with a profile without dis-
continuities within a range of 2.74 — 12.54%. The values of E, in all
cases were increased until reaching an approximate maximum value
of 2.86 kI, after a decrease of E, was noticed. A particular case was
observed with structures III-E and III-F, which has a tendency to de-
crease E, by increasing the size of initiator, these structures registered
a second increase on energy absorption capabilities. Finally, it was
found that the reduction of E, capabilities resulted in partial deforma-
tions by buckling effect during the hinge line formation. This effect is
major for structures with initiators with scale factors of 2.50, 3.00 and
3.50. For the specific case of profiles III-E and III-F it was observed
that the relation between the minor axis and the major axis in addition
to the diamond shape, have effects such as torsional and secondary
deformations, improving the energy absorption characteristics (see
fig. 20 and 21).
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Jacek ZIEMBA

APPLICATION OF A MEASURING ARM WITH AN INTEGRATED LASER SCANNER

INTHE ANALYSIS OF THE SHAPE CHANGES
OF FORGING INSTRUMENTATION DURING PRODUCTION

ZASTOSOWANIE RAMIENIA POMIAROWEGO ZE ZINTEGROWANYM
SKANEREM LASEROWYM DO ANALIZY ZMIAN KSZTALTU
OPRZYRZADOWANIA KUZNICZEGO W TRAKCIE PRODUKCJI*

In the article, the authors present an innovative approach consisting in an analysis of the wear (shape changes) of one of the forg-
ing tools directly during production, with the use of a laser scanner, without the necessity of their disassembly from the forging unit.
The tests consisted in direct measurements of the shape changes of cyclically sampled forgings during the forging process (every
1000 item), and next, based on the proceeding wear, an indirect analysis was performed of the shape change of the impression of
the selected tool, i.e. a filler: At the time of the short technological intervals in the process, direct measurements were performed
of the tool itself, with the purpose of verifying the results of the forgings’ measurement in relation to the actual changes in the
tool. The performed analyses showed a good agreement of the geometrical properties of the surfaces (of the selected forgings
representing the proceeding wear of the tool) and the geometrical defect of the working impression of the tool, based on the direct
measurements during the production process. The obtained results allow for a fast analysis of the forging tool life with respect to
the quality and the quantity (of material defect), which, in consequence, leads to significant economical savings. The proposed
method makes it possible to make decisions on the time period of the tool operation based on the tools’ actual wear; instead of — as
has been the case in forging plants up till now — after the given maximal number of forgings has been made or a premature tool
damage has been observed.

Keywords: scanning of forging tools, tool life, failure mechanisms.

W artykule autorzy przedstawili innowacyjne podejscie polegajgce na analizie zuzywania sie (zmian ksztattu) jednego z narzedzi
kuzniczych bezposrednio w trakcie produkcji przy wykorzystaniu skanera laserowego, bez koniecznosci ich demontazu z agregatu
kuzniczego. Badania polegaty na bezposrednich pomiarach zmian ksztattu cyklicznie pobieranych odkuwek podczas procesu kucia
(co 1000szt), a nastgpnie na podstawie postepujgcego zuzywania dokonywana byta w sposob posrednia analiza zmian ksztattu
wykroju wybranego narzedzia - wypetniacza. Natomiast w momencie krotkich przerw technologicznych w procesie przeprowadza-
no bezposrednie pomiary samego (analizowanego) narzedzia w celu weryfikacji wynikow pomiaru odkuwek w stosunku do rze-
czywistych zmian narzedzia. Przeprowadzone analizy wykazaly duzg zgodnosc¢ cech geometrycznych powierzchni (wybieranych
odkuwek odzwierciedlajgcych zuzywanie sie narzedzia), a ubytkiem geometrycznym wykroju roboczego narzedzia na podstawie
bezposrednich pomiarow podczas produkcji. Uzyskane rezultaty pozwolity na dokonanie szybkiej analizy trwatosci narzedzia
kuzniczego pod wzgledem jakosciowym i ilosciowym (ubytku materiatu), co w konsekwencji prowadzi do znacznych oszczednosci.
Zaproponowana przez autorow metoda pozwala na podejmowanie decyzji o czasie eksploatowania narzedzi na podstawie ich
rzeczywistego zuzycia, a nie, jak to ma miejsce obecnie w kuzniach, po okreslonej maksymalnej ilosci wykonanych odkuwek lub
zaobserwowanego w tym okresie przedwczesnego uszkodzenia narzedzia.

Stowa kluczowe: skanowanie narzedzi kuzniczych, trwatos¢, mechanizmy niszczgce.

1. Introduction

The high competition on the forged product supply market more
and more often makes the quality of the offered forgings, beside the
price of the product, the decisive parameter in the selection of the
supplier. This is especially important when the recipient of the prod-
uct is the automotive or aviation industry, where these requirements
are at the highest level. The process of die forging is one of the most

difficult production processes with respect to implementation. De-
spite the fact that this technology is relatively well-known, the proper
production, especially of forgings of a complicated shape, which will
meet the requirements regarding the precision and quantity made by
the recipients, requires high experience from the technologists and
operators. At each stage of the forging process, there is a potential
risk of error, which lowers the quality of the produced forgings. One
of the basic factors affecting the forging quality is the life of the ap-

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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plied tools, as their wear causes a change in the shape of the product,
and any surface flaws of the tools (cracks, defects) are represented
on the forged product. That is why a detailed quality control is so
important during production. At present, such check-ups consist in a
visual assessment of the quality of the produced element as well as
a measurement of selected control points with the use of traditional
measuring devices or simple curve gauges. These methods do not,
however, provide the possibility to assess the quality and shape of the
whole element and so, more and more often, other measuring meth-
ods are applied, such as the ones which use the coordinate measuring
technique [3, 7, 9, 10].

The coordinate measuring technique provides a lot of possibilities
for the development of modern metrological thought [12, 16, 27]. In
the industrial coordinate technology, one can observe new trends. The
most conspicuous change is the necessity of using 3D models dur-
ing measurements which are in accordance with the standards of the
GPS measurement chain (Geometrical Product Specifications) [10,
11, 21, 26]. Another important trend is increasing the number of mea-
surement points necessary for determining the analyzed geometrical
properties. One of those properties is the volumetric wear parameter,
which can also be used in the analysis of the shape changes of forging
tools, with the purpose to prognosticate their wear process. Among
others, this parameter is used in medicine. For example, in works [1,
17, 18], the authors present the use of a coordinate measuring machine
equipped with a contact measuring head for analyzing the volumetric
wear parameters of the spherical surfaces of joint prostheses. In work
[15], the authors expand the research concerning the analysis of the
effect of the change of numerous scanning parameters, with the use
of the contact scanning measuring head, whereas the authors of works
[2, 18, 25] analyze the ‘beneficial’ effect of increasing the number
of measurement points on the accuracy of the determined volumetric
parameters.

At present, the industry is increasingly interested in mobile meas-
uring devices. These undoubtedly include measuring arms equipped
with linear laser scanners with dedicated specialized software. Meas-
uring arms, through their mobility and universality, are an alternative
for the coordinate measuring machines in applications which allow
for a lower measuring accuracy [14, 20]. For example, the accuracy
of a mobile measuring arm was discussed in work [4], whose authors
performed tests consisting in an evaluation of the representation of
the nominal shape with the use of the arm as well as the coordinate
machine. The 3D scanning technique, also with the use of measuring
arms, is mainly applied for the product end quality control [14, 22,
28]. These measurements are the most often based on the assessment
of the shape errors of the determined contour and surface [5, 14]. The
available literature more and more frequently discusses applications
of this kind of methods for the measurement, control and evaluation
of the state of swaging tools. An example of such application of the
3D scanning method [13, 23] is the use of an optical scanner for the
determination of the shape errors of the given surface and next, on
the basis of the obtained data, providing the geometrical specification
for the process of rebuilding. Another application of the 3D scanning
method with the use of scanners [5, 6, 8, 19, 24] is the use of the
analysis of the shape errors of the given surface for the evaluation of
the wear of the forging tools — nitrided or coated with hybrid layers.
These analyses consist in a comparison of the images obtained from
the scanning of the new forging tool before its operation or a reference
CAD model and next of the same tool after the forging process, by
way of determining the shape errors of the analyzed surface.

The aim of the work is to prove the possibilities of applying
a measuring arm with an integrated laser scanner in the control
and analysis of the wear process of the selected forging tool, i.e. an
upper filler (used in the second operation of die forging), on the
basis of the measurement of the shape changes of cyclically sam-
pled forgings, directly during the production process.

2. Test subject

In the industrial production process, controlling the quality and
state of the applied tools is quite difficult and troublesome, as it is
often connected with the necessity of the tools’ disassembly, which
causes long production intervals. A continuous analysis of the quality
and life of the tools directly on the production line is important due to
the fact that the flaws occurring on the tool are ‘automatically’ trans-
ferred to the forging. Often, even a minor defect or wear of the tool
in the first operation (preliminary forging) of the multi-operational
forging process makes obtaining a forging which meets all of the re-
quirements difficult in the last operation, i.e. the finishing (calibrat-
ing) forging [7]. That is why a useful solution can be the possibility
to evaluate the shape changes of the tool impressions in the particular
operations, performed based on a cyclic control of the tools (measure-
ment through scanning), without the necessity of their disassembly
from the forging press (Fig. 1).

Fig. 1. View of the press together with assembled forging tools for gearbox lid
forging and the measurement by way of filler scanning with the use of
the measuring arm, performed directly on the production line

The industrial process of hot die forging of a gearbox lid forging
(Fig. 2), used in one of motor-car brands was chosen for the analy-
sis. This element is assembled at the output of the transmission drive
shaft. The process is realized in three operations on the P-1800T press.
The consecutive operations are: upsetting, blocking and final forging.
The forged material is C45 steel with the billet dimensions: diam-
eter 55 cm, length 95 mm, weight 1,77 kg. The initial temperature
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a) upper inset filler

upper initial insert
forging \

lower initial

-—

insert

Fig. 2. Schematics of blocking for the produced element: a) tool set, b) forging

of the billet is 1150 °C. The forging tools were made of tool steel
for hot operations — WCL (1.2343). After the thermal treatment, the
tools assigned for the second and third operation additionally undergo
thermo-chemical treatment (nitriding), with the purpose to increase
their abrasive wear resistance. During their operation, these tools un-
dergo very high cyclic thermal (from 80 to 600°C) and mechanical
(0-800 MPa) loads. As a result of such extreme working conditions,
their wear rate is high.

A detailed analysis was performed of one of the tools used in the
second forging operation — the upper insert filler (Fig. 2a). The tools
used in the second operation (blocking) undergo the highest loads,
due to the fact that in this operation, the forging is formed to the high-
est extent. For the selected filler, tests were conducted in order to de-
termine its tool life directly on the production line (without its disas-
sembly from the forging press), on the basis of the measurements of
the forgings’ shape changes during the forging process (Fig. 2b) by
way of scanning. At the time of the short technological intervals in the
process, direct measurements were performed of the (analyzed) tool
itself, with the purpose to verify the results of the forging measure-
ment in relation to the actual changes in the tool (Fig. 3).

The average tool life is relatively low and equals about 6700 forg-
ings, which is connected with the occurrence of many destructive
mechanisms simultaneously. The average tool life for the remaining
tools in this process equals about 9000 items.

The most frequent defects of this tool include: plastic deforma-
tions, mechanical microcracks, thermal microcracks, wear through
abrasion, fracture and chipping off of tool parts. At the time of the
whole production process, the shape changes proceed with varying
intensity at the particular stages of operation, which additionally com-
plicates the analysis of the tool life as well as the actions connected
with this measurement [9].

a)

b)

Fig. 3. Analyzed upper insert filler: a) new — before operation, with the forging from the beginning of

3. Tool and measuring method descrip-
tion

b)

In the measurements of the shape changes
of the forgings and the filler, the measuring arm
ROMER Absolute ARM 7520si was used (Fig.
4) together with the Polyworks 2014 software
and the Real Time Quality Meshing technol-
ogy. The measuring arm is equipped with seven
rotation axes. Each axis includes an absolute
encoder which measures the rotation angle of
the kinematic pair, which does not require ini-
tialization or heating. The arm enables contact

Fig. 4. Measuring station for laboratory tests of forgings with the ROMER
Absolute ARM 7520si measuring arm equipped with an integrated la-
ser scanner

measurements as well as optical ones. For the
tests, the non-contact measuring method was
chosen with the use of the laser scanning sys-
tem RS2 integrated with the arm. The integrated
RS2 scanner characterizes in the possibility to
collect up to 50000 points/s for 1000 points on
the line at the linear frequency of 50 Hz.

In order to determine the possibility of ap-
plying 3D scanning in the tests of tool shape
changes in the analyzed process, it was neces-
sary to determine the optimal surface param-
eters for the comparison of the measuring data
obtained from scanning the filler before and af-
ter operation. The selection of the optimal sur-
face fragments aimed at the possibility to obtain
the proper data comparison method and thus to
assure the most accurate measuring results for
the desired shape change.

operation, b) worn — after 12 500 forgings, with the forging from the end of tool exploitation
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surfaces undergoing shape
change during forging

Fig. 5. Functional division of the filler surface with marked surfaces which change their shape during

forging

In the data approximation process, the best-fit
method is used which applies the Gauss approx-
imation algorithm consisting in calculating the
mean element. The calculations involve the use
of the principle of the least squares of the devia-
tions of the nominal points from the calculated
ones. Such a method can cause the results to be
encumbered with a large error, when an inap-
propriate surface for approximation is selected,
especially in the case of significant shape errors.
The authors also analyzed the effect of the se-
lected reference surface during scanning on the
obtaining of results which most correspond to
the actual wear value. To that end, verification
of the measurement results was performed by
means of the laser scanner (in selected points)
by way of validation (measurement) on a co-
ordinate machine. The performed verification
confirmed the possibility to obtain the declared
accuracy of the RS2 linear scanner at the level
below 0.058 [mm)].

The analyzed filler can be divided into the
forming part and the base (Fig. 5). The filler
base is responsible for the proper basing of the
surfaces forming the forging in relation to the
remaining parts of the built-up forging tool.

The surfaces forming the forging belonging
to the forming part of the filler (front flat, front
conic, side conic), which are responsible for fulfilling the geometrical
properties of the end forging product in the second operation, as a
result of wear, change their shape together with the number of the
produced forgings.

items

4. Verification of proposed method of filler wear analysis

First, scanning with the use of the Real Time Quality Meshing
technology was performed. The result of the particular measurements
by means of the 3D scanning technology is a cloud of points. Next,
based on the obtained cloud of points, the program opened a polygo-
nal surface consisting of elementary triangles, representing the shape
of the measured object.

Fig. 6 shows a comparison of the shape changes in the forgings
after a given number of cycles and after the filler’s wear, for which,
in order to verify the proposed method, measurements with the use of
the measuring arm together with the scanner were performed during
the short technological intervals in the forging process. The presented
comparison of the forging scans and the corresponding tools (Fig. 6)

is made in the middle and towards the end of
the forging process (filler operation), in order to
exhibit the increasing areas of wear.

In the analysis of the growth of the volume
in the case of the forgings as well as its loss,
one can assume that they are both at a similar
level. For the forging-filler set of 6000 items,
the maximal material growth in the normal di-
rection for the forging equals about +1,5mm,
whereas for the tool, the loss is at the level of
i about 1,4mm. For the set of 12500 items, in
turn, the maximal differences in the normal
' direction equal: +2,3mm for the forging and —
2,4mm for the filler. Certain differences in the
obtained results can be caused by the particular
measuring accuracy of the scanner as well as the
temperature conditions of the scanned elements
(filler temperature: about 120-150°C, forging
temperature: ambient).

filler forming

4.00
0.00
3.50
o i 0.25
o 050
2.00
1.50 el
180 .00
0.50
.25
0.00
0.0 i
0.10
0.45 A.75
0.20
0.25 -2.00
0.30
0.35 =2.25
0.40
0.45 -2.50
-0.50 270

Fig. 6. Comparison of scans of the inner part of the forgings and the corresponding tools, in the form of quantitative
shape changes in relation to the CAD models of the nominal forging and the tool, every: a) 6000, b) 12500

5. Testresults

With the purpose of a more thorough analysis of the filler’s wear,
on the basis of the measurements of the shape changes of the forg-
ings, scanning was performed for a forging series (every 1000 items),
produced by the analyzed filler in the total amount of over 12500
items. Due to the fact that the forging’s temperature, after the forging
operation, is about 1000°C, which makes it impossible to tag the forg-
ings with the purpose of further identification, a specially prepared
container with partitions was used (Fig. 7), in which the forgings were
placed by the operator.

Fig. 8 presets a comparison of selected scans of the inner part of
the forgings, in the form of quantitative shape changes in relation to
the CAD model of the nominal forging.

As it was to be expected, the images with the scans for the increas-
ing number of forgings point to a proceeding wear of the tool, i.e. the
filler. The wear (on the basis of the volume change) is localized in the
central part, in the vicinity of the knock-out opening (grey circle) and
it is irregular. This probably results from the manner of providing the
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Fig. 7. Box for placing the forgings

cooling and lubricating agent (inappropriate position of the lubricat-
ing nozzles). And so, the proposed method would allow for an early
detection of this kind of disadvantageous changes in the lubricating
process and the appropriate correction of the position of the lubricat-
ing nozzles, which would surely prolong the life of the tools.

Fig. 9. Shows a diagram with a comparison of the material loss
(volume changes) of the filler on the basis of the volume changes
(adequate growth) for the consecutive forgings from a given series.

On the basis of the presented diagram (Fig. 9) resembling the clas-
sic wear curve (Lorenz curve), we can observe interesting relations and
distinguish a few ranges (periods) of wear. And so, the wear of the ana-
lyzed filler based on the forging scan analysis increases very rapidly at
the beginning of the forging process up to about 1000 items (period I).
This is connected with the approximation of the whole system, in which

we observe a transformation of the

initial state of the outside lay-

4.00 ers of the elements of the filler
S grinding-in with the forging into
the optimal state. After achiev-

o ing the optimal state, that is over
2.50 2000 items, the state of so-called
2.00 normal operation begins (pe-
150 riod II), characterizing in a more
or less stabilized level of inten-

1. sity of the previously mentioned
0.50 wear phenomena, which, in the
s6b analyzed case, goes up to about
i 8000 items. The volume change
i for this forging range equals
i from 900 to 3516mm°, whereas
i for 8000 items up to the end of
o the tool operation (over 12500
ARa items), the volume change equals
v merely 350mm?®. On this basis,
we can conclude that the state of

- stabilized wear can be assumed to
:‘: be between 7000 and 8000 forg-

ings, which can be treated as the
beginning of period III of the

Fig. 8. Comparison of scans of the inner part of the forgings, in the form of quantitative shape changes in relation to the CAD  yeqr period. This state, for the

model of the nominal forging, every: a) 2000, b) 3000, ¢) 4000, d)5000, e) 7000, f) 8000 items

6000

period Il !
State of stabilized wear

| period | |

5000

volume change [mm3]

0 500 10p0 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000 12500
. number of forgings

Fig. 9. Comparison of the material loss (volume changes) in the filler based on the volume changes on the

surface of consecutive forgings

period Il

analyzed tool, is present up to the

moment of maximal exploitation,
that is 12500 items, and it finishes as a result of
exceeding the acceptable shape change of the tool,
due to its elimination from further production. The
classic Lorenz curve, towards the end of the period
of normal operation, usually turns into the state
of accelerated wear, which, unfortunately, cannot
be observed in the analyzed case. This can be ex-
plained by the reduced pressure exerted on the tool
as a result of the proceeding wear of the contact
surfaces of the tool and the formed forging.

In order to identify the destruction phenomena
and mechanisms concerning the forging tools, the
authors performed a series of laboratory tests. As
a result of a cyclic operation of high thermo-me-
chanical loads in the whole exploitation period, the
tools undergo many destructive phenomena, oc-
curring with different intensity and frequency. The
tests revealed that, in the initial period of the forg-
ing process (about 400-1000 items.), on the ana-
lyzed tools, as a result of thermal fatigue, we can
observe a primary, and together with the increas-
ing number of forgings, secondary fatigue crack
network (Fig. 10). The effect of this is a relatively

4751 4807
5
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the nitrided layer and oxides of
the tool material) in the surface
layer of the tool, working as
abradant.

As regards the range from
8000 to 12500 forgings, the
almost constant wear value
at the level of about 4440 to
4800mm3 is connected with
the reduced pressure on the
worn tools (as compared to new
ones), which was verified by
way of numerical modeling of
the forging process.

At present, the authors are
conducting research concerning

WD: 25.44 mm VEGA3 TESCAN SEM HV: 30.00 kW WD: 20.25 mm i J

Det: BSE 5 ] View field: 3.80 mm Det: BSE mm
SEM MAG: 102 x  Date{midly): 10/17/14 SEM MAG: 74 x  Date{m/dly): 1017114

VEGA3 TESCAN

Fig. 10. Filler area (after 500 forgings) with primary and secondary crack network resulting from thermal fatigue, magnifi-

cation 60x, scanning electron microscope TESCAN VEGA3

large loss (volume change at the level of 404mm?, after about 400-500
forgings) of the tool material. What is more, the test results concerning
the properties of the nitrided layer for this type of tools showed that, in
the case of abrasive wear as the dominating destructive mechanism, in the
initial period (400-500 forgings), we can observe a very rapid ,,rubbing
off” of the nitrided layer.

In turn, with a larger number of forgings (Fig. 11), after the
mentioned stabilized wear has been reached, we can see numerous
grooves (in the vicinity of the filler opening) as well as smaller and
larger cracks, while it is difficult to observe the characteristic network
of cracks originating from thermal fatigue.

The value of stabilized wear for the analyzed tool (up to 7000
items) is probably connected with the intensified abrasive wear, ad-
ditionally supported by the detaching hard particles (nitrides from

SEM HV: 30.00 kV
View fleld: 12.94 mm
SEM MAG: 22 x

‘WD: 15.08 mm
Deat: BSE
Date{m/dly): 0212315

VEGA3 TESCAN

Fig. 11. Filler area in the vicinity of the opening (after 9000 forgings) with
visible grooves (“‘washing out” of material) and microcracks, magni-
fication 22x, scanning electron microscope TESCAN VEGA3

the analysis of the occurrence of
the mentioned saturation level
with the particular number of
forgings for forging tools used in
other hot die forging processes.

6. Summary

The performed research with the use of a measuring arm together
with an integrated laser scanner for the analysis of the filler wear, on
the basis of the measurements of the shape changes of consecutive
forgings (directly on the production line) proved the validity of ap-
plying new measuring technologies in order to directly analyze the
quality and change of the tool shape (without disassembling the in-
strumentation from the forging unit). Owing to this, such an analysis
was possible directly during the production process.

The analysis of the volume growth of consecutive forgings based
on the measurements makes it possible to precisely determine the ma-
terial loss of the forging tool in the consecutive stages of its opera-
tion. This is proved by the full correlation between the results of the
measurements of the volume changes of the series of the increasing
number of produced forgings and the tool in the middle and towards
the end of its work.

The innovative approach to evaluating the current state of the
forging tool proposed by the authors makes it possible to make deci-
sions about a prolongation or shortening of the time of its operation
based on the actual (current) wear, and not on the basis of the strictly
set tool life (maximal number of produced forgings). This allows for
an optimal use of the given tool, with the preservation of the possibly
highest quality of the produced forgings.

This method makes it possible to eliminate the human factor from
the process of making decisions by way of determining the geometri-
cal tolerance for the changing shape of the tools correlated with the
tolerance and shape of the forgings.

What is more, the proposed method would allow for an early de-
tection of the occurrence of disadvantageous changes during the forg-
ing process, such as inappropriate lubrication or a premature fracture
of the tool and thus it would enable a fast reaction, that is a proper
correction of the position of the lubricating nozzles or an immediate
removal of the tool from the production, and retooling.

The exhibited advantages of the proposed new approach to the
analysis of the state of the tool based on the measurements of the
shape changes of the forgings, with the use of a laser scanner, would
surely translate to a prolongation the tool life of the forging instru-
mentation and a significant reduction of the production costs.
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OPERATIONAL TESTS OF A DUAL-ROTOR MINI WIND TURBINE
BADANIA EKSPLOATACYJNE DWUWIRNIKOWEJ MINI ELEKTROWNI WIATROWEJ*

The article presents the results of wind-tunnel tests and field studies of a mini dual-rotor wind turbine. The first stage involved
testing of an open-circuit wind tunnel built with the aim of performing laboratory tests. The coefficient of uneven air stream dis-
tribution at a rated speed was 1.7%, while the index of turbulence intensity in the entire measurement range was between 1.2 and
1.8%. The mini wind turbine was equipped with rotors with new design blades. Compared to the blade designs used in mini wind
turbines available on the market, the blades used in the present study were characterized by an efficiency of 0.28. The results of
performance tests in the wind tunnel were evaluated statistically using Pearson correlation coefficients and Spearman’s rank.

We examined the relationship between a dependent variable (power P) and independent variables (average air stream speed V,
incidence angle of the blades of the first rotor a;, incidence angle of the blades of the second rotor a,, and the distance between

the rotors ). The analysis showed, as expected, that the strongest correlation was between power and speed of the air stream.

While incidence angles of the two rotors also affected the turbine s power, no such effect was observed for changes in the distance
between the rotors. Field tests confirmed the findings and observations made in the wind tunnel.

Keywords: operation, mini dual-rotor wind turbine, wind tunnel.

W artykule przedstawiono wyniki badan dwuwirnikowej mini elektrowni wiatrowej przeprowadzone w tunelu aerodynamicznym
oraz w terenie. W pierwszym etapie testowano zbudowany w celu przeprowadzenia badan laboratoryjnych tunel aerodynamiczny
o konstrukcji otwartej. Wyznaczony wspotczynnik nierownomiernosci strugi powietrza przy predkosci nominalnej wynosit 1,7%,
natomiast wskaznik intensywnosci turbulencji w calym zakresie pomiarowym zawierat si¢ w granicach 1,2-1,8%. Budujgc mini
elektrownie wiatrowq wyposazono jqg w wirniki w ktorych zastosowano nowq konstrukcje topat. Zastosowane topaty w porow-
naniu do zblizonej konstrukcji topat stosowanych w mini elektrowniach dostepnych na rynku charakteryzowaly sie sprawnoscig
wynoszqcq 0,28. Po wykonanych badaniach eksploatacyjnych w tunelu aerodynamicznym uzyskane wyniki poddano ocenie sta-
tystycznej z wykorzystaniem wspolczynnikow korelacji liniowej Pearsona oraz rangi Spearmana. Zbadano zaleznosci miedzy
zmienng zalezng (moc P) oraz zmiennymi niezaleznymi (Srednie predkosci strugi powietrza V, kqt zaklinowania topat pierwszego
wirnika a;, kgt zaklinowania topat drugiego wirnika o,, odlegtosci pomiedzy wirnikami ). Na podstawie analizy, zgodnie z ocze-
kiwaniem, stwierdzono, Ze najsilniejsza korelacja wystepuje w odniesieniu do predkosci strugi powietrza. Wplyw na moc majg
takze kqty zaklinowania na obu wirnikach, natomiast nie stwierdzono takiego wplywu w przypadku zmian odleglosci pomiedzy

wirnikami turbiny. Badania w terenie potwierdzily ustalenia i spostrzezenia poczynione w tunelu aerodynamicznym.

Stowa kluczowe: eksploatacja, mini elektrownia wiatrowa dwusmiglowa, tunel aerodynamiczny.

1. Introduction and objectives

According to the formula for power generated by wind turbines,
the speed of the incoming air stream working on the turbine rotor
(speed in the third power) and the diameter of the rotor itself (second
power) have the greatest impact on power. In the first case, exclud-
ing a situation when the wind turbine is running in a diffuser, we are
entirely dependent on the forces of nature, because we have virtu-
ally no effect on wind power. In the second case, it seems that all
simple solutions have already been exhausted, because enlarging the
diameter of rotors above 140 m is connected with great technological
problems and a very large, disproportionate increase in manufacturing
costs [19]. A cheaper option, which additionally affects the efficiency
of the turbine, is to improve the design of the blades themselves. Their
geometry and size have to be changed in such a way as to generate
on them an increasing lift force during the rotation of the rotor at the
same wind speed [3, 10, 16, 26].

Recently many designers have been working on the problem of
additional uses of the energy of the air stream when it is already out of

the wind turbine rotor in its post-action phase. An example of a design
in which this “waste energy” can be utilized is a wind turbine with two
rotors situated in the axis of the electric generator [18, 21, 22, 23, 24].
There are two versions of this solution (Figure 1).

In the first design (Fig. la), the assembly has two rotors rotating
in the same direction. Shaft speed is increased by the use of trans-
missions. As the electrical generator is propelled by two rotors, the
efficiency of the generator increases, which is especially observable
in low wind conditions.

In this arrangement, the turbine may also work in the counter-
rotating mode, which increases the efficiency of the assembly. The
second concept features a structure (Fig. 1b) with two rotors posi-
tioned axially before the generator. Rotor assemblies intercept air
mass flowing from one direction. The structure of the wind turbine is
gearless and the individual components of the generator (stator, rotor)
are driven by different turbines. Under the action of flowing air mass,
the rotors with different blade pitch rotate in opposite directions. Con-
sequently, the relative rotation speed of the rotor is greater than in

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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b) 2. Material and method

In the present study, a wind tun-
nel was used as the basic test stand for
evaluating the performance of different
aerodynamic objects, including mini
wind turbines. The tunnel was designed
and built on the basis of information
available in the literature [4, 5, 7, 8, 9]
and counsel provided by specialists in
the field from several research centres.
The shape of the Witoszynski confu-
sor used in constructing the tunnel was
determined numerically [1, 6, 11]. The
combined use of a stream straightener
and the Witoszynski confusor yielded
an increase in air velocity in the meas-
uring chamber, giving a more concen-
trated and steady flow. The basic geo-
metric dimensions of the tunnel were as
follows: square inlet 2.5 x 2.5m large,

Fig. 1. The relative position of two rotors in wind turbines: a — rotors situated on both sides of the generator, b —
rotors situated axially one behind the other [17]

single-rotor structures. As a result, the power generated
by the turbine should increase.

Among other solutions, axial flux permanent mag-
net generators, also known as low-speed generators, are
used in the construction of low-power wind turbines.
Their use makes it possible to eliminate or reduce the
mechanical transmission ratio. This reduces noise and
costs of the assembly and increases its efficiency. Low-
speed generators are made as cylindrical or disc gen-
erators. An example of an axial flux generator with a
coreless stator is shown in Figure 2. It has a relatively
simple structure; since there is no loss in the stator core,
its efficiency is increased [13, 14].

Based on the literature and the authors’ experience, Fig. 3. Diagram of an open circuit wind tunnel: 1 — frame with fan section, 2—vibration damper,
a dual-rotor mini wind turbine was designed and built, 3 — square-section symmetrical contraction, 4 — honeycomb screen, 5 — the Witoszynski
in which one rotor drove the propeller and the other one confusor, 6 — test chamber with an observation window [15]
drove the stator of the generator in the opposite direc-
tion. Operational tests were carried out in the wind tun-
nel and in natural conditions in the foothill region of the total length 7m, and outlet — a measurement chamber with a diameter
Sudetes. of 1.4 m (Fig. 3). The use of nine independently controlled axial fans,
2.2 kW power units, made it possible to achieve an air stream velocity
in the measuring space of up to 17.5 m's ' at a dynamic pressure of
approximately 200 Pa and to obtain a balanced stream velocity gra-
dient in the cross-section of the measuring chamber. The fans were
controlled through changes in the rotational speed of the rotors made
by adjusting the frequency of power inverters in the range of 15-50Hz
in 0.01 Hz increments [15].

The wind tunnel was tested when the test chamber was empty.
Air flow testing in the tunnel was performed in two stages. In the first
stage, the basic parameters of the stream were determined including
pressure, velocity and qualitative indices of the tunnel such as the
uniformity of velocity distribution in the test chamber and turbulence
intensity indicators, which were considered as a function of the arith-
metic mean of velocity. In the second stage, we investigated the effect
of adjusting the operation of the individual fans on the distribution of
velocity fields in the test section of the wind tunnel. Measurements
of uniformity of stream velocity distribution in the test chamber were
done using the traversing method according to the Polish standard
PN-ISO 5221. The measurement points were arranged in the circular
cross-section measuring channel on the basis of the Log-Chebyshev
method recommended in the standard. In accordance with the afore-
mentioned method, the channel was divided into concentric rings. Be-
cause the channel had a diameter greater than 0.25m, it was divided
Fig. 2. A model of a low-speed axial flux generator [14] into five rings. The centre of the channel was measured in relation to
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Fig. 4. Schematic layout of measurement points when traversing the cross
section of the channel and the location of the measurement zones over
the entire length of the chamber [15]

the axis of symmetry of the duct. In order to obtain a proper mean, an
equal number of measurements was performed on each of the rings.
10 measurement points were located on 3 axes inclined with respect
to each other at an angle of 60° (Fig. 4). Tests of the field distribution
of flow rate were performed in 4 selected measurement areas: S1, S2,
S3, and S4, whose distance from the edge of the outlet was 0.5, 1.0,
1.5, and 1.9 m, respectively [15].

Fig. 5. Schematic diagram of the dual-rotor wind turbine built at the Institute
of Agricultural Engineering of the Wroctaw University of Environmen-
tal and Life Sciences

A diagram of the tested dual-rotor turbine is shown in Fig.
5. The functional model of the turbine was designed for quick
installation of different shapes of blades, setting of their angle of
attack and changing the position of the rear rotor relative to the
front rotor. The incidence angle of the first blade (parameter a;)
could take six values between 125° and 150° in 5° increments.
The incidence angle of the second blade (parameter a,) could
also take six values between 30° and 55° in 5° increments. The
distance between the rotors was adjusted from 0.105 m to 0.14
m, in 5 mm increments.

As part of the research, new types of wind turbine blades
were designed and built, which proved to be highly efficient
aerodynamically. Appropriate airfoils of the blades were de-
signed after a comparative analysis of numerous different
shapes discussed in the literature [2, 12, 20, 23, 25], develop-
ment of numerical models, and the authors” model-based tests.
The blades were made using CNC technology and built with
several layers of material, i.e., epoxy-glass composite, and their
structures were based on two efficient aerodynamic airfoils.

1 bl 3b Lb

Fig. 6. The outlines of the initial airfoil NACA 63-415 and the end airfoil
NACA 63-210 and view from the blade s mounting root: o - incidence
angle of the initial airfoil, f - incidence angle of the end airfoil, la,
1b - camber line, 2a, 2b - chord line, 3a, 3b - airfoil thickness, 4a, 4b
- airfoil curve, 5 - plane of the end airfoil NACA 63-210, 6 - plane of
the initial airfoil NACA 63-415, 7 - mounting root, 8 - leading edge,
9 - trailing edge

Figures 6 present an exemplary airfoil of a twisted blade NACA 63-
415-NACA 63-210.

An important element of any wind turbine is the generator, whose
task is to produce electricity as a result of rotation of the blades. The
tested mini-turbine used a solution in which the rotor and the stator
rotated independently in opposite directions.

It was assumed that the generator rotors would rotate in opposite
directions. Figure 7 shows a model of a prototype generator constitut-
ing an integral whole of the mini-wind turbine using a synchronous
permanent magnet generator.

Operational tests of the mini dual-rotor wind turbine were carried
out in two stages (Figure 8): the first stage was conducted in a wind
tunnel (Figure 8a) with assumed constant operating parameters and
the second stage featured field conditions (Figure 8b) of the village
Wiry near Sobotka. Long-term observations of the Institute of Mete-
orology and Water Management show that the average wind speed in
the region of Lower Silesia is 3.5 m's ™' and the annual wind energy

Fig. 7. Schematic diagram of the dual-rotor wind turbine built at the Institute of Agricul-
tural Engineering of the Wroctaw University of Environmental and Life Sciences
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Fig. 8. View of the tested mini turbine in operation: a- in the wind tunnel, b- during the field tests
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Fig. 9. Sample distributions of air stream speed in the measuring chamber for the setting of fan frequency at 35 Hz in the zone S2: a - measurements for the axis

90°, b - measurements for the axis 150°, ¢ - measurements for the axis 210°, d - characteristics of speed distributions for the full range of fan settings

is approx. 1,000 kWh-m 2. Given the distribution of wind speeds in

——El S=Ene s, NS zone§3 = = zome 34 different months of the year, as well as wind energy conversion ef-
14 ; 3 ficiency into electricity of approx. 20%, it was assumed that 1 m* of
S wind stream would yield only 0.53 kWh per day. The wind turbine
12 < <t was connected to a voltage regulator, a battery and a transmitter which
{ / A collected data on the energy generated in the turbine (voltage, amper-
| { ( age) as well as data from a weather station installed near the wind tur-
—08 N fasi N bine. For statistical analysis, the statistical software package Statistica
f # ~ 3 \s\\ v.10 by StatSoft was used.
L \ “
6id S ‘,.)_.-' 3. Results
- -y
=i P Due to the fact that wind turbines achieve their rated power at
Uek N C{ wind speeds of around 10-12 m - s™', the article provides an example
0 : ‘ "" Vs : . of the air flow profiles measured in the measuring chamber corre-
10,00 10,50 11,00 11,50 12,00 12,50 13,00 sponding to these speeds (Figure 9).
Vm-s]
Fig. 10. Base air stream speed profiles for 4 different measurement zones for

the setting of fan frequency at 35 Hz
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Fig .11. Power curve of the tested mini wind turbine using various blade de-
signs
Table 1. Efficiency coefficients of the tested turbines
. Power sup- -
Turbine or airfoil .Rotor Wind power plied by Efficiency
diameter (W) at reached
name (m) V=12ms" the rotor 0
(W)
JSW-750-12 0.75 471.4 97 0.21
GOE - 448/439 0.75 471.4 120 0.25
NACA 63-415/210 0.75 471.4 131 0.28

Table 2.  Pearson and Spearman coefficients determining the statistically
significant correlation between the dependent variable and the
independent variables for the dual-rotor wind turbine

Fig. 12. Dependence of generated power on the distance between the rotors and

the average air stream velocity for blade incidence angles ol = 125° and
a2 =50°

Independent Pearson correlation | Spearman’s rank cor-
variable coefficients relation coefficient
v 0.90 0.95
o -0.16 -0.14
o, 0.17 0.13
/ 0.02 0.02

The presented distributions corresponded to frequency settings
of fans at 35 Hz. Based on the obtained basic distributions, it was
observed that the air stream was characterized by slight irregularity
and increased speed values in the vicinity of the axis of the measuring
chamber.

The maximum local value of dynamic pressure was 198 Pa and
was obtained by setting the frequency of the current supplying the fan
motors at 50 Hz. Air stream velocity was calculated at 17.55 m-s ™.
Local minimum dynamic pressure values for the setting of 15 Hz
amounted to 17 Pa, while the stream velocity was calculated at 5.14
m-s~". The impact of the distance of measuring areas S1-S4 on stream
velocity profile is shown in Figure 10.

The designated index of turbulence intensity ranged between 1.2-
1.8% [15]. The comparison of the performance of the mini wind tur-
bine with removable rotors consisting of blades with different airfoils
was based on a compilation of the plotted power characteristics.

Test results of the new design of the blades in relation to factory
models are shown in Figure 11. Testing was performed in each case
for 5 different incidence angles. The graph shows power curves which
characterise the given blade at an “optimal” incidence angle. Both of
the new designs of rotor blades proved to be more efficient than the
factory rotors (Table 1).

The resulting efficiency of the mini wind turbine relative to the
power of wind stream at the inlet to the rotor was 0.21 for the factory

Fig. 13. Dependence of generated power on the distance between the rotors

and

the average air stream velocity for blade incidence angles a; = 130° and
o, =55°

Fig. 14. Dependence of generated power on the distance between the rotors and the av-

erage air stream velocity for blade incidence angles o; = 125° and a, = 40°

turbine with 0.25 declared in the device’s manual. In the case of the
wind turbine with the GOE airfoil rotor blades, it was 0.25. When
comparing

the power values of all the tested rotors at 12m-s ', which is recog-
nized as the rated wind speed, it was observed that both designs gener-
ated more electricity: 19.5% for the GOE blade airfoil and 23.7% for
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SP

Fig. 15. Power characteristics as a function of blade incidence angles in particular ro-

tors for the air stream velocity of 12.41m-s™’

NACA, respectively. It is worth emphasizing that the new rotors have
higher generated power values in the entire tested speed range. The
rotor with NACA blades reached the efficiency of 0.28.

In order to obtain optimum settings of the rotors for field research,
it was necessary to conduct a statistical analysis based on the results
obtained in the wind tunnel tests. It was mainly aimed at determining
the statistically significant relationship between the dependent vari-
able (power P) and independent variables (average air stream velocity
V, incidence angle of the blades of the first rotor a.;, incidence angle
of the blades of the second rotor o, the distance between the rotors /)
with the use of Pearson correlation coefficients and Spearman’s rank.
The results are shown in Table 2.

Based on the analysis, it can be concluded that the strongest cor-
relation (in both cases coefficients > 0.90) occurs for the air stream
velocity, which is logical and confirmed by tests. Weak negative cor-
relation occurs for the incidence angle of the blades of the first rotor.
The negative coefficients suggest that reducing the incidence angle

Table 3.  Selected optimal incidence angles of blades for the air stream
speed of 12.41 m-s™'

Vavg a; a;
m_s—1 o o
5.85 125 40
7.53 125 50
9.17 125 50
10.82 125 50
10.82 130 55
1241 125 50
14.08 125 40
14.08 125 45
14.08 125 50
14.08 130 55
14.08 135 55
14.08 140 55
15.82 125 50
15.82 130 55
1717 130 55

should result in an increase in power generated. Also a weak but
positive correlation occurs for the incidence angle of the blades
of the second rotor. Positive values of coefficients describe the
ﬁ;ﬁ increase in power generated along with increasing value of the
e incidence angle of the blades. Statistically significant lack of
moa - correlation for the two indices occurs in relation to the distance
:;E between the rotors. The absence of such correlations is illus-
ssen trated by three exemplary three-dimensional graphs shown in

% the figures: 12 — 14. They were made as P = f(/; v) for:

43,00

wor g, =125° and 0,=50° a;=130° and a,=55° a;=125° and

35,00

o090, =40°.

e The analysis of the data in these figures indicates that speed
has a significant impact on the power generated by the wind
turbine, as opposed to the distance between the rotors which
has no such effect. Due to the compactness of the structure, this
distance should be as small as possible while maintaining a safe
enough distance between the rotors in the event of hurricane
winds; when blades deviate from the perpendicular there can be
no contact between the blades as it would result in their mutual
damage. In order to determine the optimal incidence angle of
the blades from the point of view of power delivered by the
wind turbine, the dependencies resulting from the function P=fla;,
a,) were presented in a graphic form. The figures were made for
eight air stream speeds within the measuring range from 5.58 to 17.17
m-s”'. Figure 15 shows an example of the stream speed graph for
12.41 m-s™". Selected optimal values of incidence angles of blades for
specific values of air stream speed are summarized in Table 3.

A histogram (Fig. 16) of the sets of incidence angles makes it
much easier to draw conclusions due to the fact that some of these
same sets of blade incidence angles (a; a;) allow the turbine to gener-
ate the most power at given air stream speeds.

After analysing the data relating to the power generated at a par-
ticular wind speed for the given incidence angles a; and a,, it can be
concluded that the optimal configuration values are 125° for the first
rotor blades and 50° for the second rotor blades of the wind turbine.
Other acceptable configurations:

a;=130° and a, = 55°; a; =125°and a, = 40°.

6
4
2
1 1 1
1 l l l
]
125-45

125-40 125-50 130-55 135-55 140-55
af]

muitiplicity of occurrence
(=] - w

n

Fig. 16. The number of times a setting of incidence angles of the blades of the
first and second rotor occurs after the dual-rotor wind turbine has
reached its maximum power capacity for a given air stream speed

Specifications of the dual-rotor mini wind turbine are summarized
in Table 4.

Figure 17 shows the results of simulations of the performance of
the wind turbine in the wind tunnel under changing working condi-
tions reflecting the conditions that occur during wind gusts. After ana-
lysing the electrical power generated by the plant it can be concluded
that the moment of power capacity increase is recorded only after a
1-3 s delay relative to the moment the air stream (gust) speed begins
to increase.
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Table 4. Specifications of the dual-rotor wind turbine

No. Turbine parameters Wind turbine
1 Rated wind speed (m-s™") 12.5
2 Maximum wind speed (m-s™") 35
3 Minimum wind speed (m-s™") 2.5
4 Rotor diameter (m) 0.75/0.75
5 Number of rotor blades (pcs.) 3/3
Generator
6 Generator Type Synchronous
7 Excitation Self-excited with perma-
nent magnets
8 Voltage supply Brush
9 Maximum electrical power (W) 400
10 | Rated electrical power (W) 300
1 Voltage [V] 12
12 | Voltage control system built-in
13 | Output voltage AC
14 | Stator diameter (m) ext./int. 0.15/0.092
15 | Width of the stator (m) 0.055
16 | Rotor diameter (m) 0.09
17 Rotor width (m) 0.02

The wind turbine, as previously mentioned, worked under vary-
ing wind conditions and was situated on a platform 10 meters above
the ground. A record of the changes in power capacity for the period

5-6 November 2014 is given in Figure 18. In this period, approx. 12
distinct wind gusts shown in the Figure as peaks were recorded. A de-
tailed record of the increase in the power delivered by the turbine gen-
erator during a gust of 23:36 hours, on 5 November 2014, is shown in
Figure 19. In the analysed case, there was a problem concerning the
recording as power was recorded at 1 s intervals while speed could
only be recorded at 3 s intervals. Observations made during the wind
tunnel tests were consistent with those from field studies, as the power
increase followed an upward trend in wind speed and was delayed by
1-2 seconds. Registered wind speed of a 15-second gust was 9 m-s .
It should be presumed that the actual speed was slightly higher, since
the value of 9 m-s ' is the average for 3 seconds, which should also
explain the fact that the maximum of the power generated occurred
a second earlier than the recorded maximum gust speed. During the
field performance tests, wind speed rarely exceeded 7 m-s™' and the
average calculated for the examined period was 2.21 m-s™' (Fig. 20).
Its direction and repeatability is illustrated in Figure 21 featuring the
wind rose. In accordance with the prevailing tendency in Lower Si-
lesia these were mainly winds from the west or from its north-western
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Fig. 18. Distribution of power generated by the dual-rotor wind turbine in the
period: 5-6 November 2014
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Fig. 17. Simulation of the performance of the wind turbine in the wind tunnel:
a- air stream speed curve, b- generated power curve
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Fig. 19. Distribution of power generated by the dual-rotor wind turbine on 5
November 2014

vms']

e
X,

e 3 o, e, Ra, 2

20,

'

Date

Fig. 20. Distribution of wind speed in the area where the wind turbine oper-
ated
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Fig. 21. Wind rose of the area of operation of the wind turbine

area. Over 80% of these winds was blowing at a speed of less than 4
m-s™.

Electrical current delivered by the wind turbine very rarely ex-
ceeded the value of 1 A, and the average for the whole testing period
was 50 mA, which of course affected the value of delivered power
the average of which was 0.6 W. Distribution of power generated by
the wind turbine is shown in Figure 22. It has been calculated that for
an average wind speed of 2.21 m's!, the power of the wind working
against the rotor of a wind turbine is approx. 6.6 W. In such poor wind
conditions, the conversion efficiency of wind energy into electrical
energy was only 9%.

Figures 23 and 24 show examples of the results of tests carried out
in October 2014. When analysing the data from these graphs, one can
observe the correlation between wind speed and power generated by
the plant. For example, until 13.30 hours wind speed was increasing,
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Fig. 22.  Distribution of power generated by the dual-rotor wind turbine
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Fig. 23. Distribution of power delivered by the wind turbine on 29 October
2014
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Fig. 24. Distribution of wind speed in the area where the wind turbine oper-
ated on 29 October 2014

which resulted in a increase in power generated, while after 14.30
with decreasing wind speed the lowest power generated on that day
was recorded. In the period when speed was increasing, the average
power of the wind was 4.3 W (the maximum absolute error of meas-
urement 1,17W); compared to the registered electrical power gener-
ated, it would mean that the conversion efficiency of the turbine was
36%, which appears to be a fairly optimistic result.

4. Conclusions

1. The erected open circuit wind tunnel was characterized by the
coefficient of uneven air stream distribution of 1.7% at the
rated speed, while the index of turbulence intensity in the en-
tire measurement range was between 1.2 and 1.8%.

2. The NACA-type rotor blades designed for the model of a mini
wind turbine increased power generated by the tested plant
by 33%.

3. Statistical analysis showed that the power of the dual-rotor
mini wind turbine substantially depended (at a significance
level of 0.05) on air stream speed and incidence angles of the
rotor blades while it did not depend on the distance between
the rotors. Effect of other factors was not determined.

4. During gusts of wind, power generated by the wind turbine
increased at a 1-3 s delay relative to the recorded increase in
wind speed.

This research work was financed by the National Centre for Science
as the research project N313 789940 entitled ,, Analysis of the op-
eration of a dual-rotor mini wind turbine”.
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INTERMITTENT FAULT'S PARAMETER FRAMEWORK
AND STOCHASTIC PETRI NET BASED FORMALIZATION MODEL

MODEL PARAMETRYCZNY NIEZDATNOSCI PRZEJSCIOWE)

ORAZ MODEL FORMALNY OPARTY NA STOCHASTYCZNE)J SIECI PETRIEGO

The intermittent fault widely exists in many products and brings high safety risk and maintenance cost. At present there are some
different opinions on the notion of intermittent fault and there is no comprehensive parameter framework for fully describing in-
termittent fault. Also the formalization model which can mathematically describe intermittent fault hasn t been constructed. In this
paper; the conception of intermittent fault is discussed. A new definition of intermittent fault is put forward. Then the intermittent
Sfault’s parameter framework is presented. After that, the Stochastic Petri Net (SPN) based formalization model for intermittent
Jault is constructed. Finally an application of the SPN formalization model is shown. The parameters for intermittent fault are
computed based on the proposed model and a case study is presented. The result shows the validity of the model. The model could
assist the further research such as intermittent fault diagnosis and prognostic of remaining life.

Keywords: intermittent fault, parameter framework, stochastic Petri net, formalization model.

Niezdatnosé przejsciowa charakteryzuje wiele produktow i pocigga za sobg wysokie zagrozenie bezpieczenstwa oraz wysokie
koszty eksploatacji. Obecnie istnieje wiele poglgdow na temat pojecia niezdatnosci przejsciowej; nie stworzono jednak kom-
pleksowego modelu parametrycznego pozwalajqcego w pelni opisaé zjawisko niezdatnosci przejsciowej. Nie skonstuowano tak-
ze modelu formalnego, za pomocq ktérego mozna by opisac niezdatnos¢ przejsciowg w kategoriach matematycznych. W pracy
omowiono koncepcje niezdatnosci przejsciowej. Zaproponowano nowgq definicje tego pojecia a nastgpnie przedstawiono model
parametryczny niezdatnosci przejsciowej. Skonstruowano takze model formalny niezdatnosci przejsciowej oparty na stochastycz-
nej sieci Petriego (SPN). Wreszcie, pokazano zastosowanie formalizacji SPN. Na podstawie zaproponowanego modelu obliczono
parametry dla niezdatnosci przejsciowej. Przedstawiono takze studium przypadku. Otrzymane wyniki potwierdzajg wiarygodnosé
modelu. Opracowany model moze by¢ pomocny w dalszych badaniach dotyczgcych problemow, takich jak diagnozowanie niezdat-
nosci przejsciowej czy prognozowanie pozostatego okresu uzytkowania produktu.

Stowa kluczowe: niezdatnosé przejsciowa, model parametryczny, stochastyczna sie¢ Petriego, model formalny.

1. Introduction

Intermittent fault (IF) exists in many products, including from
small elements to huge complicated equipment. The frequent occur-
rence of intermittent fault brings on serious troubles and results in high
maintenance cost and safety risk. Early in the late 1960s, Hardie[1, 8]
had indicated that IFs comprised over 30% of pre-delivery failures
and almost 90% of field failures in computer systems. Roberts[17]
figured out that up to 80 to 90% of system faults was arisen by IF
in some situations. Banerjee[2] indicated that in wireless sensor net-
works IF was the most frequently occurring. Intermittent faults bring
on many maintenance problems, such as No Fault Found (NFF), Can
Not Duplicate (CND) and so on[20]. In 2012 a survey among 80
aerospace organizations ranked IF as the highest perceived cause of
NFF[23]. NFF problem has been the highest cost source in aerospace
maintenance. For example, the annual NFF exchange cost of the F-16
avionics boxes due to the IFs was over $20,000,000[21, 22].

Many issues of IF have been studied, including fault mechanism[4,
16], depicting parameters[5, 14], fault influence[7, 24], fault model,
fault diagnosis[19, 22] and fault tolerance[3, 11, 12]. Sorensen[20]
defined IF as any temporary deviation from nominal operating condi-
tions of a circuit or device. Syed[23] defined IF as temporary mal-

function of a device. Upon these definitions the environment induced
disturbance may also be regarded as IF. Pan[14] regarded IF as a
hardware error which occurs frequently and irregularly for a period
of time. Upon the definition the IF could be a hardware fault, but
in the early stage, IF may not occur frequently. Prasad[15]proposed
three-state Markov model of IF, including normal, IF and permanent
fault state. Sedighi[ 18] constructed an analytical state-space model of
a robot-arm and diagnosed it by the residual between the measured
output and estimated output of the model. Masson[13] modelled the
interconnect system with the undirected graph and analysed its suf-
ficient and necessary conditions for diagnosis. Singh[19] constructed
Factorial Hidden Markov Model (FHMM) to diagnose multiple IFs.

By far there are some confusions on understanding IF. In addi-
tion, despite some researchers partially characterize the IF, there is no
comprehensive framework of parameters to fully depict it. Finally the
proposed IF models and diagnosis methods are merely applicable in
particular situation. There is no formalization model which can gener-
ally and roundly express the IF problem.

In view of the above problems, the conception of IF is discussed
in section 2. The systemic intermittent fault event and IF are distin-
guished. A more appropriate definition of IF is given. In section 3 a
comprehensive parameter framework of IF is presented, which can
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exhibit the temporal and probabilistic characteristic of IF. Further in
section 4, the Stochastic Petri Net (SPN) based formalization model
for IF is constructed. Also the model solution is given briefly. After
that, in section 5 an application of the SPN formalization model is
shown. The parameters proposed before are computed based on the
SPN model. The conclusion is in Section 6.

2. Conception of intermittent fault

At present the difference between the phenomena of systemic in-
termittent fault and corresponding cause has not been distinguished.
This brings on some confusion. For example, hash electromagnetism
may induce an instantaneous pulse and then cause an error. Then it
could be inferred as an IF. But in fact the hardware is fault free. In this
section, the causes of systemic intermittent fault events are discussed,
one of which is IF. Then a new definition of IF is put forward.

2.1. Cause of systemic intermittent fault event

When there is an observation that a product intermittently loses its
given function, a judgment that IF is occurring may be made. But in
fact the intuitionistic observation of IF is just a superficies which can
be called systemic intermittent fault event. As shown in Fig. 1, the rea-
sonable causes for systemic intermittent fault event include as below.

Causations

‘Working condition out
of limit

Discontinuous working

- sv_ftemic of component with
mtern:‘t'tue"r;t fault permanent fault o — ~Detectable

( Immediate error\

Intermittent fault \ Delay BH'DF)
— -

No error effect

Results

Fig. 1. Corelation between systemic intermittent fault event, IF and IF result

(1) Working condition of beyond limitation. The limitation here
isn’t the rated working environment, but the practical environment
where components can work well. Due to the design defect and proc-
ess variation, the appropriate working condition may not be consistent
with the designed. The reasons of working condition going beyond
limitation include variations of exterior environment and interior vari-
ations induced by components’ working.

(2) Discontinuous activity of one component with permanent
fault. As Kleer[6] indicated, there is a kind of IF which can disap-
pear if it is modelled in a more detailed level. For example, when two
wires are short-circuited, it looks like that the upper level gate has an
intermittent fault. But in fact there is an un-modelled and unwanted
connection. Practically in a piece of main equipment, the elements
may not be working at the same time. If an element has a permanent
fault, the fault appears only when it works. On the contrary, the fault
would be temporarily masked if it doesn’t work. Thereby the upper
level function of this element manifests an intermittent off work.

(3) Intermittent fault. The occurrence of intermittent fault results
from the essential physical degradation in products. This causes an
intermittent interruption to normal function which will repeatedly
manifest in a same characteristic.

2.2. Definition of intermittent fault

As shown in Fig. 1, intermittent fault will result in three cases, i.e.
no error effect, immediate error and delay error. If there is no error
when the IF occurs, it is no error effect. If the error occurs as soon as

the IF occurs, it is immediate error. If the error comes into being after
a certain time of IF occurring, then it is delay error.

There are two situations when the IF result is no error effect.
When the IF duration is temporary or its induced abnormal signal is
slight, then it will not disrupt system’s normal performance. In addi-
tion, if the product itself has recovery mechanism, then the IF induced
error is masked. For example, the network communication protocol
supports error detection and retransmission. When the network con-
nector has a slight poor contact, some data packages would be lost
and then re-transmitted. Thus the communication function is still ac-
complished.

Thereby it can be found that IF has three typical characters. First,
its occurring moment and duration are stochastic. IF may be in active
state when it occurs or inactive state when it is temporarily suspended.
Also it can recover without intervention. Second, IF occurs due to the
physical injury. Third, when an intermittent fault occurs, an error may
be induced or not. Generally only the IF which can induce error is
paid attention to.

In summary, IF could be defined as fault that occurs irregularly
and repeatedly for a certain time. The definition is formally consistent
with the definition of fault[10]. Upon this definition, the IF is a real
fault induced by a physical injury. It indicates the temporal intermittent
character of IF. So the IF differs from permanent fault. Also the repeti-
tive character distinguishes the IF from transient fault. It may only last
for a period of time, as it can be recovered without intervention.

3. Intermittent fault’s parameter framework

The IF occurs randomly, and its duration is not deterministic. As
Guilhemsang[7] indicated, IF can randomly occur for a few times or
more and continue from a few nano-seconds to seconds. Wells[25]
indicated IFs can hold on from a few cycles to seconds or more, even
as long as some days. When the IF occurs, it can be called as an ac-
tivity. And when the IF temporarily disappears, it can be called as
inactivity.

Considering the temporal exhibition and stochastic characteristic
of IF, a parameter framework with respect to time and statistical do-
main is required to fully depict IF.

3.1. Temporal parameters of intermittent fault
As below, there are eight parameters in time domain for IF.

(1) IF activity time T, . It denotes the duration of an IF activity.

(2) IF inactivity time 7 . It denotes the interval time between two
activities.

(3) IF activity number N . It denotes the number of activities in
specified time length T .

(4) IF activity frequency f)y . It denotes the IF activity number in

unit time. It can be calculated as the rate of IF activity number N and
time length T,

(5) IF lasting time 7} . It denotes the total time in a burst of con-
tinuous activities. It can be calculated as Eq. (1):

N . N-l
T, =YTy+ D> T; (1)

i=1 i=1

Where T/fl is the duration of i activity, TI’ is the interval time

between i activity and its next.
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(6) IF pseudo period Tp . It denotes the average time of a cycle of
IF activities. Correcher[5] computes it as the rate in time window of
all activities’ time and activity number:

i=k
Z,’:jtiﬂ -

Tp =
r k—j+1

2

Where j and k respectively denotes the index of first and last

activity in time window. #; is the moment when the i activity oc-
curs.

(7) Error delay time T} . It denotes the time IF has been lasting for
when the error occurs.

(8) Error duration time 7, . It denotes the lasting time of an error.
It should be noted that even if the IF had turn into inactivity, the error
can still continue for a certain time.

3.2. Probabilistic parameters of intermittent fault
Let {IF,|n=1,2,---,M} denotes IF mode set, there are five prob-
abilistic parameters of IF.

(1) IF existing probability p’ . It is the probability of existing IF,

and satisfies with p,ll + p,],V =1, where p,iv is the no fault probabil-
ity.

(2) IF occurring condition probability p . It denotes the condition
probability of given IF occurring when the product is faulty. That is:

p, = Pr{iF,| faulty } >0

Y 3)
st. n=12,M,0<> p,=1
n=1
It is computed as:
I
P
Pn =22 @)
I
2 Pk
k=1

(3) Fault activity probability p< . It is the probability of IF in ac-
tive state when IF is existing. That is:

pf =Pr{IF, is active| IF,)} >0

v 5)
s.t. n=l,2,---,M,0<an <M

n=1

The temporal failure density (TFD) proposed by Correcher[5] de-
notes the IF average active time in a sliding time window with win-

dow width W . TFD is computed as below:

Ny
Te+ 2Ty

D=— (©)

Where Ny, is the number of activities in the window. j is the
index of first activity. T~ is the remaining time in window of the fault
which occurs before the window.

In fact, there is the relation between p,-A and D :

=m0 o

The parameter p“ will increase with time. This corresponds

to the fact that IF is due to the physical degradation. p# will grow
with the degradation process, so it can be used to prognosticate the
remaining life and determine the optimum time for maintenance or
exchange.

(4) Fault inactivity probability p™ . It is the probability of IF in
inactive state when it exists. That is:

pH —Pr{IF, isinactive| IF, } > 0 ®)

It satisfies with pf + p,I,A =1

(5) Causing error probability pP  Ttisthe probability of inducing
an error when IF is active.

4. Stochastic Petri Net based formalization model for
intermittent fault

The existing IF models don’t cover all of the IF states and char-
acters, or they can only be applied in particular situations. So a for-
malization model which is more general for different fields and more
properly expresses the different states should be constructed. Petri Net
(PN) can suitably depict complicate dynamic system[9]. Compared to
Markov model, PN can model the transition with temporal character.
In Stochastic Petri Net (SPN) the time between enable and firing of a
transition is a stochastic variable which submits to a random distribu-
tion. So it is well consistent with the state transition of IF. That is the
reason for adopting SPN to model IF.

In this section, the SPN of IF and corresponding Markov chain
are drawn up. Then the SPN model is solved to obtain the transition
probability matrix, the state probability distribution with time and the
steady probability distribution.

4.1. Construction of SPN formalization model

Only single IF is considered. The SPN model is shown in Fig.
2. The inhibitor arc and condition arc are introduced into the model
to extend its expression efficiency on state transition. The arc with a

Fig. 2. SPN formaliation model for single intermittent fault
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white circle end is the inhibitor arc. It is enabled when its input place
has zero token. The arc with a black dot end is the condition arc. It is
enabled when its input place has defined tokens. The physical mean-
ings of different places and transitions are listed in Table 1. The transi-
tion firing rate denotes the average firing times in unit time when it is
enable. According to the physical meaning, there will be ay =a, .

As shown in Fig. 2, it can be seen that the SPN model can ef-
fectively exhibit the IF characters such as state transition, temporal
randomness and fault influence.

The SPN model for IF can be expressed as a septuplet.

SPN =< P,T,F,E,W,M.R > 9)

Where P = {P0,---P3} represents the set of places, T = {fy,"**t5}

represents the set of transitions, /7 represents the arcs, E = {E;,-- E¢}

represents the enable function of transitions, /¥ represents the weight
of arcs. My ={my, --m3} represents the initial number of tokens in
the places. R ={ag,--ag} represents the set of transition firing rates.

Assume that the transition firing rate is subjected to negative ex-
ponential distribution. The SPN model will be homogeneous with fi-
nite Markov chain. After analysing, the IF SPN model is converted
into a Markov chain, as shown in Fig. 3. The physical meanings of
different states and the corresponding tokens in different places is
shown in Table 2.

From Fig. 3, we can obtain the transition rate matrix Q:

Table 2. Markov states’meanings and token numbers in different places

M PO P1 P2 P3 Meanings

Mo 2 0 0 0 NO IF, NO Error
M1 1 1 0 0 IF active, NO Error
M2 1 0 1 0 IF inactive, NO Error
M3 0 1 0 1 IF active, Error
M4 0 0 1 1 IF inactive, Error
M5 1 0 0 1 NO IF, Error

=

Fig. 3. Isomorphic Markov chain of SPN model

Q= [q!f ]st =
[—a, a, 0 0 0 0
a, —(a,ta,+ay) a, a, 0 0
a, a, —(a,*a,) 0 0 0
0 0 —(aytay) - 4 @
0 s a, —(ayta,tag) 4,
| a 0 0 a, 0 —(a,+ay) |

where {g;; | i,/ =0,1,---,5} is the transition rate from state 7 to state ;.

4.2. Probabilities solution of SPN formalization model

(1) Solution of transition probability
The transition probability matrix P(¢) is:

Poo Por 't Pos
P() = P}o P}l P}s
Pso Ps1 -t Pss

where {p;; |i,j=0,---,5}is the transition probability from state i to
state j . Based on the Kolmogorov forward equation, the time deriva-
tive of P(¢) is:

P(6) = P(0)x 0 (10)

Eq. (10) is solved to obtain:

o £
Pi)=e?" =Y —(th!) (11)

k=0

(2) Solution of state probability distribution

The probability of residing in state i at time ¢ is p;(¢), and then
the state probability distribution at time ¢ is:

E@)=[po() pm@) ps®] (12)
According Fokker-Planck equation, the time derivative of F(z)
is:

F(t)= F()Q (13)

Assume that the initial distribution is £(0)=[1 0 0 0 0 0], and

then it can obtain via the Laplace transform as bellow:
F(s)=[100 00 0]x[si-O]" (14)

So the state probability distribution at time ¢ can be obtain via the
inverse Laplace transform of Eq. (14).1t satisfies with:

F()=[10 00 0 0]P() (15)

(3) Solution of steady state probability distribution
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{P1i=0,1---5} is the steady probability of residing in state i.
The steady state probability distribution is:

L=lh A - 5] (16)
Then Fokker-Planck equation is:

KQ=0 (17)

Solve Eq. (17) to obtain P, . It is a linear equation set.

5. Application of the SPN formalization model

The SPN formalization model can mathematically express IF
well. In this section the IF parameters defined previously are calcu-
lated based on the model.

5.1. Computation of intermittent fault parameters

As can be seen, the fault activity number N depends on the eval-
uating time length. Activity frequency fy depends on the activity

number. IF lasting time 7; depends on the variation of environment
such as vibration and temperature. IF occurring condition probability

p; is only considered when there are multiple IF modes. Fault inac-

tivity probability p™ can be calculated by subtracting fault activity
probability from 1. So these parameters are not analysed by the SPN
model.

(1) The expectation time of residing in different states can be cal-
culated as:

IF =BT =—L 0.5 (18)

(2) The expectation of IF activity time is:

Tf = E[T4] = E[T;]+ E[T3]
19

I 1 L1 (19)
Q11 933 axtaztas

a) + as
(3) The expectation of IF inactivity time is:
Tf = EIT;1= ETy]+ E[Ty]

1 (20)
(10+(14 a0+a4+a6

(4) The expectation of IF pseudo period is:
15 =TF +1F (1)
(5) The expectation of error delay time is:

1 1
TF = ETy]=—=— (22)
q13 45

(6) The expectation of error duration time:

The stepping route of error states is shown in Fig. 4. There are
two cyclic return paths. The expectation of error duration time is the
summation of time in all the states.

When it is in state M4, the expectation time of one-step transition
is:
M3

O\

M4 ——p M5

v v

No error No error

Fig. 4. Stepping route of error states in one cycle

M4 _oE E E E
T.77 =Ty +(pasTs + pasls + paaly’) (23)

When it is in state M5, the expectation time of one-step transition
is:

M =1F + (pssTf + pssTE) (24)

When it is in state M3, the expectation time of one-step transition
is:

M3 _ E £ E £
.77 =13 +(p3aly + pysls +p33ls) (25)

Because M3 is the initial state of the error cyclic route, so substi-

tute T4E in Eq. (25) as TCM # and T5E as TCM 3, the expectation time
in one cycle is:

E £
T, =15 +(p3apPa3 + P3sPs3 + p33)13
+ (P34 + P3apa) Ty (26)

E
+(P3s5 + P3aPas + P3sPss)Ts
So the total time of error states after » cycles will be:

T, =T + A(4+1)""'1f
+B(A+)"ITE 27)
+C(A+)"'TE

Where A= p3apy3 + P3sPs3+ P33 B = p3s+ p3apaa

C = p3s+ P34Pas + P35Pss -

As 0<A<<1, (A+1)"" canbe neglected when n is not large,

so the expectation of error duration time can be calculated as:
T, =7f + arf + BTf + cTf (28)
(7) IF existing probability is calculated as:
_R+B+B+ R
p =75
2
5=0

(8) Fault activity probability is calculated as:

29
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A_ R+A

e —— (30)
R+P+P+P
(9) Causing error probability is calculated as:
E
P =P 31)

5.2. Case study

Take a connector’s intermittent contact fault as an example. The
parameters are calculated based on the SPN model. Fault occurring
rate is le-7, other rates is shown in Group 1 of Table 3. As shown in
Fig. 5(a) and (b), resident time and steady probability of state MO is
very large, while in other states they are almost negligible. The exist-
ing probability of IF is just 9.9999e—6. It is because
that the IF occurring rate is very small. As shown
in Fig. 5(c) and (d), when IF occurs, fault activity
time is greater than fault inactivity time, and fault
activity probability is greater than fault inactivity
probability. It is because that IF turning into inac-
tivity rate is smaller than IF turning into activity
rate. Since IF causing error rate is a little larger than
sum of IF recovering rate and IF turning into activ-
ity rate, the IF causing error probability is 0.5 plus.

The long error duration time is due to the low error
recovering rate.

To compare with the generic situation, i.e.

Time /s

ity is very large, thus the fault activity time is larger. Meanwhile both
of the causing error probability and error duration time increase. In all
the four groups, the causing error rate hasn’t been altered, so the error
delay times are the same.

To examine the influence of continuous variety of one rate, set the
fault occurring rate comparative with others. It is considered that the
rate of IF turning to inactivity is varying from zero to seven and other
rates are shown in Group 5 of Table 3. The result is shown in Fig. 7
and Fig. 8. It can be observed that when the rate of fault turning into
inactivity increases, the resident time of state M1 and M3 decrease
(curve 2 and 4 in Fig. 7(a)) as others keep in constant. It is due to the
decrease of activity time (curve 1 in Fig. 8 (a)). Consequently both
of the fault causing error probability (curve 3 in Fig. 8(b)) and error
duration time (curve 5 in Fig. 8(a)) decrease.

As shown in Fig. 7(b), with the increasing of rate a5 , the proba-
bilities in inactive state increase (curve 3 and 5), and the probability in

1(3)
5_ .
o_l_l_l_D_I_L- o HNCN

T T2 T3 T4 T5
1o
1x
5_ .
2 . .

P1 P2 P3 Pa P5

Group 1, set the rate of IF recovering , turning into G . S =y
. .. .. .. 10 210 | | Bl Groupt
inactivity and turning into activity an extreme value = | | B Group2
respectively, as shown in sets of Group 2-4 in Table E il : | Ez::::i
L L L L L Il e b
3. In the table the altered rates compared to Group g i ®) 0 T T2 T3 T4 L
1 are marked with bold Italic font. It should be not- £ ' T 3R
ed that the rate 100 is large enough to exhibit the g &= : : | e
margin result. The computation results are shown o © o P P2 +3 Fa PE | “'_
. . P . T T | e i o s e -7 0 S et s 11, ¥t e e e egea -7, S S e bt i £ S Group1
in Fig. 6. Compared to Group 1, in Group 2 the re- = S Group?
covering rate is larger, so the IF existing probability é o5 — e
is almost zero. IF activity time and inactivity time 0( P T e Ta Yo
decreases, a Xiaomi YI nd it is almost always in ac- £ 1 - =g;::P‘
. P2
tive state when IF occurs. Compared to Group 1, 0.5 lJ I l gg::::
in Group 3 the rate of IF turning into inactivity is ° 5 o s

so large that the fault is almost always inactive, so
the inactivity time is greater than activity time and
the fault activity probability decreases. Compared to
Group 1, in Group 4 the rate of IF turning into activ-

Fig. 6. Parameter solutions for different setting groups (a) resident time of states, (b) state steady
probability, (c) different times, (d) different probabilities

1ox ¢’ (8 Table 3. Transition firing rate sets
] 1
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Fig. 5. Parameter solutions of connector intermittent contact fault (a) resident E liminat
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Fig. 7. Solutions of different states varying with IF turning into inactivity rate
(a) expectation time, (b) steady state probability

‘I(a) 1 (b)
_ ~o-(DActive Time B[ QIF Exilsting Prob
& @lnactive Time \ = %-IF Active Prob
. |-+-@Pseudo-period * (@Caused Error Prob
0.8 " |-=@Error Delay Time 0.8¢ 1
. % |7 (©Error Lasting Time B
% i 0OO00PROVO0000
«06(% * 2 0.6 S,
0] | ™ o L
B b 4, = a
£ 0 Sy g |*
04} ¥ o 204 1
4 5 n-
" *
0.2 e
0 : 0 :
0 5 10 0 ) 10

Firing rate a3 Firing rate a3

Fig. 8. Solutions of different states varying with IF turning into inactivity rate
(a) times, (b) probabilities

error state decreases (curve 6). The reason of steady probability in
state MO increasing (curve 1) is the increasing opportunity of return-
ing MO from M2 via transition #, when the steady probability in M2
increases rapidly (curve 3). The steady probability in state M1 first

increases, reaching maximum value when a; is three, and then de-
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creases. As shown in Fig. 3, when a3 is zero, state M1 will turn into
state M3 or M0. State MO can return to M1, but state M3 can’t return

to M1. With the increasing of a5 , the probability of residing in state
M2 increases, and thus the opportunity of returning from state M2 to
M1 increases. Consequently the steady probability of M1 increases.
But when the rate a3 is up to three, it is equivalent to the rate of tran-

siting from state M1 to M3, and then the effect of increasing steady
probability of M1 which comes from the return transition from M2 to

M1 is no longer predominant, thus the continuous rising of a3 will

result in the increase of fault inactivity probability and decrease of
activity probability.

The computation examples above show the availability of the SPN
model. The parameters of IF can be analysed and calculated based on
the SPN model. So the complicated IF problem is reduced to the study
of transition firing rates.

6. Conclusions

In this paper the conception of IF is analysed, so as that the confu-
sions on it are clarified. The systemic intermittent fault event and IF
are distinguished, thus a more appropriate definition of IF is given
out. Considering the statistical and temporal characters of IF, the pa-
rameter framework of IF is constructed, which includes the parame-
ters in statistical domain and time domain. These parameters can more
fully characterize the IF. And then the SPN formalization model for IF
is proposed. This model can mathematically express the IF problem
and reduce the complex problem into studying the seven parameters
of transition firing rate. As an application of the SPN formalization
model, the IF parameters can be calculated based on it. The computa-
tion method is given out and a case of calculating these parameters
shows the availability of the SPN formalization model.

During the further research, the solution of transition firing rate
should be studied, and then the IF diagnosis and prognostic of remain-
ing life could be studied based on the SPN model.
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DECISION SUPPORT AND MAINTENANCE SYSTEM FOR NATURAL HAZARDS,

PROCESSES AND EQUIPMENT MONITORING
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ZAGROZEN NATURALNYCH, PROCESOW | URZADZEN

This paper presents the DISESOR integrated decision support system and its applications. The system integrates data from dif-
ferent monitoring and dispatching systems and contains such modules as data preparation and cleaning, analytical, prediction
and expert system. Architecture of the system is presented in the paper and a special focus is put on the presentation of two issues:
data integration and cleaning, and creation of prediction model. The work contains also two case studies presenting the examples
of the system application.

Keywords: decision support system, prediction, expert system, data cleaning, process monitoring, device moni-
toring, hazard.

W pracy przedstawiono zintegrowany system wspomagania decyzji DISESOR oraz jego zastosowania. System pozwala na inte-
gracje danych pochodzqcych z réznych systemow monitorowania i systemow dyspozytorskich. Struktura systemu DISESOR sktada
sie z modutow realizujgcych: przygotowanie i czyszczenie danych, analize danych, zadania predykcyjne oraz zadania systemu eks-
pertowego. W pracy przedstawiono architekture systemu DISESOR, a szczegolny nacisk zostal potozony na zagadnienia zwigzane
z integracjq i czyszczeniem danych oraz tworzeniem modeli predykcyjnych. Dziatanie systemu przedstawione zostalo na dwoch
przyktadach analizy dla danych rzeczywistych.

Stowa kluczowe: system wspomagania decyzji, czyszczenie danych, predykcja, system ekspertowy, monitorowa-

nie procesow, monitorowanie urzqdzen, monitorowanie zagrozen.

1. Introduction

Coal mining is a heavy industry that plays an important role on
an energy market and employs hundreds of thousands of people. Coal
mining is also an industry, where large amount of data is produced
but little is done to utilise them in further analysis. Besides, there is a
justified need to integrate different aspects of coal mine operation in
order to maintain continuity of mining what can be done by introduc-
tion of a decision support system (DSS).

Currently coal mines are well equipped with the monitoring, su-
pervising and dispatching systems connected with machines, devices
and transport facilities. Additionally, there are the systems for moni-
toring natural hazards (methane-, seismic- and fire hazards) operating
in the coal mines. All these systems are provided by many different
companies, what causes problems with quality, integration and proper
interpretation of the collected data. Another issue is that the collected
data are used chiefly for current (temporary) visualisation on boards
which display certain places in the mine. Whereas, application of do-
main knowledge and the results of historical data analysis can im-
prove the operator’s and supervisor’s work significantly.

For example, due to the short-term prognoses about methane con-
centration, linked with the information about the location and work
intensity of the cutter loader, it is possible to prevent emergency en-
ergy shutdowns and maintain continuity of mining (the research on
this methodology was discussed in [27]). This will enable to increase
the production volume and to reduce the wear of electrical elements

whose exploitation time depends on the number of switch-ons and
switch-offs.

It is possible to see the rising awareness of monitoring systems
suppliers who has started to understand the necessity to make the next
step in these systems development. Therefore, the companies provid-
ing monitoring systems seek their competitive advantage in equipping
their systems with knowledge engineering, modelling and data analy-
sis methods. This is a strong motivation to consider a DSS presented
in this paper.

The goal of this paper is to present an architecture of the DISESOR
integrated decision support system. The system integrates data from
different monitoring systems and contains an expert system module,
that can utilise domain expert knowledge, and analytical module, that
can be applied to diagnosis of the processes and devices and to predic-
tion of natural hazards. Special focus of the paper is put on the data
integration and data cleaning issues, such as outlier detection, realised
by means of the data warehouse and the ETL process. The work also
contains a more detailed presentation of the prediction module and
two case studies showing real applications of the system.

The contribution of the paper consists of the architecture of the
DISESOR integrated decision support system, its data repository and
prediction module. Additionally, it covers the presentation of the is-
sues connected with the preparation and cleaning of the data collected
by monitoring systems, especially outlier detection. Finally, the con-
tribution covers case studies presenting application of the described
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system to abyssal mining pump stations diagnostics and methane con-
centration prediction in a coal mine.

The structure of the paper is as follows. Section 2 presents the
works related to the presented topic. The architecture of the DISE-
SOR system and its data repository are presented in section 3. The
more detailed descriptions of the data preparation and cleaning and
prediction modules are presented in sections 4 and 5 respectively. The
case studies of abyssal mining pump stations diagnostics and methane
concentration prediction task are presented in sections 6 and 7 respec-
tively. Section 8 presents the final conclusions.

2. Related work

The typical environments deployed in a coal mine are monitor-
ing and dispatching systems. These systems collect a large number of
data which can be utilised in further analysis, e.g., on-line prediction
of the sensor measurements, which area was surveyed in [11]. Such
analysis can address different aspects of coal mine operation such as,
e.g., equipment failure or natural hazards.

The examples of the research in the field of natural hazards in an
underground coal mine cover, e.g., methane concentration prediction
and seismic hazard analysis. The research on the prediction of the
methane concentrations was presented in [26, 27, 28]. Application of
data clustering techniques to seismic hazard assessment was present-
ed in [15]. There are also approaches to prediction of seismic tremors
by means of artificial neural networks [8] and rule-based systems [9].
Each research listed above is a standalone approach not incorporated
into any integrated system.

Analytical methods that were mentioned require the data which
are extracted, cleaned, transformed and integrated. Decision support
systems utilise a data repository of some kind, e.g., a data warehouse
[13]. The critical dependence of the decision support system on a data
warehouse implementation and an impact of the data quality on deci-
sion support is discussed in [17].

There are applications of machine learning methods to diagnos-
tics of mining equipment and machinery presented in literature [4,
5,12, 19, 30]. The issue of mining industry devices diagnostics was
raised among others in the works [7, 10, 18, 25, 31]. Besides, some
initial concepts of the system that processes data streams delivered by
the monitoring systems were presented in [6].

However, to the best of the authors knowledge there is no exam-
ple of the integrated decision support system for
monitoring processes, devices and hazards in a
coal mine (except the work dealing with DSS
for coal transportation [14], which loosely cor-
responds to the given topic).

Coal mine site 1

| Sensor | | Sensor 2

Monitoring system

!

3. System architecture

The general architecture of the DISESOR
integrated decision support system is presented
in Fig. 1. The architecture of the system con-
sists of: Data repository, Data preparation and
cleaning module, Prediction module (that are
presented in more detail in the following sec-
tions), Analytical module and Expert system
module (shortly presented below, as they are
not the main focus of the paper).

== ———

3.1. Decision support system

The core of analytical, prediction and ex-
pert system modules is based on the RapidMin-
er [22] platform. The RapidMiner environment

Dispatching system

and views. Therefore, an advanced user can use the whole function-
ality of RapidMiner, whereas the non-advanced user can use such
thematic operators as e.g., “Solve a methane concentration predic-
tion issue” or “Solve a seismic hazard issue”. Additionally, due to the
target application of the system in Polish coal mines the RapidMiner
environment was translated into Polish (for this reason several figures
in this work contain Polish names). Finally, RapidMiner was extended
in the created application by additional operators wrapping R [21] and
MOA (Massive On-line Analysis) [1] environments.

The goal of the Data preparation and cleaning module, which is
referred further as ETL2, is to integrate the data stored in data ware-
house and process them to the form acceptable by the methods cre-
ating prediction and classification models. In other words the ETL2
module prepares the training sets.

Prediction module is aimed to perform incremental (on-line) learn-
ing of predictive models or apply classification and prediction models
created in analytical module for a given time horizon and frequency of
the values measured by the chosen sensors. This module also tracks the
trends in the incoming measurements. The created predictive models
are adapted to the analysed process on the basis of the incoming data
stream and the models learnt on historical data (within the analytical
module). The module provides the interfaces that enable the choice of
quality indices and their thresholds that ensure the minimal prediction
quality. If the quality of predictions meets the conditions set by a user,
the predictions will be treated as the values provided by a soft sensor.
They can be further utilised by e.g., expert system but also they can be
presented to a dispatcher of a monitoring system.

Expert system module is aimed to perform on-line and off-line
diagnosis of machines and other technical equipment. It is also aimed
to supervise the processes and to support the dispatcher or expert de-
cision-making with respect to both technical condition of the equip-
ment and improper execution of the process. The inference process
is performed by means of classical inference based on stringent rules
and facts, fuzzy inference system or probabilistic inference based on
belief networks. Additionally, the system contains a knowledge base
editor that allows a user to define such rules and networks.

Analytical module is aimed to perform analysis of historical data
(off-line) and to report the identified significant dependencies and
trends. The results generated by this module are stored in the reposi-
tory only when accepted by a user. Therefore, this module supports
a user in decision-making of what is interesting from monitoring and

Data integration
ETL process

Data preparation and cleaning

L O\

Analytical module Prediction module Expert system module

i ' i i

was customised to the requirements of the non-
advanced user by disabling unnecessary options

Fig. 1. Architecture of the DISESOR integrated decision support system
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prediction point of view. Besides, it provides additional information
that can be utilised to enrich the knowledge of expert system or that
can be utilised to comparative analysis. The module supports identifi-
cation of changes and trends in the monitored processes and tools and
it also enables to compare the operator’s and dispatcher’s work.

3.2. Datarepository

Data repository was designed as a data warehouse of a snowflake
structure, that is presented in a general form in Fig. 2. The structure of
a data warehouse results from the analysis of databases of the existing
monitoring systems and the characteristics of the known sensors. The
full list of tables with their description is presented in Table 1.

l Time H Measurement H Source

Location

Fig. 2. Simplified schema of data repository

Table 1. Tables creating a data warehouse structure

* name (e.g. MM256),

* description (e.g. methane meter number 256),

* type name (e.g. methane meter),

» measured quantity (e.g. methane concentration),

* measurement unit (e.g. %CH4),

» name of a system that collects the data (e.g. THOR),
* range of measurements.

The Source table is described by means of Location dimension,
that describes where in a coal mine it is located. The location has
hierarchical structure, some sample hierarchy is presented in Fig. 3.
The top-most level of the hierarchy is formed by coal mine divisions.
Divisions consist of seams, which are divided into mining areas. At
the bottom of the hierarchy there are mining workings.

The data warehouse is loaded with data by means of the ETL
process designed for the main monitoring and dispatching systems for
coal mining, which are deployed in Poland, Ukraine and China, e.g.,
THOR dispatching system [24] or Hestia natural hazards assessment
system [9]. The ETL process was designed by means of Open Talend
Studio [29].

During the tests of the created solution the data warehouse was
loaded with 800 million records what resulted in 200 GB of data. It
enabled the performance tests and optimisation of both the logical

data warehouse structure and database management
system (PostgreSQL [20]). As a result the Meas-

Measurement Value of a measurement

urement data table was partitioned according to the
months of measurements and the indices for foreign

State State of a measurement, e.g., alarm, calibration, breakdown

keys in this table were created. On the DBMS side

Discretisation The measured values can be of discrete type

several configuration parameters were adjusted, e.g.,

shared buffers, work mem, checkpoint segments,

Time

Time of a measurement, range [00:00:00, 23:59:59], 1 second resolution

Time_category

Category, e.g., mining or no mining

Date

Date of a measurement

Location

Location of the measurement source

Location_attribute

Characteristics of the given location

Location_hierarchy

Hierarchical structure of location

Source

Measurement source, e.g., sensor or device

Source_attribute

Characteristics of the given source

effective_cache_size.

4. Data preparation and cleaning

The goal of ETL2 (Data cleaning and preparation)
module is to deliver integrated data (in a form of a
uniform data set) coming from chosen sources (espe-
cially sensors) in a chosen time range. Therefore, in
this section the issues of frequency adjustment, aggre-
gation and missing values imputation are presented.

The outlier detection issues are extended in the sub-

Fig. 3. Location hierarchy in a coal mine

The central table of the data repository is Measurement where all
the measurements are stored. The dimensions related to the Measure-
ment table are Date, Time and Source. Date and Time describe when
the measurement was registered, whereas Source describes what reg-
istered the given measurement. The Source table contains among oth-
ers such information about sensors/devices as:

section 4.1.

Measurements can be collected with dif-
ferent frequencies. Additionally, some systems
collect a new measurement only after signifi-
cant (defined in a monitoring system) change
of the measured value. Table 2 presents how
the measurements of two methanometers can
look like, when collected directly from the data
warehouse. The ETL2 process uniforms the data
to the form, where each recorded measurement
represents the time period defined by a user,
e.g., 1 second (Table 3).

Within the ETL2 module there are also ex-
ecuted procedures of data cleaning, that iden-
tify outlier values and impute the missing val-
ues. These tasks are realised both by means of
the simple functions presented below and by
means of operators available in RapidMiner
environment.

Another operations performed by means of the methods includ-
ed in the ETL2 module are data aggregation (e.g., 10 measurements
are replaced with 1 measurement) and manually performed defini-
tion of derived variables (e.g., a new variable can be calculated as a
sum of the values of two other variables). The general scheme of data
processing within ETL2 module is presented in Fig. 4.
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Table 2. Data collected directly from data warehouse (- means that the mea-
surement value does not change, ? means a missing value)

MN234 [%CH,] MN345 [%CH,] T[s]
0.1 0.1 0
0.2 - 1
- 0.2 4
0.5 ? 7
0.3 0.3 9

Table 3. Data prepared to the further transformation, cleaning, etc.

MN234 [%CH,] MN345 [%CH,] TIs]
0.1 0.1 0
0.2 0.1 1
0.2 0.1 2
0.2 0.1 3
0.2 0.2 4
0.2 0.2 5
0.2 0.2 6
0.5 ? 7
0.5 ? 8
0.3 0.3 9

All the phases of processing presented in Fig. 4 are performed
as separate RapidMiner operators. As a result of the processing per-
formed by means of the ETL2 module we receive a data set that can
be either analysed (by means of analytical module), or utilised to pre-
diction model creation (by means of prediction module), or utilised
within diagnostic process (by means of expert system module).

In order to select the variables that should be analysed a user can
utilise THOR dispatching system, where each sensor (and attributes)
are presented on a map of the region of interest. An exemplary screen
of the THOR system is presented in Fig. 5. The system that is be-
ing created enables in turn, data (time-series) visualisation in order
to select the time periods, that are the most interesting from the ana-
lyst point of view. Fig. 6 presents
the visualisation of time-series
consisting of several thousands of
records. The developed operator
creating such visualisation utilises
R environment [21].

Aggregation of the measure-
ments replaces several values with
a single one. The period of aggre-
gation is chosen by a user, who sets

e

Qource da1a:>

Attribute selection
Data aggregation and unification

|

Qutliers detection
Missing values imputation

|

Derived attribute values calculation
Additional data aggregation

@ulout d@

User interaction

Fig. 4. General characteristics of the data processing in ETL2 module

aggregated data. The weight calculation is also based on a weighted
average for all the attributes. This approach enables us to reduce the
number of missing values in data and introduce weights that can be
utilised by the chosen methods (e.g. rule induction).

The operator that imputes missing values performs the analysis
of each attribute separately. The following methods that change the
value or imputing the missing value can be utilised:

* a logical expression defining the replacing values (e.g. replace
each value <1 with ,,low state”),
* the way how to receive the replacing values:
o the value set by a user,
o the last valid measurement,
o average of the neighbouring measurements (with the param-
eter defining the number of neighbours),
o linear regression of the two points (the last one before miss-
ing values section and the first one after this section),
o linear regression of the data preceding missing values (with
the parameter defining the window size).

The maximal number of consecutive missing values that can be
imputed is defined as a separate parameter, as imputing the values for
the long breaks in the measurements has no practical meaning. If the

a number of measurements that [
should be aggregated or a time unit ;
defining the windows containing
measurements to be aggregated.
The following aggregation opera-
tors are available for each attribute:
average, minimum, maximum,
median, dominant, the number of
occurrences. For each record being
the result of the aggregation there
is calculated a weight, that is in-

versely proportional to the number
of missing values existing in the

Fig. 5. Visualisation available in THOR dispatching system presenting a topology of the sensors
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ing cycle on a chosen longwall

resulting data set still contains missing values, the analyst can use a
number of methods that are able to analyse data with missing values.

Introduction of a new derived variable can cover, among others,
introduction of delays (the values of the previous measurements) or
calculation of increments and trends (e.g. as an ordinal - increases,
decreases). Another operator enables data smoothing by means of dif-
ferent filters (e.g. average, median). Finally, the last operator enables
creation of dependent variable (decision variable). Typically, this var-
iable contains the moved forward values of the chosen attribute, what
enables to receive a proper prediction horizon. The operator defining
the dependent variable has

expanded  functionality
what enables e.g. to define
the dependent variable as 6
a maximal value of a giv- /‘
en attribute in a defined S|
time interval (e.g. 3 to 6 4
minutes in advance). o
It is also important 3 3
that within the developed 2
framework the operators
can be applied multiple 1
times and in unrestricted J

order. Moreover, it is pos- |
sible to pre-process data 500 1000
by means of the operators Sample
delivered by RapidMiner, :

that are dedicated to mul- 100

tidimensional  analysis/
identification of outliers
and missing values (e.g.
the operator applying lo-
cal k-NN to missing val-
ues imputation).

When  data  pre-
processing is finished, the
whole process is saved
according to XML-based
RapidMiner standard, that

RHO

500 1000
was created for the needs Sample

of the system. Thereby,
the prediction module and

Ll

Fig. 6. Visualisation of exemplary time-series: methane concentration, air flow and min-

1300

expert system module are able to transform the incoming data
to the form that is acceptable by prediction and inference solu-
tions. The incoming data in this case are collected on-line di-
rectly from the monitoring systems.

4.1.0utlier detection methods

Analysis of data coming from several underground coal
mines showed that the missing values are relatively rare be-
cause most of the monitoring systems are the safety ones, where
undisturbed data transfer is of the high importance. The meth-
ods that are based on linear interpolation or the last measured
value approach fit well to the imputation of missing value task.
Among 800 million data measurements that were loaded to
DISESOR data repository only 0.5% contained missing values.
These missing values consisted of single missing measurements,
tens of missing measurements or longer periods of missing val-
ues being a result of transmission break (in this last case there is
no effective method of missing value imputation).

The issue that is much more complex is detection of out-
lier values that can be a result of measurement interference.
RapidMiner environment, except manual (expert) elimination
of missing values that were mentioned above, offers several
methods of automatic outlier detection. Such analysis is mul-
tidimensional, what means that impact of each variable of a given
record is verified. Four methods of this type were evaluated during
this research. These methods are characterised by high effectiveness
in outlier detection and efficiency, as they do not require extensive
computations. The methods that were chosen are the following [22]:

* Detect Outliers — Density (CDODe) — the method identifying
the outliers on the basis of their density. The method requires
two parameters. A record is identified as an outlier if there is at
least the defined ratio of other records (where the ratio is given

988
986

984

Ps

982

980

978~

500 1000 1500
Sample

1500 500 1000 1500

Sample

Fig. 6. Visualisation of exemplary time-series: methane concentration, air flow and mining cycle on a chosen longwall
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as a parameter p) being more dis-
tant from this record then defined

parameter d.
*k-NN Global Anomaly Score | Algorithm

(GAS) — the method based on
kNN approach. Each record is
associated with its average dis-

Table 5. Evaluation of outlier detection methods — random values within a given range

tance to the rest of the records (by GAS

means of KNN method). Next, the
record is identified as an outlier
(or not) on the basis of interquar-
tile range analysis.

* Local Density Cluster-Based Out-
lier Factor (LDCOF) — the method
utilizing cluster analysis. A record
is identified as an outlier on the
basis of its distance to the cen-
troid of the nearest large cluster.
The distance is normalised by av-
erage distance to centroid among
the members of this cluster. This

CO,data
Parameters 0.5% 1% 3% 0.5% 1% 3%
Training Testing

0.5% - 81.51 71.25 75.93 81.39 71.25

1% 78.49 - 83.58 78.21 7830 78.31

3% 63.77 78.81 - 76.04 74.79 72.80

0.5% - 85.40 84.93 80.49 80.96 77.45

HBOS 1% 85.23 - 82.44 84.18 84.65 81.41
3% 81.40 85.95 - 81.40 81.13 74.87

0.5% - 81.51 76.11 75.93 81.39 71.25

LDCOF 1% 78.49 - 83.58 78.21 78.30 78.31
3% 63.77 78.81 - 76.04 74.79 72.80

0.5% - 86.19 86.39 83.71 83.55 80.58

CDODe 1% 77.69 - 81.14 83.16 80.52 75.61
3% 81.46 81.39 - 81.48 81.53 80.34

method identifies small clusters
as outliers.
 Histogram-based Outlier Score
(HBOS) — the method based on a frequency histogram. The
histogram can be created for the number of bins defined by a

500

1000 1500

Sample

Fig. 8. CO, time series, with generated outlier values

Table 4. Evaluation of outlier detection methods — noise with normal distribution

user or derived dynamically. The records belonging to the bin
of the smaller size are labeled as outliers.
A more detailed description of the methods presented above can be
found in RapidMiner documentation [22].

The methods listed above were applied to the analysis of time
series of measurements registered on the operator platform in mine
dewatering station [24]. Each record is characterised by the follow-
ing variables (see Fig. 7): CO2 — CO2 concentration on the operator
platform, Ps — atmospheric pressure, RHO — humidity on the operator
platform, TP — temperature on the operator platform.

In order to verify the efficiency of outlier detection methods the
outlier values in quantity 0.5%, 1%, 3% of original datasets were in-
troduced to them. The outlier values were generated with use of noise
with normal distribution.

The datasets were divided into training (2/3 of original time series
— initial part) and test (1/3 of original time series — last part) datasets.
The task was defined as a classification one, where two classes were
defined — outlier values and correct values. Due to the imbalanced
distribution of the examples from the two classes the results are pre-
sented as balanced accuracy reflecting average classification accu-

racy in each of the classes. The value 50
means that all the examples were classi-

Balanced accuracy

fied to one class what makes the method

Algorithm | Parameters 0.5% 1% 3% 0.5% 1% 3% uselle)sl;ing the first phase, where training
Training data Test data data were analysed, the optimal param-
0.5% _ 94.44 65.74 100 100 71.30 eters of the outlier detection algorithms
GAS 1% 100 - 778 100 100 0074 were searched. The parameters were
: : searched for each of the three experi-
3% 100 100 - 100 100 100 ments (0.5%, 1%, 3%). When the param-
0.5% - 99.50 99.58 99.53 99.50 98.84 eters were calculated, they were applied
to test data analysis. The results of the
HBOS 1% 98.29 - 97.47 98.49 100 98.59 . .
analysis are presented in Table 4.
3% 100 97.22 - 100 80.56 100 The second experiment was designed
0.5% - 100 100 100 100 100 in such way that the outlier values were
LDCOF 1% 100 - 100 99.94 99.94 100 generated randomly from a given range
encompassing the original measure-
3% 95.07 95.24 N 95.05 94.99 96.56 ments. Fig. 8 presents CO, time series
0.5% - 100 100 99.28 100 100 containing 3% of outlier values.
CDODe 1% 100 _ 100 99.28 100 100 The results of the analysis are pre-
3% 100 100 - 100 100 100 §ented in Table 5 It is clear that this Fask
is much more difficult than the previous
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one. It can be noticed that the CDODe method is the most stable ap-
proach and it gives the best results of outlier identification.

The CDODe algorithm is a default approach to outlier identifica-
tion in multidimensional time series in the DISESOR system.

5. Prediction module

Prediction module is based on, so called, prediction services. Pre-
diction service is a webservice that predicts values of a variable (dis-
creet or continuous) on the basis of input vector. Prediction service is
inseparably connected with a model (regression or classification one)
that is the basis of the prediction.

The basic scenario of prediction service application is as follows:

1. Client sends a prediction execution request accompanied by a
vector of conditional attributes and a timestamp.

2. Service calculates the prediction delivering a vector of condi-
tional attributes as a model input. The attribute values come
directly from a monitoring system, because the data ware-
house is not loaded online. The values of the attributes are
transformed according to the dedicated ETL2 process to the
form acceptable by the prediction model.

3. Service loads the results to a database.

The architecture of the Prediction module is presented in Fig. 9.

[T —— sl

Service configuration
wizard

Client | ===
Prediction measurements
services

Service 1 | Service 2 | Service N

prediction values
and real values

v\rl

Visualisation .

Fig. 9. Architecture and operation of prediction module

Database, which is an internal RapidMiner repository, stores the
description of a model and the transformations of the attributes. Ad-
ditionally, it stores the information about training data, the parameters
of the minimal model quality and both predicted and real values of
dependent variable. Each model adaptation results in a new database
entry what makes the history of the changes available to the users.

Predictions can be visualised and compared on a single chart with
the real values that are measured. Such visualisation can be performed
by a monitoring or dispatching system (e.g. THOR dispatching sys-
tem), where predicted values are delivered as measurements of a vir-
tual sensor and the values of both sensors (virtual and real) can be
easily compared.

It is assumed for the current module version, that if the quality of
the predictions decreases below a given threshold, then a new training

set is automatically collected. The size of this new data set is the same
as size of the original data. The model adaptation is performed by
modifying only the parameters of the existing model (the method and
algorithm is not changed). Next, the quality of the model is verified
on the same data that triggered the model adaptation (these data are
not the part of the new training data set). If the quality of the adapted
model is satisfactory, then this new model is applied to prediction.
Otherwise, a message is generated stating that prediction cannot be
continued and it is needed to come back to analytical module in order
to create a new prediction model.

The configuration wizard enables to define the so-called quality
monitoring rules. From the practical point of view there is no point
in presenting the minimum model quality by means of the measures
that are well-known by machine learning community, such as overall
classification accuracy, g-mean, specificity, sensitivity, RMSE, MAE
etc. Therefore, quality monitoring rules are based on: a sliding time-
window (e.g. 1 hour) in which the quality is verified, frequency of
the prediction calculation (e.g. 1 minute) and the indicators which
are typically called FalsePositive and FalseNegative. The values
of these indicators are explicitly defined by a user for each decision
class or only for a target class, e.g. corresponding to “danger”. There-
fore, knowing the values of FalsePositive and FalseNegative [3], and
a number of predictions that are calculated in a

given time-window it is possible to calculate the
values of almost all the possible quality meas-
ures of prediction model. In case of regression
task the module allows so-called insensitivity,
what means that the predictions that differ less
than the given threshold from the real values are
not treated as an error. Additionally, it is pos-
sible to define that the values within the given
range (e.g. corresponding to the “normal” state)
are not counted as errors.

I 6. Example of the system application
to the task of abyssal mining pump
stations diagnostics

Abyssal mining pump stations represent a
fundamental solution to the problem of a coal
mine dewatering. Due to the large responsibility
in maintaining the water at a certain level, that
guarantees the safe operation of the mine, the
systems that oversee the abyssal mining pump
stations are safety systems. The pump monitor-
ing systems are installed in several dewatering
stations and during the normal operation they
register the following pump unit parameters:

* pump unit temperature,
* the power consumed by the motor,
* the current drawn by the motor,

« the productivity of a pump unit.

The values of the parameters listed above are acquired each sec-
ond. Due to the safety constraints the temperature of the pump motor
should not exceed 75 °C and a pump should be turned on when its
temperature decreases below 25 °C.

Each underground water well contains four pumping units (see
Fig. 10).

Analysis of the collected measurements enables the evaluation of
the pump diagnostic states. The following feature vector was used
during the analysis of pump diagnostic states:

Database

Pi= [Ty, Toit20306 13040 La0-500 t50-60,6 L60-70 Pui Quis Lis Dpip Dials
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Pumps located below i
the water level ——eHaug

Fig. 10. Abyssal mining pump station

where:
- Ty — temperature of a pump unit in a
steady state,
- T, — initial temperature of a pump unit,

2] racwa modeh

Zmienne g

jezne wejbciows  Requly

172] wartodt maksymaina:

Pump state diagnostics was based on a Mamdani-type fuzzy sys-
tem [16] with the following rules (the notation (p1, p2, p3, p4) reflects
trapezoidal membership function):

IF T20 30 e (199,255, 255,409 )

IF T20 30 e (0, 197,255,409 ) and
T30 40 e ( 245, 246, 256, 362 ) and
T60_70 < ( 826, 1159, 1473, 679715 ) THEN a new pump unit

THEN a new pump unit

IF T20 30=0andLe(1,1,1,2)

IF T20 30=0and
T40 50 € (0, 0,387,727 ) and
Le(1,1,3,3)

IF T20 30 € (0,255, 255,409 ) and
T, e (73.1,73.41,74.54,81.9)

THEN correct operation

THEN correct operation

THEN correct operation

IF T20 30=0 and
T50 60 € (0,390,390, 551 ) and
Le(3,557)

IF T,e (15.14,19.75,19.75,27.26 ) and
T20 30=0and
T30 40 € (206, 366, 366, 11417 ) and
Le(3,57,7) THEN suitable for repair

THEN suitable for repair

Fig. 11 presents the division of attribute L (number of starts on the
previous day) into fuzzy sets.
In practice, the state suitable for repair does not lead to immedi-

Diagriostyka stanu pompy

Zmsenne Ingatstycne wkciowe

- ty,, — time period when the pump tem-
perature changes by 10 degrees (if the
pump temperature has not reached a given
range, a 0 value was inserted), o

- Py — power of a pump unit in a steady
state,

- Qy — performance of a pump unit in a
steady state, Lo [

- L — number of starts on the previous day,

- D, - time and date when the pump was
turned on,

- D), — time and date when the pump was
turned off.

Dedaj Zresnng

Wizualoasia

Temperature of a pump unit in a steady state
(Ty) was calculated as an average value of the
last two minutes of operation. Each record Py,
reflects a single pumping cycle (starting from
the unit turn on to turn off).

Altusling funkie

Usur Zmianng

Analysis of historical data and interview with ~ Fig. 11. presents the division of attribute L (number of starts on the previous day) into fuzzy sets.

the dispatchers of the station (experts) enabled to
define three diagnostic states: a new pump unit
(also after repair), correct operation and suitable for repair.

The main impact on the diagnostic state of a pump unit have
time periods 7,.,. Along the pump unit operation, when it becomes
exploited, the time periods f,_, become shorter and the critical tem-
perature when the pump must be turned off is reached faster. This
results in pump numerous turn on during the days preceding decision
of its repair. Therefore, the number of times the pump was turned on
is an important diagnostic indication. It has to be regarded, however,
in conjunction with the information about the temperature of a pump
unit in a steady state in order to omit other than high temperature turn
off reasons.

ate brake down of a pump unit. Dispatchers suggested that a pump
classified to this state is able to (or sometimes has to — waiting for a
service) operate up to next 3 months (when a typical operation time
lasts 2 years). In order to improve the accuracy of service prediction
(pump break down) a decision tree was created by means of a decision
tree induction algorithm. Tree induction was performed only on the
examples labeled as suitable for repair. The resulting tree classifies
each vector P; to one of two decision classes: less than a month to
break down and more than a month to break down. The induced tree
utilises only the time periods #._,. An applied train-and-test method
showed the classification accuracy on a level of 90% (the class dis-
tribution was balanced, therefore, this measure is appropriate to clas-
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Fig. 12. The decision tree applied to the expert system

sification quality evaluation). The induced tree (the main node) was
slightly modified, what increased accuracy by 2%, and it was applied
to the expert system. The decision tree that was induced is presented
in Fig. 12, where decision classes: less than a
month to break down and more than a month to
break down are represented as Failure and No
failure respectively.

The expert system works according to the
following steps: after each pumping operation
the diagnostic state of a pump unit is evaluated.
If a pump is classified as suitable for repair,
then the decision tree is applied. It identifies the

~ | Failure
 —

tricity shut-down or can allow to lower the mining activity and
increase the air flow if possible. Therefore, these actions allow
to avoid undesirable situations and unnecessary downtimes.

The task of maximal methane concentration prediction
with the horizon from 3 to 6 minutes was realised within the
DISESOR system. By means of ETL2 module a set of the fol-
lowing sensors was selected: AN321, AN541, AN547, AN6S2,
BA1000, BA603, BA613, BA623, MM11, MM21, MM25,
MM31,MM36, MM38, MM39, MM41, MM45, MM52, MMS53,
MM54, MMS55, MMS57, MM58, MM59, MM61, MM&81.

The data were aggregated applying minimum operation to
anemometer (AN) measurements, average operation to barom-
eter (BA) measurements and maximum operation to methanom-
eter (MM) measurements. The missing values were imputed ap-
plying linear regression method. As a dependent variable MM 59
sensor was chosen. A map presenting the topology of the mining
area and location of the sensors is presented in Fig. 13.

As analytical module is currently being developed, the meth-
od of regression tree induction was chosen arbitrarily to create
the prediction model. The initial tree was created on the basis of
data coming from 1 shift. The model and the list of sensors (vari-
ables) together with the defined transformations were forwarded
to prediction model running a proper service. The time-window
defined for prediction quality monitoring was set to 1 hour and
the model adaptation was executed each hour regardless the
minimum quality requirements. The adaptation could be ex-
ecuted more often if the minimum quality requirements were not
met but there was no such situation. The data that were predicted

were delivered on-line by the simulator of THOR system in order to
simulate the real stream of measurements.

expected time period of the pump operation.

If the pump is classified as less than a month

to break down then the pump should be turned
off because the costs of the repair of the broken
unit are very high.

7. Example of the system application
to the task of methane concentra-
tion prediction in mining excava-

51
MM MM MM

tion

The DISESOR system can be applied to
solve a variety of tasks. This section presents an
example, of the system application to methane
concentration prediction.

Methane concentration monitoring is one of
the main tasks of the natural hazard monitoring
systems in mining industry. Such system is in
charge of automatic and immediate shut-down
of electricity within a given area, if a methane concentration exceeds
a given alarm threshold. The power turn-on is possible after a cer-
tain time (from 15 minutes to even several hours), when the methane
concentration decreases to the acceptable level. This results in large
losses associated with downtime of production. Information from a
soft (virtual) sensor presenting to a dispatcher the prediction of the
methane concentration with a few minute horizon can prevent elec-

Fig. 13. Topology of the mining area and location of the sensors — MMS59 sensor chosen as dependent vari-
able is outlined a thick line

Fig. 14 presents the process of data preparation and the predic-
tion model creation together with the initial regression tree that was
created. Whereas, Fig. 15 presents the plot of the real methane con-
centration and the predicted maximum concentration together with
the histogram of errors that are reported to a user. Currently, the user
interface is in Polish as the system deployment in Poland was planned
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Fig. 14. The process of data preparation and prediction model creation together with the

initial regression tree that was created
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References

in the project. However, the English and Chinese versions are
also planned.

Fig. 15. The plot of the real methane concentration and the
predicted maximum concentration together with the histogram
of errors that are reported to a user

8. Conclusion

The system that is being developed delivers the solutions
for decision support of a dispatcher and process operator. This
system is complete as it delivers the tools that can be applied to
data storage, processing and preparation, and also to definition
of the models based on expert knowledge (expert system) and
the models based on the results of both historical and on-line
data analysis. Due to the application and proper customisation
of existing tools (RapidMiner, R) and development of the pro-
prietary solutions (e.g. ETL2, rule induction and rough set op-
erators [23] that are not available in RapidMiner) a user receives
a broad set of tools that can be applied to different tasks. Finally,
the case studies that were presented show that the system can be
practically utilised in a coal mine industry.

The DISESOR system provides analytical tools available
for advanced users as well as for users who are not data analysts
(through many wizards that facilitate the use of the system).
However, a routine use of the system requires, in our opinion, a
new, gaining popularity, workplace, which is data scientist [2].
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FLEXIBLE TRUNCATION METHOD FORTHE RELIABILITY ASSESSMENT OF

PHASED MISSION SYSTEMS WITH REPAIRABLE COMPONENTS

ZASTOSOWANIE METODY ELASTYCZNEGO OBCIECIA DO OCENY
NIEZAWODNOSCI SYSTEMOW O ZADANIACH OKRESOWYCH
Z ELEMENTAMI NAPRAWIALNYMI

Phased-mission systems (PMS) are the system in which the component stresses and the system configuration may change over
time. Real-world PMS usually consist of a large number of repetitive phases and repairable components. Existing approaches for
the reliability analysis of this kind of PMS tend to suffer from the problem of state explosion or binary-decision-diagram (BDD)
explosion. This paper presents a truncation method based on the BDD and Markov chains to solve the scaling issue. In our ap-
proach, the truncation mitigates the BDD explosion and broadens the applicability of the BDD & Markov method. Different from
the classic truncations, our truncation limit is flexible, which ensures that ensure the truncation error is lower than the predefined
threshold. The advantages of the proposed method are illustrated through two practical PMS which are challenging to classic
non-simulation approaches.

Keywords: flexible truncation limit; phased mission systems, reliability evaluation, repairable components.

Systemy o zadaniach okresowych (phased mission systems, PMS) to takie systemy, w ktorych naprezenia elementow skladowych
oraz konfiguracja systemu mogq z czasem ulega¢ zmianie. W warunkach rzeczywistych, PMS zazwyczaj charakteryzujq si¢ duzg
liczbg powtarzalnych faz zadaniowych i skltadajq si¢ z wielu naprawialnych elementow. Istniejgce metody analizy niezawodnosci
tego typu systemow niestety posiadajq ograniczenia zwigzane z problemem eksplozji stanow lub eksplozji diagramow binarnych
decyzji (binary decision diagram, BDD) Praca przedstawia metodg obcinania opartq na BDD oraz tancuchach Markowa, ktora
pozwala rozwiqza¢ wspomniane problemy zlozonosci obliczeniowej. W proponowanym podejsciu, obcigcie minimalizuje eksplozje
BDD zwigkszajqc mozliwosci zastosowania metody opartej na BDD oraz tanicuchach Markowa. W odroznieniu od klasycznego
obcinania, w opracowanej przez nas metodzie granica obcigcia jest elastyczna co pozwala zredukowaé blgd obcigcia ponizej
wezesniej okreslonego progu. Zalety proponowanej metody zilustrowano na przykladzie dwoch stosowanych w praktyce systemow
PMS, ktore stanowiq wyzwanie dla klasycznych metod niesymulacyjnych.

Stowa kluczowe: elastyczna granica obcigcia; systemy o zadaniach okresowych; ocena niezawodnosci; elemen-

ty naprawialne.

1. Introduction

In many real-world applications such as airliner, railway, and sat-
ellite systems, operation of missions often involves multiple tasks or
phases that must be accomplished in sequence. During each phase,
some equipments may play different roles and subject to different en-
vironmental conditions. Thus, the system configuration, success cri-
teria, and component behavior may change from phase to phase. This
kind of systems are commonly termed as the phased-mission systems
(PMS) . A typical example of PMS is the monitoring system in the
satellite-launching mission which involves the launching, separation,
and orbiting phases. Some equipments, such as the ground-station ra-
dars, may suffer from increasing stresses in the separation phase and
becomes idle in other phases. Because of the dependence problem,
the reliability of PMS is not the product of reliabilities of individual
phases. Hence, the reliability analysis of PMS is more complex than
that of the single-phase systems.

Over the past four decades, substantial progress has been made in
the reliability analysis of PMS [3]. Basically, existing methodologies

can be categorized into the simulation and the analytical methods. The
main advantage of the simulation methods [6, 19, 25] is their wide
applicability to a variety of scenarios, while the merit of the analytical
approaches lies in the accuracy of algorithm results. The analytical
approaches can be further classified into the state-based, the combina-
torial, and the modular methods. Typical state-based methods, such as
the Markovian models [1, 4, 28, 31], are commonly used to analyze
the PMS with repairable components. A commonly known challenge
facing the state-based methods is the state explosion problem when
the number of components becomes large. On the other hand, the bi-
nary decision diagrams (BDD) based methods [2, 15, 16, 18, 22, 27,
29, 30] (belong to combinatorial methods) are efficient for the PMS
with many components. However, BDD based methods can suffer a
similar explosion problem (node or path explosion) when the number
of phases becomes large. This problem is known as the BDD explo-
sion in the PMS analysis.

The modular methods [13, 14, 21, 24, 25], which integrate the
state-space and the combinatorial methods, are efficient in analyzing
the PMS with a multitude of repairable components. A classic rep-
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resentative of the modular methods is the BDD & Markov approach
[25] which is designed for the PMS with many exponentially distrib-
uted components. As the further work of the BDD & Markov method,
Shrestha et al. [24] proposed the multistate multivalued decision dia-
gram for the reliability analysis of PMS with multi-state repairable
components. Another further work [13] is the component-behavior
model which analyzes the PMS with combinatorial phase require-
ments and repairable components. However, the BDD & Markov
method (and its further works) cannot avoid the BDD explosion prob-
lem because the cross-phase BDD has to be assessed from the first
phase to the last phase.

In order to overcome the scaling issue, extensive research efforts
have been expended in the analysis of approximations, bounds, and
truncations. A common practice [5, 11, 12, 17, 19] is to apply trunca-
tions to BDD or cut sets, that is, to remove the BDD nodes (or BDD
paths) whose probabilities are less than the truncation limit. However,
a lot of researchers [5, 7, 12] find that a fixed truncation limit may
be the major source of estimation error. In this paper, we implement
truncations to reduce the computational complexity of the BDD &
Markov method for the analysis of large PMS. Furthermore, our trun-
cation limit will decrease as the truncation proceeds. This truncation
strategy can keep the overall error under the user control, and avoids
the complex discussion about error estimation in the literature.

The remainder of the paper is organized as follows. Section 2
presents the proposed method which integrates BDD, Markov chains,
and truncations. Section 3 illustrates our approach through two real-
world PMS. The efficiency of our approach is compared with the con-
ventional BDD & Markov method and the Petri-net simulation. Lastly,
Section 4 gives conclusions and future directions of our work.

2. Proposed method for large PMS analysis

2.1. Assumptions & method overview

Throughout the paper, we make the following assumptions for our
approach. (1) The life and the repair time of components are independ-
ent variables of exponential distributions. (2) The mission is assumed
to fail if the system fails in any phase. (3) Repaired components can
be reused only in the next phase. (This assumption exists in the BDD
& Markov method as well.)

Generally, our approach consists of mainly three steps, that is,

Step 1 - Generate component-behavior vectors (CBV) based on

BDD.
Step 2 - Compute path vectors (PV) phase by phase.

Generate CBV for each phase.

A

Compute PV for phase i;

begin with i=1. _:
T | Truncation
Accurate| R
emove
unimportant PV.

Yes

Compute the PMS reliability.

Fig. 1. Flowchart of the proposed method

Step 3 — Sum up the probabilities of the last-phase PV to obtain
the PMS reliability.

In the following, we first propose our model without the trunca-
tion. When the number of phases becomes large, we need to use the
truncation step to reduce the time and the space consumption of our
model. The flowchart of our approach is given in Fig. 1.

2.2. Model without truncation

The concept of component-behavior vectors (CBV) was first
proposed in [13]. CBVs are in essence equivalent to the BDD paths
(readers may refer to [10, 23] for BDD basics). Consider the system
whose reliability block diagram (RBD) is shown in Fig. 2. CBVs can
be obtained through the enumeration of the paths which link the root
node and the sink node in the BDD. In CBVs, the matrix Ul(-k)
corresponds to the “true” edge of node £, while D,(-k ) corresponds to
the “false” edge. E,(k) is used if the BDD path does not contain the
decision node of & . The expressions of El(»k) ,U,(»k) , and Dl(-k) can be
find in [13, 25]. For instance, Ul(»k) (for binary-state component) is of

the form:

component-behavior vectors (CBV)
(U, UP,ECE) (D, U, U, E”)

i

A B C L A B C D
< U, D, U EP) (D, 0P, D, UP)
N A B C D
UP, D, DO, UP) (D, DD, U, U)

Fig. 2. Generation of CBVs

) 4
l -T) (D

Eﬁk)=e><p([ '
WO

where T; is the duration of phase i. A,-(k) and ,ui(k) are the failure
rates and the repair rates of & in phase i, respectively.

After we generate CBVs for each phase, the reliability of PMS can
be assessed through path vectors PV; . PV; is defined as:

PV, =

CBV; , i=1
{ ()

PV, oCBV, ,i>1

w9

where i is the phase index. The operator “o” represents the element-
by-element multiplication, which is also known as the Hadamard
product (or the entrywise product) [9]. Take the system in Fig. 3 for
instance, there are two CBVs in phase 1 and three CBVs in phase 2
ie.,

cBr Y = (Ui E®) EC EP)

©)
cBr® =, u® £ EP))
cBr) = (U EP) ES) EP))
cBr? = W, EP U EP)) )

3 A B C D
cr =y EP, D), usP))
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According to the definition of PVs, PVs of phase 1 are identical
to CBVs, i.e.,

PVl(q) — CBVl(q) (q = 1,2,) (5)

PV

Phase 1 | CBV," CBV,"” rv py®
=

Phase 2 1 CBV," CBV,”) CBV,"

~

4

Fig. 3. Generation of PVs

PVs of phase 2 are the entrywise product of PV} and CBV, . For in-

stance, PVZ(5 ) (fifth path vector in phase 2) can be expressed as:

v = pr@ o cBV? = cBV? - CBV? ©
A A B B C C D D
— (WD, UPEP ECUO), EPED)

When the final-phase PVs are generated, the PMS reliability is the
sum of probabilities of the last-phase PV, i.e.,

p
Rpys(X 7)) =Y Pr{PV (D} @)
Jj=1 q

where p is the index of the last phase. Pr{PV 151‘ ) } is the probability of

PVI(yj) . Suppose PV;” =(aj,...,a,), Pr{PVIS-i)} is defined as:

PriPV=(v) 2, 1) (v§ 2y 1) (v -a, 1) (8)

where v(()k) =(1,0) if the component k is initially operational. The col-

umn vector 1 = (1,1)' is used to transfer vgk) -a; into the scalar. For

instance, the probability of PVZ(S) is given by:

Pr{PVY} = Pri{(D{VD{Y, UPEP U EPEP),
=(v{"Dp{D{1) . (vPUPEPT) .
VOEOUOT) . (VP EPEPT)

Suppose the PMS contains p phases, we can calculate the PMS
reliability after we obtain all Pr{PVISj )} . The proposed algorithm

(without truncations) can be summarized by Fig. 4.

Path vector

Component-behavior vector

phase 1 [{CBV,"...CBV,* ——>
Find all paths

phase 2 | {CBV," ...CBVM?

Step 2. Compute path
vectors phase by phase.

..................................

93 740) ©,)
ipv,"..pPv,

phasep |iCBV,"...CBV M

-

Step 3. Compute PMS reliability.
Rons = zq Pr{PVj(q)}

Step 1. Obtain all
component-behavior vectors.

Fig. 4. Proposed algorithm without truncation

2.3. Truncation with flexible threshold

Many real-world PMS may contain thousands of phases which
may lead to enormous space consumption in the above algorithm. On
this occasion, the truncation step is necessary to reduce the computa-
tional complexity. Consider the Fig. 5 PMS which contains several
repetitive phases. It is inefficient to calculate all Pr{PV;} because the
number of PVs increases exponentially with the phase index 7. In the
BDD & Markov approach [13, 24, 25], a similar problem exists be-
cause the top-down algorithm can lead to the BDD path explosion (or
bottom-up algorithm leads to BDD node explosion) when the number
of phases becomes large.

Phase 1, Phase 2

T i
i — ii

Phase 3 | Phase 4

o i

CBV PV
CBV,"> CBV,® PV py®
CBV" CBV> CBV® | PV +++ PV©
CBV" CBV® PV ... py»
CBVY® CBV® CBV® | PV® ... PV

Phase 1
Phase 2

Phase 3
Phase 4

o0 0 o o0
Fig. 5. Exponential increase in the number of PVs

In order to solve the scaling problem, we use the classical trunca-
tion methods [5, 11, 12, 17, 19] with fixed truncation limit (i.e. fixed
threshold). However, the error analysis associated with a fixed trunca-
tion limit may be very complex. In addition, some works [5, 7] show
that the truncation error is highly sensitive to the component param-
eters. Here, we present a decreasing truncation limit to guarantee that
the truncation error is less than the predefined “maximum permissible
error” (MPE). The flexible truncation limit y; of phase i is defined
as:

_ MPE —Pr{PV}
Num(PV; )

©)

where Num(PV; ) is the number of PVs which are removed during

phase i. With , we remove PV; if Pr{PV; } <y;.Every time we de-
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lete a path vector, the value of y; will decrease. MPE

Component-behavior vector

Path vector

is a predefined algorithm parameter.

In the following, we demonstrate that the total phase 1 CBVI(') _“CBVI(MI) |—/> PVI(]) _”PVI(QI) <

truncation error is less than (or equals to) MPE . Let
PI/}A to be the path vector removed when the algo-

rithm reaches phase i. By removing PViA , we also

eliminate some PVs in the later phase. Take Fig. 6 for

example, suppose PVZ(I) (first PV in phase 2) is re-

Step 2: Compute PVs

Find all paths

"""""""""""""""""" phase by phase.
phase 2 CBVZ(]) ...CBVZ(MZ) % PVz(]) .__sz(Qz)

<=
Step 3: Delete PV;",

if Pr{PV }<y,.
phase p || CBV " ...CBV;M")AL; PO ..y

moved during phase 2. PVs stem from PVz(l) are also

i v

Step 1: Generate CBV:s for each phase  Step 4: Compute PMS reliability.

removed  (including PV3(1) , PV3(2> , and
PV4(1) - pV4(6) ). Since ZiPr{CBVi} <1, we can see
that Pr{PViA} is bigger than (or equals to) the sum of

probabilities of PV's which stem from PVI»A ,l.e.,

Phase 1, Phase 2 | Phase 3I Phase 4

| |
aihet
H [ I H I e
BH | Ly | 1B
| |
CBV PV
Phase 1 | CBV,"’ CBV,? PV PYV®
Phase 2 |CBV" CBV® CBVS) | P¥D +++ PV
Phase 3 CBV3(]) CBV3(2) PV_;O) PV;(Z) cee PV3(]2)
Phase 4 |CBV" CBV® CBVS P}g{” .. pyié) N

Fig. 6. Truncation of PVs

Pr{PV} > S Pr{PV;, }; (PV,, stems from PV)  (10)

By repeating Eq. (10), we have:

PPV =Y Pr{PV ) >..> Y PriPV)} (11)

where PVq(S) is the last-phase PVs which stem from PVI-A . When the

algorithm reaches the last phase, we sum up the probabilities of all

removed PV,»A , and then:

MPE =Y Pr{PV 2 3 3 Pr{PV} =|Rpyis — Rpws| = error (12)

i i s

where MPE > ZiPr{PViA} holds because of the definition of 7;.

The inequality (12) shows that the total truncation error is less than
the user-defined MPE. Overall, the proposed method with truncations
can be summarized by Fig. 7.

Roys = ZSPr{PVF(”}

Fig. 7. Proposed algorithm with truncations

2.4. Determination of MPE

From above algorithm, we find that a smaller MPE parameter
leads to a more accurate reliability result, but at the cost of more
memory and time expense. Generally, MPE is determined by the fol-
lowing steps:

Step 1 — Set MPE=0 and check whether the algorithm is able
to generate a reliability result. Empirically, if the algorithm cannot
generate a result within 3 min, it suggests that the memory space is
not sufficient (computing with virtual memory is unacceptably time-
consuming). In this case, MPE should increase (see Step 2).

Step 2 — Let MPE=107, and run the algorithm to see the algo-
rithm performance. If the algorithm still encounter the problem of in-
sufficient memory, move to Step 3.

Step 3 — Increase MPE by 10 times, and run the truncation algo-
rithm with new MPE. Repete Step 3 until the truncation algorithm is
able to generate a result. The appropriate MPE is the first value which
guarantees the algorithm can generates a result.

For most PMS cases, our truncation algorithm is able to generate
a result with MPE=0.1. Above 3-step procedure can be summarized
as Fig. 8. In summery, MPE is determined by the case concerned and
the performance of user’s computer. We need to test different MPE
sample to determine the appropriate MPE.

Set MPE=0

Algorithm is able To
generate a result ?,

Igorithm is able
enerate a result 2

Yes| Obtain
"I 7] truncation result

MPE < MPE x10
& MPE<]

Algorithm is able 10
generate a result 2

Yes

Fig. 8. Procedure to determine maximum permissible error
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3. Case study

3.1. Train-speed monitoring mission

The surveillance of the train speed is an important mission in rail-
way administration. The speed of the train can be measured by the
sensors installed near railway stations, or by the radars installed along
the railway. Consider a train which travels across three cities for two
laps in a day, as shown in Fig. 9. The monitoring system is operational

Sensor 3 |

Phase 1 Phase 2 Phase 3 : Phase 4 Phase 5
|
'
|
Sensor 1 | Sensor 7
E = .
Sensor 2 :
idle Sensor 6 @3+ idle H@
'

=

Radar 1

'
I

I

|

I

Fig. 9. Train-speed monitoring mission

Amsterdam

g Sensor 2
Sensor 1

Leipzig
Station

Frankfurt
Station

O Sensor 6 Radar 2

Fig. 10. PMS model for the speed-monitoring mission

Table 1. Parameters of the speed-monitoring PMS

Parameters Value (Time unit: hour)

Phase duration 7;

T = 0.2, i=1,3,5,...,17
(i - phase index) i

3, i=2,4,6,..,18

2~1073, K =Sensors
7\4K =
Failure rates 10_3, K = Radars

(A remains fixed in all phases.)

Repair rates g =0.01 (for all components)

(g remains fixed in all phases.)

|
Phase 61 ¢ ¢ Phase 12

idle

as long as two sets of data can be simultaneously recorded. This sys-
tem can be modeled as the PMS whose RBD is shown in Fig. 10.
Suppose all equipments in Fig. 10 are repairable, there are three
kinds of methods available for the reliability analysis of this PMS.
Apparently, the conventional Markovian method [1] is not efficient
because of the enumeration of 2! states. The BDD & Markov method
[13, 24, 25] and our approach can generate the results using less space
than the Markovian approach. In comparison with the BDD & Mark-
ov method, the main advantage of our approach is the truncation step
which significantly reduces the computation time (see the experimen-
tal results in Table 2). In this PMS, we assume the
equipments may fail even if they are idle. The
system parameters are presented in Table 1.

In our approach, we first generate CBVs of
phases 1-6 (see Fig. 11). CBVs of phases 7-12
are the same as that of phases 1-6. Secondly,
we calculate PVs phase by phase using. For in-

stance, PV3(1) is of the form:

. Duplicate
phases 1-6 M) _ (uSHEEDEED gSHEEH (54
vV = (UESVESVESD ESDESYUSY)
(13)
Finally, given MPE=10", the PMS reliabil-
ity is given by:
18
Ronis(XT)) = X PriPV{} (14)
j=1 s
CBV PV
CBYO — (U, UF B B
CBI® = (U D U, BM)
3) _ 1) n($2) 3 R
Phase 1 B Vl(4) - (UES‘I)’DI(S'Z)’DI(S‘S)’ U:m)) CB Vl(l) ~CB Vl(6)
CBVI :(Dl‘ ’Ul‘ ’Ul‘ ’E] )
CBY® = (D, U5, D, U
CBY” = (@, D, U™, Ui")
CBV3(|) _ (Ugs4),Ugss)’Egss),Egm),Egkz))
CBV3(2) — (UgS4),D§S5), UgS6),EgR]),E§R2))
CBVS(s) _ (U§s4)’DgSS)’Dgss)’Ugm)’Egkz))
CBY = (U, D9, DEO, DI, U)
h CB V3(5) _ (D§S4) , UgSS) , U(3S6) , EgRl) , EgRZ)) PV(]) PV(&())
Phase 3 CBV3(6) _ (D§S4), Ug”),DgS"), U(}Rl)’EgR2)) 3 ~ L7,
CBYD = (D, U9, DO D ute)
CBY¥ = (D5, D5, UG, US™ ™)
CBY = (00" D9, U, D, ()
CBV;(IO) _ (Dgsa)’Dgss)’D(}Sé)’Ug/el),ngz))
CBYY = (US, U™ B )
CBVS(Z) _ (U§s7),Dgss),UgW),Eng))
CBVO® = (U(S7)’ D® , DG ) U(RZ))
Phase 5 C BVZ“) _ (DES”,Usgss),UzSQ),Eng)) PV ~ pyl
CBY = (0 Ui D i)
CBYL® = (D, DI, Ul U
Phase
2 4.6 | CBVY =(EFY,E) (i=2,4,6)

Fig. 11. CBVs of phase 1-6
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Table 2.  Reliability and computation time for the speed-monitoring PMS

the repair time are exponentially distrib-

— - uted. Relevant parameters of the PMS are
ngg";'/‘onil Proz\;;:o_l :r(m)e_g?od .I>etr||-rt1.et presented in Table 3.
Time (Hour) arkov - simuiation In the traditional BDD & Markov
PMS reliability Corr_mputatlon PMS reliability Computatlon PMS reliability method, the time cpst and. the space cost
time (s) time (s) increases exponentially with the number
9.6 (phase-6end) |  0.999995 0.07 0.999995 0.04 0.999995 of phases in the PMS. The experimental
results in Table 4 show that the computing
19.2 (phase-12 end) 0.999919 239 0.999918 0.93 0.999920 capacity of the BDD & Markov algorithm

In order to verify the correctness of our algorithm, we compare the
non-simulation approaches with the Petri-net simulation. From Table
2, we can see that three kinds of methods generate the similar reliabili-
ties for this PMS. The non-simulation algorithms are programmed by
the MATLAB language, and implemented with a 1.8 GHz processor.
The average computation time in Table 2 is recorded without multi-
threading. And we can see that our approach is much less time con-
suming than the BDD & Markov method. In the Petri-net simulation,
the model contains one Petri net for the phase-index increment (with
low priority), one Petri net for the detection of system failure, and
11 Petri nets for the independent equipments. We carry out the Petri-
net simulation using the GRIF software [8] with 107 iterations. In the
next instance, we show that the truncation step is indispensable in
avoiding the excessive memory cost of the traditional BDD & Markov
method.

3.2. Regular test mission in the oil and

is 5 phases. Further computation will result
in the problem of the insufficient compu-

Table 3.  Parameters of the pressure-protection PMS

Parameters Value (Time unit: hour)

Phase duration T;

I 168, normal phase.
"2, test phase.

Failure rates Ag 1074,
/lK =

5. 1074, test phase.

normal phase.

(for all components)

Repair rates Ly Hg =0.05 (forall components)

Table 4. Reliability and computation time for the pressure-protection PMS

gas system

In the oil and gas industry, the regular test is
one essential part of safety procedures. Consider
a pressure protection system which is used to stop
flow in case of overpressure. Equipments in the

system may suffer from higher pressure during

the test phases than the normal phases. Hence,
the pressure protection system can be model as
the PMS whose structure remains fixed during
the entire mission, as shown in Fig. 12.

It can be seen from Fig. 12 that the phase 1

Traditional Proposed method Petri-net
BDD & Markov (MPE=107°) simulation
Time (Hour)
PMS reli- Computation PMS reli- Computa- PMS reli-
ability time (s) ability tion time (s) ability

170 (end of phase 2) 0.998871 0.02 0.998871 0.02 0.998867
340 (end of phase 4) 0.997389 7.23 0.997388 1.22 0.997468
510 (end of phase 5) 0.995930 146 0.995927 3.73 0.996095
680 (end of phase 8) Insufficient memory 0.994425 185 0.994594

and the phase 2 are duplicated as the test is peri-
odically carried out. In this PMS, components can
be modeled as repairable if they can be quickly
renewed after failure. Generally, the duration of the test phase is much
shorter than that of the normal phases. Here, we suppose the life and

Phase 1 : Phase 2 : Phase 3 : Phase 4
(normal phase) | (test phase) | (normal phase) | (test phase)
| | |
| |
Pressure | || Pressure || Pressure : Pressure
protection : protection : protection | | | protection | e e e
system || system [ system : system
I | I
| [ |

Pilot valve 1

Pressure transmitter 1

Shutdown valve 1

|
l |
l |
l |
: Pilot valve 2 |
| Pressure transmitter 2 @ :
: Pilot valve 1 |

|
| Pressure transmitter 3 Shutdown valve 2 |
l Pilot valve 2 |
l |

Fig. 12. PMS model for the pressure protection system

ter memory. However, when we use the proposed flexible truncation
(with MPE=10-5), the computing capacity of our approach increases
to 8 phases. The computing capacity will increase if MPE gets big-
ger. In our experiment, the algorithms are programmed without multi-
threading, and run on a 1.8 GHz processor to record the computation
time.

The proposed method is validated by the Petri-net simulation us-
ing the GRIF software [8] with 107 iterations. In the Petri-net model,
there is one Petri-net determining the phase transition, one Petri net
determining the PMS failure, and 9 Petri nets determining the states
of every component. By comparing the BDD & Markov method with
our approach, we can see that the truncation step is indispensable to
obtain the PMS reliability. In many real-world applications, the PMS
model often contains a large number of repetitive phases, and the
components in the PMS are usually considered as repairable. The pro-
posed method is efficient to analyze this kind of PMS.

4. Conclusion

In the modeling of practical PMS, the system normally consists of
several subsystems, and the subsystems may comprise many equip-
ments. To keep the PMS model concise, reliability engineers usually
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neglect the details of equipment configurations, and consider each
subsystem as an entity whose behavior is exponentially distributed.
Hence, the number of components in the PMS may not be very large if
the engineers want a small-scale model. However, most PMS models
cannot avoid a large number of phases because the real-world mission
usually contains many repetitive tasks. This paper proposes an effi-
cient approach for the reliability assessment of these PMS.

When the PMS model contains a multitude of phases, existing ap-
proaches may suffer from the BDD-explosion problem. Our approach
uses truncations to analyze the PMS with many phases, and uses BDD
to analyze the PMS with many components. In our approach, the de-
creasing truncation limit can keep the truncation error within the user-
defined maximum permissible error. The case study shows that the

truncation is a necessary step to solve the explosion problem as the
number of phases increases. A possible direction of future works is to
explore the application of our method in the field of the aerospace, as-
sembling, and nuclear power industry, and to explore better truncation
strategies using classic methods.
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RELIABILITY MODEL OF DIFFERENT WIND POWER PLANT CONFIGURATION
USING SEQUENTIAL MONTE CARLO SIMULATION

MODEL NIEZAWODNOSCI ROZNYCH KONFIGURACJI ZESTAWU ELEKTROWNI

WIATROWEJ OPARTY NA SEKWENCYJNEJ SYMULACJI MONTE CARLO

Paper presents an enhanced model for calculation of reliability indices for different wind power plants configuration concepts
used over past two decades. The autoregressive — moving average (ARMA) model is used combined with the sequential Monte
Carlo simulation in order to predict expected energy not served (EENS) more accurately during the failure. Statistical database
of LWK (Land Wirtschafts Kammer) is used for determining different wind power plant configuration types component reliability
(performance) used for calculating influence of individual wind power plant configuration concepts on expected energy not served.
Furthermore, a comparison of the distribution of EENS of different wind power plants configuration concepts have been presented,
as well as the influence of the predominantly mechanical and electrical components failures on both EENS and failure rates.

Keywords: wind turbine; components; reliability, failure rate; Monte Carlo, ARMA.

W pracy przedstawiono udoskonalony model stuzgcy do obliczania wskaznikow niezawodnosci dla roznych koncepcji konfiguracji
zestawow elektrowni wiatrowych jakie stosowano w ostatnich dwoch dziesigcioleciach. Wykorzystano autoregresyjny model sred-
niej ruchomej (ARMA), ktory w polgczeniu z symulacjq sekwencyjng Monte Carlo pozwala z wigkszq dokladnosciq przewidzie¢
oczekiwang wartos¢ energii niedostarczonej (EENS) podczas awarii. Baza statystyczna LWK (Land Wirtschafis Kammer) postu-
zyta autorom do okreslania niezawodnosci (wydajnosci) czesci sktadowych elektrowni wiatrowych przy réznych typach konfigu-
racji zestawu. Otrzymane wartosci wykorzystano do obliczenia wplywu poszczegolnych koncepcji konfiguracji zestawu elektrowni
wiatrowej na oczekiwang wartos¢ energii niedostarczonej. Ponadto, przedstawiono porownanie rozkladu EENS dla roznych kon-
cepcji konfiguracji zestawu elektrowni wiatrowej jak rowniez omowiono wplyw uszkodzen czesci mechanicznych i elektrycznych

elektrowni na EENS oraz awaryjnosc.

Stowa kluczowe: turbina wiatrowa; czesci sktadowe, niezawodnosé, awaryjnosé, Monte Carlo, ARMA.

1. Introduction

According to the International Energy Agency (www.iea.org) in
2009 total electricity generation share of the nuclear power plants was
13.4 %, natural gas 21.4 %, oil 5.1 % and coal power plants 40.6 %,
while share of renewables (without large hydropower plants — 16.2
%) was 3.3 %. Those non-renewable power generation units, though
generally highly dispatchable and reliable, have in turn huge environ-
mental influence, especially on the global warming, due to the great
share of fossil fuels usage [17].

In recent years, share of renewables in total electricity genera-
tion is increasing: excluding big hydropower plants, the greatest share
in electricity generation from renewables is coming from the wind
power plants. Total installed capacity in renewables in 2013 was 560
GW respectively, out of which 56.7 % or 318 GW from wind power
plants [28]. In regard to a conventional power plant (thermal, hydro
and nuclear) which implies adequacy of primary energy and constant
power generation, wind power plants are depending on wind speed
that is highly variable.

Due to the great increase of the capacity of wind power plants
in recent years, their reliability is more and more important. That
resulted in many wind turbine reliability models and methods being
developed. However, due to the recent availability of long-term wind
power plant statistics and fast development of wind turbine technol-
ogy and size, it is important to continue developing new and more

accurate wind turbine reliability models. This paper is an effort in
that direction presenting advanced reliability modelling for different
wind turbine types, taking into account different wind power plant
configurations developed over the past years and component perform-
ance statistics.

The former developed reliability models of wind power plants in
[5,7, 8, 22, 23, 28] have so far related to the wind power plant as a
whole. These reliability models have yielded a detailed overview of
the impact of wind power plants on the reliability and availability,
but they were not taking into account the impact of individual com-
ponents of the each single wind power plant on the calculation of
reliability indices of wind power plant. In [3] an analytical model is
presented that describes in detail the reliability of wind power plant
by taking into account diversity of the wind power plant configura-
tion from the generator aspect. Also, according to [2] and described
in chapter 2, there are four dominant configuration groups of wind
power plants differed by type of generator, by network connection, by
power control and by speed rate.

2. Wind turbine’s construction characteristics

Wind turbine’s main components are namely: rotor (hub and
blades), brake, gearbox, generator, electronic control system, yaw
system, nacelle, drive train, anemometer and tower. According to [2],
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there are four typically configuration concepts of a wind turbine: Type
A, Type B, Type C and Type D.

Type A configuration presents wind turbine with constant speed,
stall power regulation and squirrel cage induction generator. Type
B configuration corresponds to the limited variable speed wind tur-
bine with variable generator rotor resistance, known as OptiSlip. It
uses a wound rotor induction generator (WRIG) and has been used
by the Danish manufacturer Vestas since the mid-1990s. The genera-
tor is directly connected to the grid [2]. Type C, which is known as
the doubly fed induction generator (DFIG) concept, corresponds to
the limited variable speed wind turbine with a wound rotor induction
generator (WRIG) and partial scale frequency converter (rated at ap-
proximately 30 % of nominal generator power) on the rotor circuit
[2]. Type D configuration corresponds to the full variable-speed wind
turbine, with the generator connected to the grid through a full-scale
frequency converter. Some full variable-speed wind turbine systems
have no gearbox [2].

3. Statistical data of a wind turbine components

For a wind turbine reliability assessment, it is very important to
have statistical data on performances and failures of wind turbine
components. Detailed data on performance of wind turbines were pre-
sented by Windstats [35]. Windstats is a commercial newsletter for
the wind industry and records details of performance of wind turbines
in many countries [33]. Tavner, Xiang and Spinato have performed
detailed analysis of Windstats reliability data for German (WSD)
and Danish (WSDK) wind turbines for 10-year period from October
1994 to September 2004 presented in [33]. Except the Windstats data,
Spinato, Tavner, van Bussel and Koutoulakos in [31] have also ana-
lysed reliability data for wind turbines obtained from a survey per-
formed by the Land Wirtschafts Kammer (termed in this paper LWK)
in Schleswig Holstein, Germany. LWK data are based on 11-year long
period. Also, data on the performance of wind turbines extracted from
WMEP (Wissenschaftliches Mess und Evaluierungsprogramm) are
available. WMEP data are based on 17-year period of research and
include more than 1500 wind turbines. Those data were analysed and
presented in [13, 16] and [32]. Other performance statistics of reli-
ability of wind for Sweden, Germany and Finland were presented in
[29] and [30]. In this paper will be used data from LWK database. In

figuration of wind turbine will be performed using LWK database for
wind turbine Nordex N52/N54, for type B configuration of wind tur-
bine will be performed using LWK database for wind turbine Vestas
V39 and for type D configuration of a wind turbine will be performed
using LWK database for wind turbine Enercon E66. For type C con-
figuration of wind turbine there are no available data and this type of
configuration will not be taken in to consideration. Table 1 presents
statistical data on the failure rates and downtimes of particular compo-
nents of a wind turbine according to LWK database [31].

4. Model description

4.1. Wind speed model

When it comes to a reliability assessment of a wind turbine, it is
very important to have data about wind speed because output power
of wind turbine is directly dependent on wind speed as previously
described. For the reliability assessment of a wind turbine, data about
wind speed can be used directly or, as it will be described below, can
be modelled. In the previous research wind speed with the time-series
(autoregressive, moving average or autoregressive moving average
model), Weibull, Rayleigh or normal distribution or Markov chain
was modelled.

Billinton, Chen and Ghajar in [6] have modelled the wind speed
with time series (autoregressive moving average - ARMA) and in de-
scribed in detail. Also, many other authors have used ARMA model for
wind speed modelling as in [1, 5,7 ,8, 21, 22, 23, 27, 28]. Deshmukh
and Ramakumar in [11] have used a Weibull distribution for wind
speed modelling. Also, Weibull distribution for wind speed modelling
in [3, 10, 12] and [20] was used. Giorseto and Utsurogi in [14], Wang,
Dai, Hui and Thomas in [34] and Attvwa and El-Saadany in [4] have
used Rayleigh distribution for wind speed modelling. Normal distri-
bution for wind speed modelling in [15, 18, 19, 25] and Markov chain
in [9, 24, 26] was used.

In this paper the wind speed model described in [6] is used. In
this paper wind speed with the time series will be modelled. General
form of the time series (ARMA model) is given with the following
expression:

research presented in this paper, reliability analysis for type A con- V= Qg + Poypn + @y, + 0 =010 ~ Oy~ = O,a,,
Table 1. Reliability data for different wind turbine types according to LWK database [31] M
Failure rate [1/year] . — i -
Wind turbine compo- Y Downtime [h/ Where: @©; =1,2,...,n autoregressive pa
nent NordexN52/N54 |\ - \/39 (Type B) Enercon E66 failure] rameters, ®;=1,2,..,m moving aver-
(Type A) (Type D) i ; )
age parameters, {a,} white noise with
Electrical system 0.28 0.34 0.50 255 normally distributed with mean zero and
Electronic system 0.15 0.27 0.31 60 variance o> . Wind speed model according
Generator 0.11 0.09 0.13 160 to [6] with the following equation can be
Hydraulic system 0.19 0.26 - 70 expressed:
Y t 0.12 0.10 0.17 60
aw system Vi=u+y 2
Mechanical brake 0.08 0.01 0.02 45
Sensors 0.03 0.08 0.26 42 Where is: ¥, — simulated wind speed in the
Anemometer 0.13 0.06 0.07 4 hour 7, 4 — mean value of the wind speed
pitch control _ 0.10 047 70 of t.he all obser.ved measured dgta, R time
series of the wind speed described with ex-
Rotor and blades 0.46 0.17 0.14 125 pression (1).
Gearbox 0.51 0.18 - 335
Air brake 0.06 - - 110 4.2. Wind power plant model
Shaft/bearings 0.07 - 0.05 130 In this chapter, enhanced reliability
Other 0.43 0.20 0.24 65 model of wind turbine is shown and de-
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scribed. New introduced and developed reliability model of wind tur-
bine has the aim to give a detailed calculation of reliability indices
of wind turbine. Output power of wind turbine with the following
equation is presented:

0 0<v,<v,

pe (A+Bv,+Cv2P. v <V <v, .
B, v, <V, <y,
0 v, 2V,

Where is: P, —rated power of wind turbine, v,; — cut in wind speed,
v, — rated wind speed, v, — cut out wind speed v, — wind speed.
Coefficient’s 4, B and C can be calculated by:

3
A= (;)2 Vei (Vci +v )_ 4(vci Yy ){%}
Vci -V, L r
1 i 3
B= p— 4(v +, ){%} — (v +v,) )
Vei = Vy L r
! i 3
C= 2_4 Vei T Vr
(Vci —Vr )2 L 2v,

Wind turbine model with series reliability model is presented.
Failure of any component of wind turbine causes outage of wind tur-
bine. Failure rate of whole wind turbine Ay can be calculated by:

n
Ayr =24 ®)
P

Where is: 4; — failure rate of i-th component of wind turbine. Since
wind turbine is with series reliability model presented, then

average downtime of whole wind turbine ryr based on '
failure rates and downtimes of idividual components can 30
be calculated by:

Wind speed [m/s]
]

i 1
Twr = lil,, = (6) 0

random number generated U; and U, must be transformed into time
according to equations (7) and (8).

TTF = —%m U (7)

TTR = ,ianz (®)
Hn

At the moment of failure and after, wind speed is continually
measured. Electric energy not supplied during downtime depends on
wind speed during downtime. Two similar failures in duration, but
significantly different by expected energy not served (EENS) are pre-
sented in Figure 1.

Sequential Monte Carlo simulation ends when convergence con-
ditions have been reached. If default number of simulations is ex-
ecuted without the desired conditions of convergence achieved, it is
necessary to increase the number of simulations V.

The convergence criterion for stopping the simulation is applied
on the slowest variable convergence. In this case, the expected energy
not served (EENS) is the slowest variable convergence, and then suf-
ficient accuracy of simulation is achieved. Coefficient of accuracy a,
for described case when the converges variable is expected energy not
served (EENS), can be written by the following expression:

_ o(EENS)
“=T ©)
EENS

Where o(EENS) represents the standard deviation of expected en-
ergy not served and EENS represents average expected energy not
served of all previous simulations. In this paper, as a condition of
sufficient accuracy the value is set as: a = 0.05. Block diagram of the
enhanced reliability model of wind power plant is shown in Figure 2.

Where is: r; — downtime of i-th component of wind tur-
bine, uwt — repair rate of whole wind turbine.

Power [MW]

Once all the required input data have been entered
and wind speeds and the corresponding output power of
wind power plant have been listed, calculation of the reli- 0
ability index of wind power plant have been based on the
sequential Monte Carlo simulation (SMCs). As previously

U

@‘/\\ m A
EENS =TP ¥ EENS =ZPj

)
4
TTF, FPLEL TR TTF; LTTR,, | TTF,

stated, for sequential Monte Carlo simulation exponential
distribution is assumed. An example of sequential Monte
Carlo simulation is presented in Figure 1. Duration of the
period of correct work or time to failure TTF and dura-
tion of failures time or time to repair TTR, wind speed
and power output of the wind power plant are monitored
and presented in Figure 1. For sampling 77F and T7TR the

T [h]

Failures

Fig. 1. An example of sequential Monte Carlo simulation
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ST ART
A J

Input data for
articular
vfind turkine Input data for hourl et i mabar
components wind speeds e =
faliure rates for spedfiic ste
and downtim es

Generate wind speed tim e series
model for sequential Monte Carlo)
simulation

!

G enerate wind turbine cutput
power according to power curve
and wind speed tim & series model

for sequential Monte Carlo
simulation

;

Sequential Monte Carlo
simulation

.

Monte Carlo
amulation NO

Raise the
num ber of
amulation

convergence
condition satisfied?

‘YIS

G enerate reliability indices for
particular wind power plant
components

Generate wind power plant
reliability indices distributions

END

Fig. 2. Block diagram of wind turbine reliability model

5. Results

20 |-
In this example, enhanced reliability model of the wind

power plant is applied for the calculation of reliability indices
of several different wind power plant configurations, based on
concepts of type A, B and D. Data on the failure rates and down- 15
times of wind power plant configuration types A, B and D have
already been presented in Table 1. The wind power plant which
will be used as a case study of enhanced reliability model to get
reliability indices has the following data: P.=2 MW, v;=5m/s,
v, =12 m/s, v, =25 m/s.

To model wind speed “System identification Tool” after
ARMA model ARMA (5,0) is obtained, further on as AR (5)
abbreviated. The part of wind speed sequence is presented )
in Figure 3. Actual measured wind speeds are marked with
a black line, while simulated values of wind speed using the

0 H

Wind speed, v [m/s]

AR (5) model are illustrated with blue lines. The resulting o
autoregressive parameters of AR (5) model are: @;=0.9635,
@,=-0.06591, @,=0.03536, ¥,=0.0042 and P5=0.05521.
Having obtained the parameters of ARMA model, they are

| 1 1 1
1466.6 1500 1533, 1566,6 1600

then used for enhanced reliability model of wind power
plant. Wind speed model based on described procedure
is then used in the Monte Carlo simulation.

The impact of individual components downtime of
the wind power plant configuration types A, B and D on
the EENS is shown in Figure 4.

From Figure 4 it is easy to see that gearbox has the
largest contribution to the expected energy not served
with the highest failure rate for type A. After the gear-
box, electrical system, rotor and rotor blades failures
have the greatest contributions to the EENS for type A.
Downtimes of these three components (gearbox, electri-
cal systems and rotor) caused about 48 % of all wind
power plant failures, but they are responsible for about
75 % of the EENS. The remaining 60 % downtime of
wind power plant is responsible for only about 25 % of
the EENS.

From the same figure 4, it is obvious that electric
system failures, gearbox failure, rotor and blades fail-
ures and hydraulic system failures have the largest con-
tribution to the EENS for type B. Electric system has
also the highest failure rate. Electronic control system
has the second highest failure rate, but also has signifi-
cantly smaller contribution to the total EENS. Failures
of electric system and gearbox failures caused about
28 % of all downtime of the wind power plant. On the
other hand, failure of above mentioned components are
responsible for almost 60 % of the EENS. Remaining
components failures make up about 72 % of downtimes,
but they are responsible for only about 40 % of power
plant’s EENS, configuration type B.

It is very clear from Figure 4 that the electric system
is the most unreliable component which caused the larg-
est part of expected energy not served of wind power
plant, configuration type D. The EENS, due to failures
of electric system is 40.39 MWh/year. The rotor blades
(pitch control) failures followed according to the partial
amount of EENS is 10.93 MWh/year.

A comparison of the distribution of EENS of the
wind power plants configuration types A, B and D is
shown in Figure 5.

The comparison of absolute contributions of pre-
dominantly mechanical and electrical components fail-

Measured value
— AR (5)

Time, 0]

Fig. 3. An example of the simulated sequence of wind speed
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Fig. 4 Comparison of the EENS caused by failures of individual components of wind power plant for
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Fig. 5. A comparison of the distribution of EENS of the wind power plant configuration types A, B and D

ures of wind power plant, configuration types A,
B and D, to EENS is presented in Figure 6.

The most significant contribution to the
EENS of wind power plant, configuration type A
is caused by mechanical components, as present-
ed in Figure 6. For wind power plant of configu-
ration type B, mechanical components failures
and electric system components failures have
fairly uniform contribution to EENS, while for
wind power plant configuration type D, the most
significant contribution to the EENS is caused
mostly by failures of the electrical components.
If absolute contributions of all components in
all three analysed wind power plant configura-
tions are compared (Figure 6), the largest contri-
butions to the EENS are caused by: mechanical
components of the wind power plant configura-
tion type A, electrical components wind power
plant configuration D, mechanical and electrical
components of the wind power plant configura-

100,00

90,00

80,00

70,00

60,00

50,00

40,00

30,00

20,00

Expected Energy Not Served EENS
[MWh/god]

10,00 -

0,00
Type A

tion type B, electrical components of the wind
power plant configuration type A and mechanical
components of wind power plant configuration
type D, respectively. A comparison of the rela-
tive contribution to expected energy not served
caused by mechanical and electrical components
of the wind power plants of all analysed configu-
ration types (A, B and D) is presented in Figure
7. Shares of mechanical and electric components
failure rates in the overall intensity of downtime
for wind power configuration types A, B and D
are illustrated in Figure 8.

6. Conclusion

The paper presents the availability and ex-
pected energy not served calculation of different
type of wind turbines based on the statistical data
on the performance of wind turbine components.
Recently installed wind turbines in Germany
(after 2008) have, in general, three blades, pitch
power regulation, variable speed and synchronous
or double-fed induction generator. Those charac-
teristics correspond to wind turbine configuration
concepts C and D. It can therefore be expected
that newly installed wind turbine in near future
will have, in general, configuration concept C or
D, while on the other hand, many wind turbines
currently in operation have configurations con-
cepts A or B. Therefore results of the performed
availability analysis of all configuration concepts
presented in this paper can be used for reliability
modelling of both operation of the existing and
planning and design of new wind turbines which
is the focus of the future research.

Failures of predominantly mechanical com-
ponents in wind power plant configuration of
type A are responsible for about 67 % of the ex-
pected energy not served, in wind power plant
configuration type B mechanical components are
responsible for 48 %, and at least in wind power
configuration type D for about 18 %. On the other
hand, failures of mainly electrical components in
wind power configuration of type A are responsi-

® predominantly mechanical components
failures

= predominantly electrical components
failures

Type D

Type B

Fig. 6. The comparison of absolute contributions of predominantly mechanical and electrical compo-
nents failures of wind power plant, configuration types A, B and D, to EENS
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100,00% - : fore there are no contributions of the component
u predominantly mechanical components failures on EENS
failures : .
90,00% . . . On the other hand, the reason why failures of
® predominantly electrical components failures . . .
mainly electrical components of the wind power
80,00% 1 plant configuration type D are responsible for
70.00% about 75 % of the EENS is that the hydraulic

60,00%

50,00%

Relative contribution to Expected Energy
Not Served EENS |%]

Type A Type B

40,00% i i
30,000 T T
20,00% I T T
10,00% - T T

0,00% - U U

actuators have been replaced by electric. In this
case, wind power plant configuration type D have
synchronous generators that have lower rotating
speed, which means increasing number of pole
pairs and increasing number of electric windings
— according to [31], it might be one reason for
the higher intensity downtime of generators and
electrical systems. Another reason why the wind
power plants configuration type D have signifi-
cant contribution of failures of electrical compo-
nents in overall expected EENS, is that they have
converters with full frequency regulation, unlike
other types of wind power converters.

Type D ! .
e Wind power plants configuration type B

Fig. 7. Comparison of relative contribution to EENS, caused by mechanical and electrical components of have a fairly uniform contribution to expected

the wind power plants of all analysed configuration types (4, B and D)

100,00%

energy not served due to failures of mechani-
cal components, as well as to failures of electric
components. Unlike wind power plant configura-

® predominantly mechanical components

90,00% - 1 failures

80,00%

failures

® predominantly electrical components

tion type D, the wind power plant configuration
type B have a gearbox, as well as the hydraulic
system, so these are reasons why failures of me-
chanical components have a greater contribution
to the expected energy not served. On the other

70,00% -

60,00%

Shares of failure rate 4 [%]

Type A Type B

Fig. 8. Shares of failure rates of mechanical and electric components in the overall failure rates for wind

power configuration types A, B and D

ble for about 25 % of the expected energy not served, in wind power
plant configuration of type B electrical components are responsible
for about 47 %, and in wind power plant configuration type D, they
are responsible for as much as 75 %.

The main reason why failures of mechanical components in wind
power plant configuration type D have a contribution of only about
18 % to the expected energy not served is that they have not trans-
mission gearbox, which is previously described as a component with
major contribution to the expected energy not served in wind power
plant configuration of type A and also as a component with the second
largest contribution to the EENS in wind power plant configuration
type B (after the electrical system). Additional reason for mechanical
components have such neglected cause of total failures in wind power
plant configuration D is that the wind power plant configuration type
D, as already stated, has no hydraulic but rather electric actuators (for
example in rotor blades control position system). Finally, the wind
power plant configuration type D has no hydraulic system and there-

50,00% - I
40,00% - | T I
30,00% T I T
20,00% |
10,00% - T T
0,00% J

side, the wind power plants, configuration type
B have no electric actuators in a system such as
rotation of wind power plant or in the system for
the rotation of the rotor blades. Wind power plant
configuration type B has induction generator with
slip rings, which is more robust than generators
in wind power plant configuration type D, with-
out converter and frequency controlling unit, and
these are the reasons why it has smaller contribu-
tion to expected energy not served, due to failures
of electrical components in relation to the wind
power plants configuration type D.

Wind power plants configuration type A has
the highest EENS caused by failures of mainly
mechanical components. One reason is that wind
power plants configuration Type A have gear-
box similar as wind power plants configuration
type B whose failures have quite significant con-
tribution to EENS. Furthermore, it can be noted that the significant
contribution to EENS have failures of rotor and rotor blades from all
mechanical components. Wind power plants configuration type A op-
posed to the wind power plants configuration type B and D, have the
power regulation by intentionally loosing of wind speed achieved by
aerodynamic design of the rotor blades (stall control). In this case,
there is no possibility for the regulation of the angle of the rotor
blades, causing increase of mechanical forces and stresses of the rotor
blades. This may be the reason for a greater contribution of mechani-
cal components failure to the EENS. On the other hand, the reason
why the wind power plant configuration type A has the smallest con-
tribution of electric components failures to £EENS (both in absolute
and relative amount) may be that this type of configuration has a quite
robust squirrel-cage induction generator and also there are no power
electronic components (frequency converter).

Type D
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Xinbo QIAN
Yonggang WU

AN ELECTRICITY PRICE-DEPENDENT CONTROL-LIMIT POLICY FOR CONDITION-
BASED MAINTENANCE OPTIMIZATION FOR POWER GENERATING UNIT

ZASTOSOWANIE STRATEGII UZALEZNIAJACEJ TERMIN PRZEGLADU OD CENY
PRADU ELEKTRYCZNEGO DO OPTYMALIZACJI UTRZYMANIA RUCHU AGREGATU
PRADOTWORCZEGO Z UWZGLEDNIENIEM JEGO STANU TECHNICZNEGO

For the control-limit policy of condition-based maintenance (CBM), it usually focuses on the internal condition of the equipment
while neglecting the un-constant external conditions. However, the electricity price-dependent downtime cost have influence on
the cost-effectiveness of control-limit policy for a generating unit in a power system. To make a linkage between CBM and the non-
constant cost model, an electricity price-dependent control-limit policy (EPCLP) is proposed to accommodate the time-dependent
downtime costs. For the proposed EPCLP, preventive maintenance control-limits is much flexible to be adjusted to different
electricity price levels, and the maintenance cost reduction can be achieved among the planning horizon as a result. The optimal
control-limits and maintenance costs for different downtime-cost ratios, reliabilities, covariate processes and electricity price
scenarios are analysed to compare the performances between the proposed policy and the constant control-limit policy. Through
the sensitivity analysis, the application scope of the proposed policy is evaluated.

Keywords: Power generating unit, Multi-component system, Condition-based maintenance, Control-limit
policy, Electricity price.

Stosujqc strategie utrzymania ruchu uwzgledniajqce biezqcy stan techniczny obiektu (condition based maintenance, CBM) oparte
na pojeciu progu konserwacji koniecznej (control limit), najczesciej przywiqzuje si¢ wage do stanu samego sprzetu, ignorujqc przy
tym niestale warunki zewnetrzne. Nalezy jednak pamigtac, ze w przypadku agregatow prgdotworczych wehodzgcych w sktad ukta-
dow elektroenergetycznych, koszty przestoju zalezne od ceny energii elektrycznej majq wplyw na oplacalnosé stosowania strategii
progu konserwacji koniecznej. Aby powigzaé CBM z modelem kosztow niestalych, zaproponowano strategie progu konserwacyji
koniecznej, w ktorej wysokos¢ progu uzalezniona jest od ceny prgdu elektrycznego (electricity price-dependent control-limit policy,
EPCLP). Przyjecie takiej strategii pozwala uwzglednié koszty przestojow zalezne od czasu. W EPCLP, progi czasowe konserwacji
zapobiegawczej sq bardzo elastyczne, co pozwala na ich regulacje zgodnie z aktualng ceng energii elektrycznej. Strategia umoz-
liwia redukcje kosztow w danym horyzoncie planowania. W celu poréwnania proponowanej strategii ze strategiq statego progu
konserwacji koniecznej, w pracy przeanalizowano optymalne progi czasowe konserwacji koniecznej oraz koszty utrzymania ruchu
dla réznych stosunkow przestoju do kosztu, roznych wartosci niezawodnosci, roznych proceséw kowariantnych oraz réznych sce-
nariuszy zmian cen energii elektrycznej. Zakres zastosowania proponowanej strategii oceniano za pomocq analizy czutosci.

Stowa kluczowe: agregat prgdotworczy, system wieloelementowy, utrzymanie zalezne od biezgcego stanu tech-
nicznego, strategia progu konserwacji koniecznej, cena energii elektrycznej.

1. Introduction

Preventive maintenance (PM) is important for the operation of
a generating unit to avoid deteriorations and catastrophic failures.
Generally, there are two types of preventive maintenance strategies,
i.e. scheduled maintenance and condition-based maintenance (CBM)
[1, 14, 17]. For scheduled maintenance (also called planned main-
tenance), the PM is carried out in accordance with established time
intervals. With rapid development of instrumentation and measure-
ment technology, more efficient maintenance types are needed, such
as condition-based maintenance (CBM). For CBM, the maintenance
action taken at each inspection is determined once the state of the
system is higher than the specified control-limit [3, 9, 16]. In the class
of control-limit policy, maintenance decision is made by comparison
of degradation level to the critical thresholds, e.g. in [3]. Furthermore,
functional failure and potential failure was defined by the failure
threshold in [16]. The problem of what PM control-limit should be

and how it should be obtained has been an increasingly attractive re-
search topic, e.g. in [4, 5, 25].

The PM thresholds can be categorized into two main types cor-
responding to various system performance measures, such as a condi-
tion monitoring index and an integrated reliability index [14]. For the
threshold based on a condition monitoring index [7, 24], the condi-
tion monitoring index can be obtained from monitoring items, such as
wear, temperature, pressure, etc. For example in [24] the PM thresh-
old was based on the wear measurement, while a kind of control-limit
based on laser’s operating current was studied in [7]. Another type of
threshold is set on the integrated reliability index, and it is derived
from both event data and condition monitoring data [9, 14]. When
the reliability of the assets is influenced and/or indicated by different
risk factors, which are so-called covariates, the condition monitoring
data can be extended to both environment covariates and condition
monitoring covariates [9]. Most of the covariate models are devel-
oped based on the Proportional Hazards Model (PHM) [6] and more
extended models can be referred to [9, 14]. For example, a kind of

ExspLOATACIA | NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016 245




SCIENCE AND TECHNOLOGY

PM threshold of control-limit policy (CLP) was proposed based on
the PHM in [2]. A kind of preventive replacement threshold was pro-
posed based on the deterioration level in presence of environmental
covariates in [26].

Alternatively, dynamic control-limit policy, as a new kind of con-
trol-limit, has been applied to construct dynamic thresholds. It has
been shown to have a cost-saving and a better generalization capabil-
ity than conventional constant control-limit policy. The studies about
dynamic control-limit policy can be classified mainly into three cat-
egories, such as inspection rate-dependent threshold [5], age-depend-
ent threshold [4, 8, 15] and degradation-dependent threshold [26]. For
an inspection rate-dependent threshold [5], the higher the inspection
rate, the higher the degradation-type PM threshold. It makes sense
that more frequent inspections lead to more timely warning if system
is near to failure. For an age-dependent threshold, PM threshold de-
creases in age and should be triggered by smaller signal values when
it deteriorates [4]. The PM threshold can also be non-decreasing in
age and it can be more tolerant of larger signal values for older sys-
tems, if there is increasing accuracy in predicting the future signal
value [8]. For a degradation-dependent threshold, Zhao et al. [26] pro-
posed an adaptive maintenance decision to take into account the state
of covariates to dynamically adapt the PM threshold. However, much
further improvements of dynamic control-limit policy are needed with
respect to both internal condition (e.g. degradations) and un-constant
external condition (e.g. non-constant cost), especially for the applica-
tion of a generating unit.

In a power system, to raise the market competitiveness for a gen-
erating unit, not only the reliability should be improved, but the eco-
nomical performance should be improved as well. Although most of
the CBM decisions are made based on degradation condition, it is
worth noting that the time-dependent downtime cost can occur for
each maintenance and replacement action. During the maintenance
duration, the downtime cost is an important part of the total mainte-
nance cost. The downtime cost is fluctuant according to the time-de-
pendent electricity price, since electricity price is the main influence
factor for time-varying downtime cost. As a result, the problem needs
to be addressed that how to further reduce the maintenance cost in
terms of time-varying downtime cost for a generating unit.

Although control-limit policy is widely applied to condition-
based maintenance, existing control-limit policies do not examine the
non-constant cost in CBM optimization. In terms of the CBM optimi-
zation based on cost criteria for a generating unit, the time-dependent
electricity price can not be ignored since it can cause the fluctuation
of downtime cost. However, the research about this problem is limited
[2], so extended CLP considering non-constant cost is in needed of
research. Inspired by the control-limit policy for CBM, we decide to
make a linkage between non-constant cost and the control-limit policy
for CBM. As a result, we extend the constant control-limit policy to
an electricity price-dependent control-limit policy to deal with the
electricity price-dependent downtime cost in CBM. In this paper, we
consider the influence of both the degradation and the electricity price
on the control-limit policy. Compared to CLP, the proposed EPCLP
can take advantage of time-dependent electricity price in order to per-
form PMs economically to achieve the minimal maintenance cost, by
assigning different thresholds to different electricity price levels. The
proposed EPCLP can be much more flexible for a generating unit, in
terms of both reliability and cost-effectiveness.

The rest of this paper is structured as follows: section 2 describes
the proposed electricity price-dependent control-limit policy; in sec-
tion 3, an extensive computational analysis is conducted for evalu-
ation of the proposed EPCLP in a comparison to the constant CLP;
concluding remarks are given in section 4.

2. Electricity price-dependent control-limit policy

After symbols and abbreviations are listed in section 2.1, section
2 has three primary stages. In section 2.2, the conventional control-
limit policy is described before the proposed policy. Next, in section
2.3, the structure of the proposed electricity price-dependent control-
limit policy is illustrated, and the innovations and characteristics are
proposed. And then, in section 2.4, the modelling and calculation pro-
cedures are described for CBM optimization in terms of the proposed

policy.

2.1. Symbols and abbreviations

Model parameter

h; hazard rate of component i

Bisn; Weibull shape parameters and scale parameters for
component i

aj age of component 7 at time ¢

zy covariate value of component 7 at time ¢

Vi corresponding coefficient of the covariate for com-
ponent i

ep, electricity price at time t

K; difference between the cost of per CM and the cost
of per PM for component i

Cai, Cqn, Cgv  downtime cost during above-average, average and
below-average electricity price periods respec-
tively

F; probability of sudden failure at time ¢ for compo-
nent i

At inspection interval

Ceir Cpip Coi cost for each CM, PM and OM, respectively

Car downtime cost at time period ¢

X simulation scenario

/8 cost rate for simulation scenario x

Ns number of degradation simulations

E(O) expected cost rate

A downtime cost ratio, i.e., DCR

Ter> Toms Ten number of continuous periods for below-average
price, average price and above-average price, re-
spectively

Ta,Tom» Tgqp sum of the periods for below-average price, aver-

Model variable

age price and above-average price, respectively

d(ep,) level-1 thresholds dependent on the electricity
price at time ¢

dig, dims di, level-1 thresholds for above-average, average and
below-average electricity price, respectively

d, level-2 threshold

Abbreviations

PM Preventive Maintenance

CBM

Condition-based Maintenance
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CM Corrective Maintenance

OM Opportunistic Maintenance

PHM Proportional Hazards Model

SARIMA Seasonal Autoregressive Integrated Moving Average
CLP Control-limit policy

EPCLP Electricity price-dependent control-limit policy

2.2. Control-limit policy

A valuable statistical procedure for estimating the risk of equip-
ment failure is the proportional hazard model (PHM) if it is subjected
to condition monitoring [6]. A form of PHM combines a baseline haz-
ard function /4, along with a factor that takes into account covariates to
improve the prediction of failure. In this paper, a Weibull PHM [14] is
applied and it is calculated by Eq. (1). It is a joint model of PHM and
Markov property for covariate evolution.

hy = hy eXP(ViZit) =pB; (ait/rli)ﬂi_l eXP(ViZiz )/’71’ (M

where f;, n; are Weibull shape parameters and scale parameters, re-
spectively, for component i. a;, is the age of component i at time 7, z;, is
the covariate value of component i at time ¢, and y; is the correspond-
ing coefficient of the covariate.

A possible realization of the time evaluation of a component is
illustrated in Fig. 1. For each component of a power generating unit,
both sudden failure and degradation failure can occur [9]. Therefore,
at each inspection time, there can be four possible events for each
component, including CM, PM, OM or no maintenance actions. If
the hazard 4;, exceeds the predetermined control-limit levels, PM will
be performed. If the multi-component system continues on operation
without any maintenance action, covariate state of each component 7
will follow the Markov process. Based on the state transition prob-
ability matrix we can obtain the sample covariates z;,; at next in-
spection based on the current value of covariates z;. Covariates of
each component can be selected by the EXAKT software [2]. For each
component, the covariate state can be modelled by the Markov proc-
ess [13, 18, 19]. The accumulated values of ppm metals behaved as a
homogenous Markov process in [13], and a continuous time homog-
enous Markov process was modelled for the degradation state in [19].
The control-limit replacement policies for deteriorating systems were
established by PHM which was dependent on its age and the condition
monitoring state [18].

Sudden failure

Kh{t)zd (1

Ft)

Degradation failure

Kh(r)zd,
OM
T'he system is shut down

Khr)=d,

1-£ (1)
!

Kh(1r)<d, (1)

No

maintenance
-

The system is on operation

Fig. 1. Tree of possible events for component i at time

2.3. Structure of an electricity price-dependent control-limit
policy

To deal with the time-dependent downtime cost due to the fluc-
tuating electricity price, we extend the PHM based CBM policy for
multi-component system to an electricity price-dependent control-
limit policy (EPCLP) from a constant control-limit policy (CLP).
Instead of the constant control-limit, the threshold for the EPCLP is
adjusted to different electricity price levels (e.g. above-average, aver-

age and below-average). The level-1 thresholds d; are dy, dj and
d;., for above-average, average and below-average electricity price,
respectively, such that:

diyy ifep e (epm+Aep,epU}
di(ep;)=qdpy ifep e [epm-Aep,eperAep] ) 2

dy ifep e [epL,epm-Aep)

where epY, ep" are the upper and lower bound of electricity price,
respectively. Meanwhile, ep™+Aep, ep™-Aep are the upper and lower
bound of average level for electricity price, respectively.
The proposed EPCLP for CBM for a hydro generating unit as a
multi-component system is proposed as follows:
1) For component 7, perform CM if a sudden failure occurs with
the probability F,.
2) For component i, perform PM if K;h;,>d,(ep,);
3) If the system is shut down for the maintenance (e.g. PM or
CM), perform OM on the component / if K, >d,.

A schematic representation of the EPCLP is presented in Fig. 2
to illustrate the cost-effectiveness of the proposed policy, compared
to the constant CLP. For simplicity, the example describes a single-
component system instead of a multi-component system. As the haz-
ard rate of the component increases from the initial time or after each
maintenance, it can meet dy <d (respectively, dy>d) during the low
(respectively, high) price periods. Here, d;, dy, dy; are threshold for
EPCLP, while d is the constant threshold. As a result, PM can be per-
formed during low price periods with much higher probability by EP-
CLP compared to the constant CLP. So the downtime cost is in total
(CygutCyutCyap) for the constant CLP, while the downtime cost is in
total (Cyqp +CyytCay) for EPCLP. The proposed policy can achieve a
cost-reduction of (Cyy-Cy; ) compared to the constant CLP in this ex-
ample, since EPCLP is more flexible than CLP. From the illustration,
EPCLP can be cost-efficient by balancing the timing of the outages,
as well as by balancing the PMs and CMs.

However, for the trade-off among the costs of PM, CM and outag-
es to achieve a minimal cost for the EPCLP, PM cannot necessarily be
performed during below-average price periods with high probability
for all cases. The problem is complicated since optimal thresholds are

Electricity
) ep
Price H
| €Py
ep,
N
tr
- -~
.......-......(ZH ............. . d
) d / -
I'hreshold y.4
L J : Hazard
P H
: i i {
° o a—p C(dt)
Downtime C C 3 C i
Cost dr. df u‘.-\fi
o— C(d)

C' dH (' dH C daM

Fig. 2 Schematic representation of the epclp compared to clp
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sensitive to both the reliabilities of the multi-component system and
the relationships between the various costs, as well as the degradation
process and electricity price scenarios.

Qualitatively, for cases with high reliability levels and less number
of above-average price periods, it can be cost-efficient to perform PM
during above-average price periods, since the PMs and outages can be
reduced effectively. While for cases with low reliabilities and a large
number of above-average price periods, it would be cost-efficient to
perform PM during high price periods.

When the downtime cost is higher, it could be cost-effective to
perform fewer PMs, more CMs and fewer outages. So the threshold
can be lower for the below-average electricity price level with fewer
continuous periods. Conversely, if the downtime cost is lower, it could
be cost-efficient to perform more PMs with fewer CMs. So the thresh-
old of the electricity price level which has more continuous periods
may be much lower. The advantage of the proposed policy in terms
of the cost-efficiency can be verified by the results of the simulations
in section 3.3.

However, for cases with much higher reliabilities, or with much
lower downtime costs, the advantage of the proposed policy is not
so significant. For cases with much higher reliabilities, few PMs are
needed, so the cost-saving of EPCLP can be insignificant, the same
goes for the cases with much lower downtime costs. Sensitivity analy-
sis will be proposed in Section 3.3.

2.4. Modelling of an electricity price-dependent control-
limit policy for CBM

Since the failure cost is generally much higher than that of per-
forming PM, sufficient PMs can reduce failures but cost will be in-
creased as well. So a trade-off exists between the scheduling of PMs
and CMs. The objective of the problem is to obtain the optimal PM/
OM thresholds to minimize the average cost of maintenance and loss
due to downtime during the planning horizon.

Based on these explanations, the EPCLP can be stated as follows:
given the fluctuating electricity price, with having the stochastic deg-
radation process and the relations specifying the permissible of main-
tenance actions, the problem is to the assign the dynamic thresholds
to PMs and OMs, and the maintenance cost rate is minimized. The
assumptions used in this problem are as follows:

1) The component degradation process can be described by the
proportional hazard model, with covariates observable at each
inspection.

2) The components of the system are independent in degradations
and failure processes.

3) The components are economically dependent. The loss of pro-
ductivity during downtime is incurred if the generating unit is
shut down for CM or PM. The loss of productivity is incurred
only once for each outage.

4) We focus on the maintenance optimization in this study, so the
inspection interval is not a design variable in the optimization
problem. The inspections are assumed to be scheduled accord-
ing to fixed intervals, so we can assume they are performed at
Zero cost.

5) Each component may suffer random failure only once during
each inspection interval. A failure may happen during the in-
spection interval or just at the inspection time. For simplifica-
tion, we assume failures just occur at the inspection time, and
so do the maintenance actions.

6) During downtime the components do not deteriorate.

7) Both CM and PM can fully recover the component to an as-
good-as-new condition.

The mathematical formulation for the problem is given as fol-
lows:

EC= min s p W \di(ep;),d 3
dl(epz)~dzzx71 ( l( t) 2) ®)

1 NC
Wx (dl (ept)’dZ) = Z[Z ([gitcci + Igitcpi + Igitcoi)+ IgtcdtJ Vx

NT A S5
“)
X
st 1% =0 whenuin <Fy (5)
0 otherwise
o >
;it: 1 Whenlc.” 0 & Khy; > dy(ep;) Vitx  (6)
0 otherwise
1 when [TY(1-15)(1-1%,) =0 &d Khy,>d
RS S [ R TS e R
0 otherwise
(M
mind;(ep,) > d, ©)
Fj, =1—exp{-h;At} )
uy ~U(0,1) (10)

Eq. (3) is the objective function which indicates the purpose of
identifying electricity price-dependent threshold sets that achieves the
minimum expected maintenance cost over all possible degradation
scenarios. Egs. (4) state the maintenance cost rate for each degrada-
tion scenario x over the whole planning horizon N7, including mainte-
nance costs and downtime costs. Constraints (5) state a sudden failure
will occur with the probability F, and it can be determined by the
stochastic variable u;,. Constraints (5) ~ (7) determine whether CM,
PM and OM will occur respectively for component i during period
t for degradation scenario x. Constraints (8) guarantee the first-level
thresholds be greater than the second-level threshold. Constraints (9)
determine the sudden failure probabilities [23]. Constraints (10) im-
pose the normal distribution on the stochastic variable u;,.

Furthermore, to determine the value of PM threshold, the opti-
mization of thresholds can be achieved by certain criteria such as
cost, reliability and availability criteria. For example, an optimal PM
threshold was derived by minimizing the average maintenance cost in
[2, 18]. A double-level PM threshold for a multi-component system
was optimized on cost criteria as well in [23].

The proposed maintenance policy is evaluated by the average cost
in the planning horizon, taking into account the cost of each type of
maintenance action and downtime costs. In order to have sensible re-
sults, the maintenance cost evaluation is implemented using Monte
Carlo simulation [22]. The simulation generates a large number of
degradation scenarios. Each component undergoes stochastic transi-
tions between the possible covariate states, evolving through condi-
tions of availability and unavailability due to PM or sudden failure.
For each simulation scenario x, the cost rate, including total mainte-
nance cost and loss of productivity, will be calculated, denoted by
W, if the thresholds, d(ep,) and d,, are given. The probability for
each degradation scenario is p,. After N, simulations, the expected
cost rate EC under given thresholds, d; and d5, can be estimated. The
simulation procedures will continue until it satisfy the convergence
criterion [20], and the number of valid simulations can be determined.
The overall Monte Carlo simulation for EPCLP for a power generat-
ing unit is outlined in Fig. 3.
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Algorithm: Monte-Carlo simulation for EPCLP for a power generation unit
Inputs: degradation process; price scenarios; PHM parameter.
Outputs: optimal threshold set for EPCLP.
Begin:
while (( d (ep ).d, )€ valid sets) do
ne—1; te—1; i1, /linitialization
while ( |[EC - EC_,|> tolerance limit ) do
while ( <= NT ) do
while (i = NC) do
generate 1 ~ U(0,1)
ifu=F(in
then fem (i, 1)=0 and Ceme— Cem + ¢ (i) otherwise fem (i, 1)=1
end while
i—1;
while (i = NC) do / judgement of PM
if fem (i, 1)=0 and Kh(i, 1) =d (ep(1))
then /pm (i, =0 and Cpm« Cpm +¢_ (/) otherwise fpm (i, 1)=1
end while
i—1;
while (i = NC) do /f judgement of OM
if prod( fcm ) * prod( fpm )=0 and fpm (i, =1 and Kh(i, /)= d,
then fom (i, H=0 and Com«— Com + ¢__ (/) otherwise fom (r =1
end while
if prod( fcm ) * prod( fpm )=0 then Cd« Cd +¢ (ep(1))
end while
recording the average cost for each simulation EC|
n=n+1I;
end while
end while
report the optimal threshold set
end

/f generation of sudden failure

Fig. 3. Monte carlo simulation method for EPCLP for a power generating
unit

4. Computational experiments

In summary, the proposed electricity price-dependent control-
limit policy (EPCLP) is an enhancement of constant control-limit
policy (CLP). The maintenance actions using EPCLP and CLP and
the comparison results of these two kinds of policy are discussed in
Section 3.2. In order to achieve better insight into the performance of
the EPCLP for CBM in Section 3.3, EPCLP is compared with the CLP
in terms of the following four factors, downtime cost ratios (Section
3.3-1), reliabilities of the multi-component system (Section 3.3-2),
covariate processes (Section 3.3-3), electricity price scenarios (Sec-
tion 3.3-4).

3.1. Dataset

We present a simulation study to illustrate the effectiveness of the
proposed policy for a generating unit as a multi-component system.
The capacity of the generating unit is set to be 25SMW. PHM param-
eters, including a shape parameter, a scale parameter and a covariate
parameter for each component, are listed in Table 1. The parameter y
is the covariate parameter which indicates the degree of influence a
covariate has on the hazard. The costs of various maintenance actions
for each component are listed in Table 1, including costs for CM, PM
and OM, and the unit of the each maintenance cost is $1000. The pos-
sible values for z;, are Z,, which represent selected covariate bands. In
this example, the values are set to be Z;=0, Z,=35, Z,=60 and Z;=85
which represent the condition monitoring states. The state transition
matrix of each component, listed in Table 2(a-c), is derived from a

Table 2(a) Transition probability matrix of condition indictor of hydro turbine

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.72350 0.25340 0.02258 0.00052
[35,60) 0.03301 0.85120 0.11490 0.00089
[60,85) 0.01800 0.19220 0.78710 0.00270
[85,100] 0 0 0 1

Table 2(b) Transition probability matrix of condition indictor of generator

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.79850 0.18180 0.01921 0.00049
[35,60) 0.02815 0.83270 0.13840 0.00075
[60,85) 0.02110 0.12250 0.74320 0.11320
[85,100] 0 0 0 1

Table 2(c) Transition probability matrix of condition indictor of transformer

Bands [0,35) [35,60) [60,85) [85,100]

[0,35) 0.73590 0.23310 0.03038 0.00062
[35,60) 0.00926 0.82920 0.16070 0.00084
[60,85) 0.00794 0.09850 0.81030 0.08326
[85,100] 0 0 0 1

month interval, and the covariates of each component are assumed to
be independent.

The electricity price history profiles are from the Monthly Loca-
tional Marginal Pricing of the PJM Power Market [21]. For the iden-
tification of a statistical model, we use the weekly electricity price
profile of twelve years from 1999 to 2012. A SARIMA model is ap-
plied to model the time series for the electricity price ep,t€Z [11].
SPSS is used to identify a SARIMA(2,1,2)%(1,1,0)s, model for the
electricity price ep, during period ¢. Introducing Y,:=ep, —ep,.;—( ep,.5»
—ep,.53), it reads:

Bl U Al 3 A _¢1* (yx-sz =0, 53 _¢2yr—54): g, —0g,_ -0, ,+6,
The estimated model coefficients are:

(01:0,.0) )=(-0.604,0.346,-0.47),(6,.6,.6, ) = (~0.175,0.8,-0.37)

Furthermore, ¢, t€Z are independent, normally distributed ran-
dom variables with mean 0 and variance 11.26.

The stochastic electricity price process is approximated by a sce-
nario tree [10]. According to the SARIMA equation, a large number
of simulated price scenarios are generated using an i.i.d. realization
of ¢. Then the empirical means of the forecasting electricity price can
be derived from simulation price scenarios. In this study, the planning
horizon is set to be three years. The monthly electricity price of the

second and third years are assumed to be identical

Table 1. Parameters of proportional hazards model and CM, PM and OM cost for critical components  with the price process of first planning year, since
component Shape Scale Covariate CM cost PM cost OM cost }fllstorlc(z;.l glectrllc: ity price I‘E?COI‘dS are not enouglh
P Parameter B | Parameter n | Parametery | ($1000) ($1000) ($1000) or predicting electricity price process accurately

- over the next two years.
hydro turbine 3 1000 0.060 213 24 12 The ranges of the average price, above-average
generator 2 1500 0.044 150 20 10 price and below-average price are defined to be
transformer 3 800 0.053 210 2 12 lep™ ~Aep, ep™ +Aep], [ep™ +Aep, ep], and [ept,
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ep™—Aep], respectively. ep™ represents the mean value of the expected
foresting electricity price and is $52/MWh in this case. The parameter
Aep is set to be $5/MWh to divide the forecasting electricity price into
three different levels.

The thresholds [d}, d,]=[d 1, dim, din, d>] are defined within the
range ($1000/day) while the discretization accuracy (log;y)=0.5 for
each component. For simplification the unit of the threshold ($1000/
day) will not be mentioned, and the values of the thresholds are all in
logarithm scale (base 10) for the rest of the paper.

3.2. Comparison of EPCLP and CLP for the Mean Forecasting
Electricity Price

To confirm the performance of the proposed policy, we take the
mean forecasting electricity price scenario for an example. The results
(Table 3) show that the electricity price-dependent threshold d,=[d 1,
dims digl 18 [-1, -1, 0]. The thresholds of below-average and average
price periods are much lower than that of above-average price peri-
ods. The minimum of the price-dependent thresholds, min(d;)=-1, is
much lower than the constant threshold d;=-0.5. Meanwhile, the max-
imum of the price-dependent thresholds max(d;)=0 is greater than the
constant threshold. Compared to the constant CLP, more PMs can be
performed by the proposed policy to reduce failures. Specifically, the
average number of PMs is increased to 14.0 from 8.0 by the proposed
policy, the average number of CMs is reduced to 1.3 from 2.2, and the
average number of outages is increased to 11.7 from 9.8. As a result,
the average cost is reduced by (960-890)/960=7%. The standard error
of the estimated cost is around $5/day and the standard error of the
average number of the event (outage, CM, PM or OM) is 0.1.

The optimal thresholds of the proposed policy make sense in this

Table 3.  Results for the case with downtime cost ratio 0.12 for EPCLP compared to constant CLP

probability of the event (e.g., outage, CM, PM or OM) occurred at
time 7. The event probability can be approximately estimated by the
percentage of times the event occurs at time ¢ over all the total simu-
lations. For example, if the failure event at time ¢ occurs 100 times
over a total of 3000 simulations, the probability of the failure is esti-
mated to be 100/3000=3.3%. Compared to the constant CLP, PM can
be performed during below-average and average price periods with
much higher probabilities by the proposed policy as shown in Fig. 4.
Meanwhile, the probabilities of failure (or CM) by the EPCLP are
generally lower than that of the constant CLP during the planning
horizon. So this case shows that the number of failures can be reduced
significantly by the proposed policy.

3.3. Study Results and Discussions for Sensitivity Analysis for
EPCLP

1) Influence of downtime cost ratios (DCR)

To analyze the effect of different DCR to optimal EPCLP, DCR
is defined by A=cy/(c4tcyte,). Here, ¢ is the average of ¢y, ¢ is the
average of c; and ¢ is the average of cq- DCR increases with higher
downtime cost while ¢, and ¢, are fixed. For the mean price scenario,
the proposed policy can offer a 3% to 7% cost-saving over the CLP
(Table 4) within the valid range of DCR 4<0.35. As / increases from
0.12 to 0.35, the number of CMs increases with the number of PMs.
It can be cost-effective to reduce the outages by increasing CM for
higher DCR. Therefore, CM is increasing, and number of PMs and
outages are decreasing while / is increasing. For higher DCR (e.g.
4>0.35), EPCLP is no longer cost-effective since less PM is needed.

The valid DCR can be categorized into low and high downtime
cost in terms of the different optimal thresholds. Thresholds d; are
[-0.5,-1,0] and [-1.5, 0, 0] for
low DCR (e.g. 2=0.12 or 4=0.21)

Probability of Events
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Fig. 4. Comparison of the event probability distributions between the and CLP a) and EPCLP b) and CIS

the forecasting electricity price

u...m 10 Bt 100 u...g__ um

policy d, d, Outages ™ PM oM cost ($/day) | cost-saving and high DCR (e.g. 4=0.35), re-
EPCLP 110 0 17 13 140 35 890 spectively. The reason for the
[1-1.0] - : : . . 7% difference of the optimal thresh-
CLP -0.5 -1 9.8 2.2 8.0 5.6 960 olds is that performing more
PMs are cost-effective for cases
: with lower DCR while fewer

1 I Dovmtimes I CM [ 1PM oM

PMs are needed for cases with higher DCRs.
2) Influence of reliability levels

The threshold of the proposed policy can be
influenced by the reliability of the multi-compo-
nent system, as well as the DCR. In the sensitivity
analysis of reliability levels to the PM threshold,
five cases with different values of the scale pa-
rameter # in the PHM model are tested. For case
R1, the scaling parameter # are [1000 1500 800]
and for case R2, the scaling parameter 7 are set to
be [1000 1500 800]x2, and so on. The higher the
scale parameter #, the higher the reliability is.

For case R1 with A=0.12, the optimal
thresholds are [—1, —1, 0] (Table 5). Whereas,
for cases with the higher reliability levels, e.g.
R2, R3, R4, the optimal thresholds are [-1.5, 0,

case. Generally, the total cost for each PM (includ- Table 4. Optimal results of the EPCLP for mean price scenario with various downtime cost ratios
ing PM cost and downtime cost) is much lower Costof | costof cost
than the total cost for each failure (including CM A d, dy | Outages | CM PM OM EPCLP CLP -saving
cost and downtime cost). Therefore, it is cost-ef- 012 | [L05-1,00 | —1.1 1.7 13 13.9 32 900 960 79
. . . . —0.5,—1, 1. . . B . ()
fective to reduce failures by performing more PMs
compared to the CLP. 021 | [-05-1,0] | -1.1 | 109 15 | 128 | 30 | 1200 | 1240 3%
Furthermore, the comparison of the event prob- | 035 | [-1.5,0,0] | -2 8.4 27 | 99 | 115 | 1730 1810 4%
ability distributions between the EPCLP and CLP <05 05 1 95 22 85 71
is shown in Fig. 4. The vertical axis indicates the : . : : : :
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Table 5.  Optimal results for the case with mean price scenario and A=0.12 via
the EPCLP
case d; d, | Outages | CM | PM | OM | cost ($/day)
R1 [-1,-1,0] | =11 1.7 1.3 | 139 | 3.2 890
R2 [-1.5,0,0] -2 4.2 1.3 53 5.1 510
R3 [-1.5,0,0] -2 3.1 0.7 41 3.1 320
R4 [-1.5,0,0] -2 2.7 0.4 33 25 230
0.5 T 1
=002
-0
=035
04 0.8
E; 037 E 0.6
0l i
iﬂ L]
R1 R2 R3 R4 RS
R R
(a) ih}

0]. Since fewer PMs are needed for latter cases,
the threshold of the price level which has the
minimal continuous price periods should be the
minimum. Nevertheless, for the mean price sce-
nario with low DCR (e.g. 4=0.12), more PMs are
needed for cases with lower reliability levels.
So for low reliability cases the optimal thresh-
olds are [—1, —1, 0] while the optimal thresholds
are [—1.5, 0, 0] for high reliability cases. Since
fewer PMs are needed as the reliability increas-
es, the threshold is minimal during the price pe-
riods for which the number of continuous time =
periods is minimal. It is economical to perform
fewer PMs for cases with higher reliability lev-
els. And it is cost-efficient to set the threshold
of the low price periods to be minimal since the
continuous time periods ratio for different elec-
tricity price levels is T :Top: Ty =3:9:6.

The cost-saving of the proposed policy over the constant CLP (or
over the CM policy) for various downtime cost ratios and reliability
levels are shown in Fig. 5(a) and Fig. 5(b), respectively. The results
show that the proposed policy can provide a cost saving of about 3%
to 17% over CLP for the cases with valid reliabilities (e.g. R1, R2
and R3) and DCRs (e.g. A<0.35). Whereas for cases with higher reli-
abilities (e.g. R4 and RY), the valid range of the DCR becomes much
smaller, e.g. such as A<0.21 and A<0.12 for case R4 and case RS,
respectively. For cases with higher reliabilities (e.g. R5) and higher
DCR (e.g. 2>0.21), the proposed policy can be no longer cost-effec-
tive than CLP since few PMs are needed.

4.

=
0.
=

25

4 -
001 0.08

3) Influence of covariate processes
To analyze the influence of the covariate on the performance of
the proposed policy, the parameterized transition matrix is:

o 0
o} {I |
. IIIIIII t‘[l.
1
S0}
1.5} |
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!

Fig. 5. Cost saving rate of EPCLP over CLP a) and CM b) for different reliabilities and DCRS

l-a a/3 al/3 al/3
al3 1l-a ao/3 ol/3

a:a/_’; al3 l-a al/3]|
0 0 0 1

Compared to the CLP, the cost-saving rate of EPCLP generally de-
creases as the parameter o increases (Fig. 6). For example, in the case
when a=0.01 and 2=0.12, the cost-saving rate is 15%, and it is redu-
ced to 6% as a is increased to 0.2.

Since more PMs are needed as a increases,
the optimal price-dependent thresholds can be
affected as a result. For example, when DCR
is A=0.12, the optimal price-dependent level-1
thresholds for 0.05<0<0.2 and 0.2<0<0.9 are
[-1.5,-0.5, 0] and [-0.5, —1.5, 0], respectively.
The changes of the optimal thresholds show that
more PMs are needed for rapid covariate deg-
radation.

The threshold of the average price periods
is set to be lowest since the number of continu-
ous middle price periods (7Tyy,) is the highest.
From the relationships between the optimal
thresholds and the price scenarios (more details
are discussed in Section 3.3-4), the ratio for con-
tinuous periods of low, average, and high price
T Tom:Top 1s 3:9:6. The changes in the opti-
mal thresholds show that more PMs are needed

=012
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P
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Fig. 6. Comparison of EPCLP and CLP in terms of degradation parameter alpha

for rapid covariate degradation. So the lowest threshold of the price-
dependent thresholds is set during the average price periods since the
number of continuous periods for the average price is the largest.

4) Influence of electricity price scenarios

For the electricity price-dependent control-limit policy, it is in-
structive to change the property of the electricity price scenario to
analyze the influence of different price scenarios to the performance
of the two policies.

From the results of the optimal thresholds for different price sce-
narios, there may exist specific relationships between the optimal
thresholds and some specific properties of the electricity price proc-
ess. To verify this conjecture, 13 typical price scenarios are select-
ed from the total 59049 price scenarios (e.g. price scenario 00001,
01249, 01250, 04150, 06292, 31321, 31869, 48037, 58002, 58888,
58917, 58937 and 59030 are the label for the forecasting electricity
scenarios). The price scenarios can be generated and reduced by the
scenario generation method [12].
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Fig. 7. Schematic representation of continuous periods C and cumulative pe-
riods S

To summarize the relationships between the optimal thresholds
and the electricity price scenarios from the simulation results, some
properties of the electricity price scenarios can be detected. Firstly,
T, Tom, Ten are defined to be the numbers of continuous periods for
above-average price, average price and below-average price, respec-
tively. Secondly, Ty, Tq\. 75y denote the sum of the periods for a low
price level, an average price level and a high price level, respectively.
As shown in Fig. 7, the ratio among the numbers of continuous peri-
ods for below-average price, average price and above-average price is
Tor: Tem: Tey=3:2:1. Moreover, the ratio among the sum of the periods
for a low price level, an average price level and a high price level is
To: T Ty=4:5:1.

The relationships between the optimal thresholds and price sce-
narios (Table 6) are summed up from the optimal thresholds of vari-
ous price scenarios. The relationship between the optimal thresholds
and price scenarios can be summarized in terms of different DCRs.

(1) Various price scenarios with low DCRs and low reliabilities;

For the cases with lower DCRs (e.g. A<0.2) and lower reliabilities
(e.g. case R1), more PMs are needed to be performed. The relation-
ship between the optimal thresholds and the price scenarios can be
divided into three categories.

For the category (a) (e.g. scenario 00001, 58888, 58917, 58937,
59030), the minimal threshold can be assigned to the price levels which
achieve the highest number of continuous price periods max[ 7., Tou,
T.y]. For the price scenario 00001, the largest number of continuous
price periods is the average price, i.e. max[7,, Tom, Toyl=max[6, 9,
3]= T\, the minimal threshold can be assigned to the average price
levels, i.e. min[d,y, dim, dil= dim-

For the category (b) (e.g. scenario 04150, 06292, 31321, 48037),
for the price level which achieves the highest number of continuous
price periods, and the sum of the corresponding price periods is rela-
tively much higher than other price levels, the minimal thresholds can

Table 6. Specific relationships between the price scenarios and optimal thresholds via the price-dependent

control-limit policy for case R1

be assigned to the other price levels. For the price scenario 04150, the
largest number of continuous price periods is the average price, i.e.
max| Ty, Tov, Tel=max([3, 7, 3]1= T, And the sum of the periods for
different price levels are [T, Ty, Tsl=[9, 18, 9]. The sum of the pe-
riods for average price level (7,~=18) is much larger than that of low
and high price levels. If a minimal threshold is assigned to the aver-
age price level, much more PMs can be performed since 7, is much
higher than 7 and 7. As a result, too much PMs will be performed
and the maintenance cost can be increased. So it will be cost effective
to perform PM during the low and high price periods instead of during
the average price periods for price scenario 04150.

For the category (c) (e.g. scenario 01249, 01250, 31869, 58002),
the largest continuous price periods max[ 7, T\, 1] are much high-
er than other price levels, the minimal thresholds can be assigned to
the price levels with second largest continuous price periods. For the
price scenario 01250, the largest number of continuous price periods
is the average price, i.e. max[7, Tov, Tegl=max[6, 12, 6]=12=T;,
then min[dyy, dy, dig] can be assigned to the low price level.

(2) Various price scenarios with higher DCRs (e.g. A>0.2) or high-
er reliabilities.

For the cases with higher downtime cost ratios (e.g. 2>0.2 ) or
higher reliabilities of the multi-component system (e.g. case R2),
fewer PMs are needed. So the minimal threshold can be assigned to
the price levels which have the lowest continuous price periods (e.g.
scenario 01249, 1250, 04150, 06293, 31321, 31869, 48037, 58002,
58917 and 59030) or the second lowest continuous price periods (e.g.
scenario 00001, 58888 and 58937).

4. Conclusions

This paper has proposed an electricity price-dependent control-
limit policy (EPCLP) for the power generating unit taking into ac-
count the electricity price-dependent downtime cost for CBM. Since
the proposed EPCLP can take full advantage of the changes of the
fluctuating electricity prices, it can make further maintenance cost re-
duction in comparison of the constant control-limit policy. From the
extensive computational analysis, it can be concluded that the EP-
CLP holds a significant advantage of cost-saving if the downtime cost
rates, reliabilities of the multi-component system and the covariate
are among the valid ranges. Future extensions of this work will focus
on the investigating optimal CBM policy
for complex multi-component system that
build on our control-limit policy. In addi-

id dd tion, although we assume the forecasting
cat price To Tem Ten o Tou Ty minidy, diw, diul electricity is deterministic, it is also possi-
H S
€gory | scenario A<0.2 A=0.2 ble to consider the case in which the fore-
00001 6 9 3 24 9 3 ding ding casting electricity is of uncertainty.
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ANALYSIS OF THE GAS NETWORK FAILURE AND FAILURE PREDICTION
USING THE MONTE CARLO SIMULATION METHOD

ANALIZA AWARYJNOSCI SIECI GAZOWYCH ORAZ PROGNOZOWANIE AWARII
ZZASTOSOWANIEM SYMULACYJNEJ METODY MONTE CARLO

The scope of the article includes the analysis of the gas network failure based on a material obtained from field tests covering the
years 2004-2014, conducted on the gas network of 120 thousand city, allowing to specify the failure rate of the gas network with
division into material, pressure and pipelines diameter and indicate the main causes of failure on gas networks. On the base of the
results of this analysis the Monte Carlo method to predict failures in gas pipe network has been presented.

Keywords: failure of gas network, Monte Carlo method, analysis of the failure structure, failure prediction.

Artykut swoim zakresem obejmuje analize awaryjnosci sieci gazowej na podstawie uzyskanego materiatu z badan eksploatacyyj-
nych obejmujgcych lata 2004-2014 prowadzonych na terenie Zaktadu Gazowniczego w 120 tys. miescie, co pozwolito na podanie
intensywnosci uszkodzen sieci gazowych z podziatem na material, cisnienie i srednice rurociggow oraz podanie glownych przy-
czyn powstawania awarii na sieciach gazowych. Na podstawie wynikow analizy zaprezentowano zastosowanie metody Monte

Carlo do prognozowania awarii sieci gazowych.

Stowa kluczowe: awaryjnosc sieci gazowej, metoda Monte Carlo, analiza struktury awaryjnosci, prognozowa-

nie awaryjnosci.

1. Introduction

In the report of the Committee of Union Gas in the World Con-
gress in Nice in 1972, the issue connected with the failure intensity
of the gas network was presented. Operation of Gas Supply System is
inseparably linked with the occurrence of the fire and explosion risk.
Failures, explosions and fires long-term statistics conducted by the
gas services and organizational units of the State Fire Service indicate
that despite the continuous increase of the safety level of gas supply
system and number of actions taken in this regard, still many fail-
ures are recorded, which often generate serious threat for the external
and the inner environment of a man, as well as create risk for human
health and life. The consequences of failures, during which the release
and dispersion of natural gas occurs, depend on its type, nature and
causes, as well as from the efficiency of its removal.

Failure frequency evaluation in the operation of gas supply sub-
system should be one of the priorities of the gasworks, which should
attach greater importance to assess the proper functioning of the
newly designed, as well as the implemented systems [31]. With the
increasing pressure from the environmentalists and stricter standards
for acceptable environmental pollution and structures vulnerability in
terms of its protection, it seems to be a necessity [6, 24, 28]. The issue
connected with failure gas pipeline analysis in perspective of improp-
er design, construction and maintenance is presented in work [11], the
increased failure affected by the lack or improper conduct of repairs
and modernization, also incorrect or lack of risk management pro-
gram. When planning renovations or modernization of gas networks
the gasworks employees should make the classification of pipelines,
that means determine which sections of the network require immedi-

ate repair, and which can be repaired later [7, 15, 26]. For this reason,
making the appropriate maintenance (repair, renovation, replacement)
only after the damage of the element may be irrational, control human
intervention detects and removes faults being a potential source of
failure. Widely used solution become the preventive renewals, aimed
at reducing the loss of utility of a given element in different environ-
ment [4, 8, 21]. Very important from operator perspective is the failure
reason [18, 20, 29], as well as modernizing actions that should be
taken to avoid such undesirable situations. The strategy of the preven-
tive renewals is to establish such timing of the renewals which will
enable to achieve the maximum profitability of the project, through
the use of the periodic strategies involving the renewals after a certain
period of element operation [5, 11]. Such classification can be made,
for example, on the basis of failure prediction for certain sections of
the gas network, using the Monte Carlo method [30, 34]. The Monte
Carlo methods include all proceedings aimed at finding approximate
solutions of some problems (mathematical, technical or operational)
[27]. The Monte Carlo method involves estimating the probability of
occurrence of certain events based on previous studies [1, 12]. The
assessment of the polyethylene pipes properties of gas networks in
terms of operation safety, as well as activities that influence the in-
crease of operation reliability and safety improvement was proposed
in [3]. Interesting approach for assessment of gas pipes defects was
presented by [23], in which corrosion and gouges defects were in-
cluded. In work [17] significant issues related to ensuring the safety of
pipelines, through research methods and the improvement of the tech-
nical condition were presented. Such composition was also prescribed
in [10, 14, 16, 19] as to identify the most common failure causes in
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addition to the existing design and construction data, as well as visual
physical inspection. Nevertheless random character of failure occur-
rence makes analysis and assessment in this area very complex and
based mainly on the analysis of operational data and implementation
of methods and analysis of the failure mechanisms under real condi-
tions as shown in works [9, 22, 25, 32, 33].

According to US Department of Transportation the trend in pipe-
line safety has demonstrated a stable decline in incidents concerning
deaths and injuries, in the last twenty years and decrease from about
sixty in nineties to forty. But on the other hand still more than fifty
percentage of gas network was constructed in fifties or sixties, what
can cause much serious failures or even gas explosion. Also many
programs were implemented to improve this situation, there is still
necessity for continuous improvement of gas network condition in
order to reduce the failure rate. As to perform this actions, the analysis
of typical gas network was proposed in this work, which aim will be
to eliminate failure or serious pipeline incidents.

Also the aim of the work is the possibility of forecasting (predic-
tion) failure as to minimize their possible impact, what is very impor-
tant for safety reasons for users in subsystem of natural gas supply
(SNGS), for this purpose, the Monte Carlo simulation method was
used.

2. Analysis of failure in subsystem of natural gas supply
based on operational data

2.1. Preliminary assessment of pipelines’ technical state

The SNGS is powered by a ring high-pressure network through
the 43 first degree reduction and metering stations, which supply me-
dium pressure rings of various districts of the city and the surrounding
regions. The age and material structure of the network are presented
in Fig. 1 and 2.

.9%\ 18%

39% 31%

Fig. 1. The age structure of the gas network - a state for 2014, in %
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more than 40 years

1%

steel

35% \

PE

PA

Fig. 2. The material structure of the gas network - a state for 2014, in %

Data on failures on the main taps and reduction points as well as
distribution networks in the years 2004-2014 are presented in Fig. 3.
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Fig. 3. Failures occurring in the gas network in the years 2004-2014, in %
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reduction points
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Figure 4 shows graphically the results of the analysis of causes of
failure in the I/p (low pressure) steel and plastic networks: PE - poly-
ethylene and PA - polyamide and m/p (medium pressure) steel and
plastic networks. Figure 5 summarizes the number of failures in the
1/p steel and plastic networks and in m/p steel and plastic networks, in
the assumed diameters ranges.
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gas network 1/p (plastic)

gas network I/p (steel)
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mechanical damage corrosion leaks other

Fig. 4. Failures of gas networks l/p and m/p in the years 2004-2014 with divi-
sion into the causes of their occurrence, in %
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Fig. 5. Failures in the assumed range of pipelines diameters in the years
2004-2014, in %

2.2. Water network failure

The unit failure rate A; for 1/p and m/p gas pipelines, with division
into material, was calculated according to the formula (1):

N =k (AN 1+ A)

where:

X —  unit failure rate for i type of network or i type of
fittings, [number of failures / km - year];

k; (t,t+At) — the total number of failures in the time interval At in
a given type of network,

I — length of a given type network, in a given period of
time, in which failures occurred, [km];

i — type of network;
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At — the time interval, [one year].

2.3. Discussion of results

The detailed analysis showed that the average values of the failure
rate index of gas pipelines are:
* failure rate of I/p gas pipelines A,ygusicer = 0.006987 [number
of failures/km - year],
* failure rate of I/p gas pipelines A,ygyplastic = 0-062352 [number
of failures/km - year],
* failure rate of m/p gas pipelines A, guscet = 0.005432 [number
of failures/km - year],
* failure rate of m/p gas pipelines Ay gupiastic = 0-027429 [number
of failures/km - year].

In detail the overall situation of failure rate can be distinguished
as follows on the Figure 6.

0,10
0,09 I
0,08
0,07
0,06
0,05
0,04

0.03 @

0,02

0,01

== =
0,00 i
’ Vp steel gas pipelines m/p steel gas pipelines 0 Median
[ 25%-75%
Up plastic gas pipelines m/p plastic gas pipelines T Min-Max

Fig. 6. Failure rate of a medium pressure gas pipeline, low pressure depend-
ing on the material type and on the network altogether

Most emergency pipes occurred to be plastic sections, they con-
stitute nearly 65% of all, due to the fact that the sections made of this
material constitute the most networks, what is confirmed by failure
rate index. The mean operating time between failures Tp,,, in the con-
sidered years was 1.9 d. This analysis shows that the main cause of
failures in gas distribution networks is the corrosion of steel pipes and
mechanical damages of plastic pipes. The total average failure rate
of gas pipelines was A, = 0.02555 [number of failures/ km - year].
The analysis showed seasonality of the failures in the gas distribution
networks, in spring and summer the number of failure increases and
during autumn and winter it decreases, so it is important to increase
the frequency of gas pipelines inspections and the use of monitoring
during the periods of increased failure rate. The performed analyses
show, among others, that the replacement of steel pipes by plastic
pipes made in recent years, significantly reduced the number of net-
work failures due to corrosion.

In the damage structure on all kinds of pipes, mechanical fail-
ure dominate and represent 78.7% of the total sum of failure. The
effect of such situation could be negligent backfill placement of pipes,
which during operation are susceptible to settlements and consequent-
ly breaking and too shallow laying pipes in the ground, so that they
are exposed to high loads. The largest share of failures concerned
network, which is older than 16 but having not more than 25 years.
The cause of such situation is that many older pipes had already been
replaced. The smallest number of failures occurred on the elements
younger than 5 years.

3. The use of the Monte Carlo simulation method for
predicting failures in SNGS

A concept of the adopted Monte Carlo simulation method can be
presented in the simplest way by means of the following procedures [2]:
1. Calculate the probability P(k.f) of the adopted subsystem reliabil-

ity measure.

In the analysed example it is the probability of k failures in SNGS,
calculated on the basis of data from exploitation. We used [13]:

Pk, fy=((n-A-f)k/ k) exp (-nit) @)

2. Establish equal intervals of random numbers with lengths corre-
sponding to the calculated probabilities.

3. Generate a sequence of independent random numbers occurring
with equal probability (N = (25+100) - 10%), for each random vari-
able included in the reliability analysis of SNGS. In the shown
example it is a number of failures “4”, which appears in SNGS
within a specified period of time.

4. After making a sufficiently large number of operations (draws),
calculate the number of results found in the emergency areas for
every failure “k”.

5. Calculate the U, index, which determines the probability of the
occurrence of k failures within a specified time interval.

U, = N,/N 3)

where N, is a number of hit random numbers in equal probability

intervals, corresponding to a certain number of failures at time  and N

is a number of all executed draws.

6. The measure of reliability in the analysed period is the index K
calculated as:

K=1-U, 4)

Generally, the Monte Carlo method can be used for every element
of SNGS, if only the values of failure probability are known. Com-
puter programs gives the possibility to use the simple Monte Carlo
simulation method to assess the reliability of SNGS. Figure 7 shows
the program algorithm performed for simulation calculations of the
number of failures on distribution networks in SNGS.

Once you start the program you must provide the following in-
puts:

ot - time,

oL - the length of the network,

* kg - the maximum number of failures at time ¢,
L) - the average unit failure rate.

Based on these data, the program calculates the probability P(k.f)
and determines the intervals of random numbers. Then the random
numbers are generated, at every number the program checks whether
a given number falls within the numbers for the i “k”, at the same
time counting how many of the generated numbers are within the
proper range. After the appropriate number of draws is made the pro-
gram calculates the index Uy and the procedure is repeated from the
beginning for the next £.

The result of the program is a series of grouped indexes U, for
the corresponding k. A simulation of 1000000 draws was performed
for each k failure for 1/p steel and PE networks and m/p steel and PE
networks. The results are shown in graphical form in Figures 8, 9,
10, 11.

Implementation of the Monte Carlo method shows the progno-
sis of technical condition of gas pipe. From the analysis of presented
figure 8-11 it seems that the intensified time for inspection and then
rehabilitation of network made from PE in case of average pressure
is the range from 101 to 154 years of exploitation, which greatly ex-
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Declaration of variables:
k It a b, ij N, M, x- total numerical
P U, A - real positive

Input data:

t - time [days]

| - the length of the network [km]
kmax - number of failures at the time t
A - the average failure unit rate
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Fig. 8. Simulation using the Monte Carlo probability U(k,t) of the forecasted
k failures in the network of steel l/p, A,,, = 16,4 failure/year

alil = b

[i-1] + 1
b[i] = P[

i110° + b[i-1]

Fig. 7. The algorithm of the program to assess the reliability of the SNGS

Fig.

Probability of failure per year, U

by the Monte Carlo method, where M is the number of random num-
bers getting hit with compartments of equal probability, N is number
of all performed lotteries, U is the probability, a predetermined range
of time when k failure occurs, P is the probability of k failure occur-

rence at the t time [27]
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k failures in the network of PE lp, A, = 13,8 failure/year

Fig. 9. Simulation using the Monte Carlo probability U(k,t) of the forecasted
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10. Simulation using the Monte Carlo probability U(k,t) of the forecasted
k failures in the network of steel avg/p, N,,, = 53,6 failure/year
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Fig. 11. Simulation using the Monte Carlo probability U(k,t) of the forecasted
k failures in the network of PE avg/p, A, = 137,2 failure/year
EkspLOATACIA | NIEZAWODNOSC — MAINTENANCE AND RELIABILITY VOL.18, No. 2, 2016 257




SCIENCE AND TECHNOLOGY

ceeds the lifetime of the gas network and constitute good prognosis
for investments of network rehabilitation. Also on the example of
steel pipes of average pressure the time of intensified observation
should be delayed longer in time from 37 to 74 years. The situation
is different in case of network of low pressure, it seems that the prob-
ability of failure considerably increases, for example Uy, which equal
1,20E-02 and is reached after eleven years of exploitation for PE pipe.
For the same probability of failure, but for the steel pipe (I/p) it is at-
tained after eighteen years of gas network functioning. Such progno-
sis should point a direction for conducting preventive modernization
of gas pipes.

4, Conclusion and perspectives

The simulation Monte Carlo methods can be used to predict fail-
ures occurring in the gas networks, which allows to classify properly
the elements of the subsystem requiring modernisation or general

overhaul. It could be very helpful in performing and planning of op-
eration strategy prediction.

As to perform the prioritisation pipes for rehabilitation, the failure
and prognosis analysis of the gas network should be conducted. It
constitute the crucial element of the management of urban gas net-
work, mainly in the strategic modernization plans, as well as it sup-
ports the rehabilitation techniques.

Further research should address the introduction of methods for
analyzing failure during which more information data from different
gas network will be gathered and constitute guidelines describing the
possibility of failure occurrence on the gas pipes. It also seems neces-
sary to indicate to discuss the criterion concerning the effectiveness of
the gas supply system functioning.
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ESTIMATION OF SYSTEM RELIABILITY BY USING THE PLS-REGRESSION BASED

CORRECTED RESPONSE SURFACE METHOD

OCENA NIEZAWODNOSCI SYSTEMU Z WYKORZYSTANIEM POPRAWIONE)J

1. Introduction

METODY POWIERZCHNI ODPOWIEDZI OPARTE)J
NA REGRESJI CZASTKOWYCH NAJMNIEJSZYCH KWADRATOW

A new computational method, referred as PLS-regression (PLSR) based corrected response surface method, has been developed
for predicting the reliability of structural and mechanical systems subjecting to random loads, material properties, and geometry.
The method involves a Corrected-Response Surface Model (C-RSM) based on the Partial Least Squares Regression Method
(PLSRM) combined with some correction factors, and Monte Carlo Simulation (MCS), which is named as the Corrected-Partial
Least Squares Regression-Response Surface Method (C-PLSRRSM). In order to develop an accurate surrogate model for the
region determining the reliability of the system, a proper coefficient is presented to determine the sampling region of the input
random variables. Due to a small number of original function evaluations, the proposed method is effective, particularly when
a response evaluation entails costly finite-element, mesh-free, or other numerical analysis. Three numerical examples involving
reliability problems of two structural systems and a mechanical system illustrate the method developed. Results indicate that the
proposed method provides accurate and computationally efficient estimates of reliability. The proposed correction method, the
PLSR based corrected response surface (C-PLSR-RS), can be the accurate surrogate model for calculating system reliabilities,
especially for the implicit performance functions.

Keywords: Reliability; Mechanical System; Partial Least Squares Regression,; Response Surface Method; Cor-
rection Method.

Nowa metoda obliczeniowa o nazwie "poprawiona metoda powierzchni odpowiedzi oparta na regresji PLS" (C-PLSRRSM) zosta-
ta opracowana dla potrzeb przewidywania niezawodnosci systemow konstrukcyjnych i mechanicznych poddanych obcigzeniom
losowym oraz charakteryzujqcych sig losowg geometrig oraz losowymi wlasciwosciami materialowymi. W metodzie uwzgledniono
pewne czynniki korekcyjne oraz symulacje Monte Carlo. W celu opracowania odpowiedniego modelu zastgpczego dla regionu sta-
nowigcego o niezawodnosci systemu, przedstawiono wspolczynnik, ktory pozwala okresli¢ obszar pobierania probek wejsciowych
zmiennych losowych. Ze wzgledu na niewielkq liczbe ocen funkcji poczqtkowych, proponowana metoda jest skuteczna zwlaszcza
wtedy, gdy ocena odpowiedzi wymaga kosztownej analizy numerycznej metodg elementow skonczonych czy metodg automatycz-
nie generowanej siatki (free mesh). Opracowang metode zilustrowano za pomocq trzech przykladow numerycznych dotyczgcych
niezawodnosci dwoch systemow konstrukcyjnych oraz jednego uktadu mechanicznego. Wyniki wskazujg, ze proponowana metoda
zapewnia doktadne i wydajne obliczeniowo oszacowanie niezawodnosci. Proponowana metoda C-PLSR-RS moze stanowic trafny
model zastgpczy do obliczania niezawodnosci systemu, zwlaszcza w przypadku uwikianych funkcji stanu granicznego.

Stowa kluczowe: niezawodnosé,; uktad mechaniczny, regresja czgstkowych najmniejszych kwadratow,; metoda
powierzchni odpowiedzi; metoda korekcji.

Suppose a system has m limit-state functions associated with its
constituting components. If the relationship between the system reli-
ability and component reliability is known, it is possible to compute
the system reliability pRs through the component reliability pR; . For
a series system, the system works well only if all components oper-
ate well, then system reliability is the probability of intersection of
the component reliability events [21,29], as shown in Eq. (1). For a
parallel system, the system is reliable if any of the components works

well, then system reliability pRs is, therefore, computed by the prob-
ability of the union of the component reliability events [29], as shown
in Eq. (2).

(M

J

s

PRs = Pr{ Y, > 0} (for a series system),

1

j
and

2

PRs = Pr{ Uy, > 0} (for a parallel system).
j=1

Where Y; is the j; component limit-sate function included in the
system performance function, which is expressed by:

¥y =g, ()G =1evm). ®)
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and the size of the random variables X = [XI,XZ,- X, ]T is n. Then

the component reliability event E; is defined by the event g ; (X)> 0

, and the component reliability is then the probability:
PR =Prig;(X)>0}(j=1:m). 4)

The major task of system reliability analysis is to calculate pRs,
given the joint distribution of X and the limit state functions

2;(X),(j=1,--,m). So far, one of the system reliability analysis

method uses the component reliability without considering the de-
pendency between the components failure. Approximate methods,
such as the first- and second-order reliability methods (FORM/
SORM) [4, 15, 28] and simulation methods [1, 23, 25, 26], are com-
monly employed to estimate the component reliability. Considering
the failure dependency expressed by the linear correlation coefficient

pjj » which is the failure relationship between the i;, component and
the j,; component, another system reliability calculation method is
obtained. The linear correlation coefficient p; can be easily found
with the linearized limit-state function g;(X) and g;(X). Details

about this type of system reliability analysis can be referred in [6, 21,
33, 38].

Without considering the correlation between the components
failure, or using the linear correlation coefficient to express the de-
pendency relationship, the accuracy of the component (or system) re-
liability result will deteriorate with the increase of the nonlinearity in
nonnormal-to-normal transformation. To solve these problems, sev-
eral more accurate methods have been developed by investigators [3,
7, 9]. Through extending the saddlepoint approximation (SA) method
[8, 16] used in component reliability analysis, Du [7] developed a SA
based system reliability analysis method. However, the accuracy of
the results is largely determined by the accuracy of linearization of
limit-state functions in the vicinity of their associated Most Likeli-
hood Points (MLPs) and the MLPs are acquired by the optimization
iteration process which affects the efficiency of the reliability calcula-
tion. Efficient Global Reliability Analysis (EGRA) method [2] was
extended to solve the system reliability problems by Barron [3]. It
is based on the creation of Gaussian process surrogate models that
are required to be locally accurate only in the regions which have
the significant contributions to the system failure. However, a large
number of iterations and a complex optimization process are needed
to get the surrogate model, which will decrease the efficiency of the
system reliability analysis. An active learning reliability method com-
bining Kriging and MCS was presented by Echard [9]. Two kinds of
active learning method, which are used to add the experiment points
to mend the meta-model, are presented. However, every point of the
sample population obtained from the Monte Carlo Sampling is needed
to search once during each active learning process, and high compu-
tational cost occurs if the number of the sample point population is
large. A fuzzy multi-objective genetic algorithm approach [24] was
proposed to optimize the system reliability.

This paper presents a new computational method for predicting
reliability of structural and mechanical systems subjecting to random
loads, material properties, and geometry. The proposed method in-
volves a small number of exact or numerical evaluations of the per-
formance function, generation of approximate values of the perform-
ance function at arbitrarily large number of inputs using the C-RSM,
and the reliability evaluation by using the MCS. Three numerical
examples involving reliability problems of structural and mechanical

system illustrate the effectiveness and accuracy of the proposed meth-
od. Whenever possible, to evaluate the accuracy and computational
efficiency of the proposed method, comparisons have been made with
direct MCS method which calculates the original performance func-
tions to get the system reliability.

Section 2 provides a brief introduction to the partial least squares
regression and response surface method. Section 3 describes the pro-
posed corrected response surface method based on PLSR method,
which involves a new correction method with a coefficient, and a new
sample method with a proposed proper coefficient to bound the distri-
bution region of the input random variables. Section 4 gives the simu-
lation theory of the MCS method which is used to analysis the system
reliability with complex component failure dependencies. Three nu-
merical examples are illustrated in Section 5, and comparisons have
been made with direct MCS method.

2. Partial least square regression method and response
surface method

Partial least square regression (PLSR) has two algorithms, PLS1
(Sequential algorithm) for the univariate response variables and PLS2
for the multivariate response variables [20]. PLSR was used to simul-
taneously correlate the parameters and responses. PLSR is a method

for relating two data matrices, x and y (in this paper, representing

a pair of realization matrix of X and Y at the sampling data), by a
linear multivariate model, but goes beyond traditional regression in

that it models also the structure of x and y . The core concept of
the PLSR approach is to solve the multicollinearity in regression or
calibration, and the further details of the PLSR can be found in Ref.
[35]. Nowadays, the PLSR method is applied to analysis the compo-
nent reliability [39, 40]. PLSR derives its usefulness from its abil-
ity to analyze data with many, noisy, collinear, and even incomplete

variables in both x and y . Unlike the traditional Multiple Linear
Regression (MLR) method, PLSR actually uses the responses vari-
able information during the decomposition process [13]; even the x

-variables data tend to be many and also strongly correlated, PLSR
method also works well. Many studies have shown the potential of
PLSR for estimating the parameters and demonstrated that PLSR was
a better alternative to conventional stepwise regression [18, 30, 32].
PLSR is also known as the projection to the latent structures which
are included in a relatively recent multivariate regression method that
combines the aspect of the principal component regression(PCR) and
multiple linear regression (MLR). PLSR is pertinent statistical choice
when [a] there are many variables x that are correlated with many
responses y and [b] there is missing data on experimental work [5]. In
this paper, PLSR method will be used to produce the surrogate model
of the original performance functions of a system. The meta-model,
with simple and low nonlinear form, will be used to calculate the sys-
tem reliability.

Response surface method is used to explore interaction among
the parameters and predict properties on the experimental region [5].
RSM is also a effective tool in assessing the reliability of complex
structures which requires a deal between reliability algorithms and
mechanical methods used to model the mechanical behavior, and
the interest of this method is that the user is allocated to choose and
check the mechanical experiments [12, 31]. RSM was used to explore
interactions among parameters and predict the failure regions. RSM
methodology is a collection of mathematical and statistical techniques
based on fitting of polynomial equation to the experimental data, and
becomes a powerful tool for describing the studied system ,so predic-
tion of its behavior can be made by the surface responses plots that
represents the system under studied region [5, 27]. RSM was also used
for analyzing the surface maps for different responses and detecting
of interactions among variables and quadratic models presented on
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the responses [14]. The procedure of using a least square regression
analysis to obtain the parameters of a response surface around a de-
sign point has earlier been used by Faravelli [10]. RSM method is
used for the several reasons but the important one is that the numerical
derivation on the analytical response surface is available, which re-
duces the number of mechanical computations required and provides
the information to decision maker to choose the judicious experiment
chemometric tools like Design of Experiment (DOE), RSM, PCR, or
PLSR [12]. These methodologies can be helpful when many variables
and responses are presented in various processes and correlation.

3. Corrected response surface based on PLSR

3.1. Asimple PLSR algorithm

PLSR has the ability to model one or several dependent variables,

Y,

responses, Y =[Y, Y,

s Y, Y ]T , by means of a set of predictor varia-

bles X = [Xl s Xoy X, ]T . With multivariate PLSR and the observa-

tion data, linear combinations of the predictor variables are formed

sequentially and related to 'Y by ordinary least squares regression. It
is shown that these linear combination, here called latent variables
(also called components and factors similar to the components using
in the principal components regression), is viewed as weighted aver-
ages of predictors, where each predictor holds the residual informa-
tion that is not contained in the earlier latent variables. And the quan-
tity to be predicted is a weighted average of the residuals from

separately regressing cach Y; response against carlier latent varia-
bles. A modeling problem including m-dependent variables, responses

1. Y%,....Y, , and n-independent variables, predictor variables (or in-
put variables) X, X, --,X, are considered here to explain the PLSR
theory. Where 1}, Y,,...,Y,, are seen as n responses all affected by in-
put variables (independent with each other) Xj,X,,---,X,. By se-

lecting N observations (sample points) composed of N input data vec-
tors xy = (o1, X520, s Xy )T,k =1,2,---,N and the corresponding N

responses values vectors y, = (yip, Vi2s s Yim )T ,k=1,2,---,N ob-

tained from calculating the original performance functions, two matri-

ces x and y of dimensions (N *n ) and ( N *m ) are formed. Data of
a PLSR method can be arranged in two tables, and usually have been
centered and scaled before the analysis [11], which are expressed by
Eq. (5) and Eq. (6), respectively:

11 Xn

E, = s (%)
XN1 XNn
Bt 0 Vim

Fp=| : | (©)
VN1 t YNm

Here, a simple PLSR algorithm used in this paper is described as
below:
(1) Finding the eigenvector corresponding to the maximum eigen-

value of matrix EOTFOFOTEO as w; calculating the latent

variable as #; = wlT X ; evaluating the score vector as # = Eqw,

and the residual matrix as E; =E0—t1alT . Where

o =rbif il

(2) Finding the eigenvector corresponding to the maximum eigen-
value of the matrix E1TF0FOTE1 as w, ; calculating the latent
variable as ¢, = w%X ; evaluating the score vector as

t, = E;w, and the residual matrix as E, = E| — t2a2T . Where
~ [~2

(3) The same processes carried out repeatedly until the p,, step.

Then w, equals to the eigenvector corresponding to the max-
imum eigenvalue of the matrix E p_lT FOFOTE p—1 - The latent
variable is given by ¢, = W;X and the score vector is esti-

mated by 7, =E,_w, .

(4) According to the p latent variables extracted by above steps,
the regression

S ol ol
FO :tlﬁl +"'+tpﬁp +F]7'

model of F, is represented as

Substituting

th=WZIX1+---+wZan,(h=1,2,~-~,p) to the regression

equations vector Y =¢f ++-+1,[3,, , we can get m response

surrogate functions: Y; =a; X+ +a;,X,,(j =1,2,+-,m).

Where two requirements should be fulfilled: 51 = EowZ and
h-1
* T
wy, = H(I—wiai )wh )
i=1

3.2. Cross-validation theory

A strict test of the predictive significance of each PLS latent vari-
able is necessary, and then stopping when latent variables start to be
non-significant. Cross-validation (CV) is a practical and reliable way
to test this predictive significance [11, 35, 36]. Cross-validation meth-
od is used to determine whether the next latent variable is needed to be
extracted. Assuming the current latent variable is ¢, . Then the theory
of this method, including two predictive residual sums of squares
(PRESS)), is analyzed as follows:

(1) First type-PRESS

The N sample points are divided into two groups each time, includ-
ing one with N-/ sample points and the other with one sample point.
N parallel regression model is developed from the reduced data with
one row of the observation data deleted. After developing a model,

differences between actual and predicted Y -values are calculated for
the deleted data. The sum of squares of these differences is computed
and collected from all parallel models to form the predictive residual
sum of squares (PRESS), which estimates the predictive ability of the

model. The PRESS of the j,, response is expressed as:

N - 2
PRESS; ()= (v = v (1)) (G =1 2m) (D)
i=1
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The PRESS of Y = (1.5, Y, )T can be defined as:

PRESS (k)= 3. PRESS (1) ()
j=l

(2) Second type-SS
All sample points are used to regress the response functions, and

the difference between the actual and predicted Y -values for each

point are calculated. The PRESS of ¥; corresponding to all the sam-
ple points is presented as: ‘

N - 2
85;(h)= ;(y[j =y (h)) : ©)

Then the PRESS of Y = (¥],Y,,--,Y,, )T can be defined as:

Ss(h)= iSSj(h), (10
J=1

(3) Stopping condition
An error threshold of the stopping condition is defined by:

Cypye = PRESS (h)/ SS(h—1). (11

Where SS(h—-1) denotes the residual sum of squares before the cur-
rent latent variable.

The ratio is calculated after each latent variable, and a latent
variable is judged significantly from the ratio which is smaller than

around 0.9025 for at least one of the Y -variables. If Cy,,, is less than

0.9025, then the h latent variables are enough to provide an accurate
regression model; otherwise, another latent variable is needed to be
extracted in order to reach the accurate level. The process continues
until a latent variable is not significant.

3.3. Design of experiment

Direct sampling methods (MCS for example) for reliability analy-
sis by evaluating a large number of original response functions with
high complexity and nonlinearity can be prohibitively expensive.
Various importance sampling methods have been developed to reduce
expense by focusing on samples in the important regions of the ran-
dom variable space [19, 34, 41]. Another method of reducing cost is
the use of surrogate models. Typically, a relatively small set of points
are selected through DOE method and the true response is calculated
at each sample point. These points are then used to construct an ap-
proximation with simple and low nonlinear form of the true response
using some regression methods (PLSR is used in this paper).

In order to develop the response surface surrogate model, Latin
hypercube sampling (LHS) [22] is used to generate a group of sample
observations in this paper. By considering the sample number used
in dimensional reduction method (DRM) [37] through selecting the
same number of sample points along every axis and several experi-
ments, the proper number of samples used to construct the surrogate

model is N =4xn . Where n is the number of the random variables

affecting all of the responses which determine the performance of the
mechanical system. Assuming the mean value vector of the random
variables is:

T
Hx:[#xl’ﬂxz""’”XnJ :[#1,Hz,"',un]T, (12)

and the deviation vector of the random variables is:

T T
0X=[UX1=GX27"%GXJ =[o1.00.0,] (13)

Then the sampling space used in LHS method can be given by:
S=[ux ~fox. ux+ox]. (14)

The proper one, f=4.5, is chosen by constructing many experi-
ments with ranging from 3 to 6. With the selected coefficient to
bounding the sampling space, a more accurate reliability probability
value will be obtained.

3.4. Response surface based on PLSR

With the N sample points, the corresponding N response func-
tion values of each YJ , which are obtained from the structural analysis

method (FEM for example), are computed by:
Vi =& (). = 1.2 mk =12, ,N), (15)

Then the two data matrices, x and y , are enough to develop the sur-
rogate models.

RSM consisting of a group of mathematical and statistical tech-
niques, is used in the development of an adequate functional relation-
ship between a response of interest and a number of associated input
variables. Without containing the cross-product powers of

X1, X,,+, X, , the second-degree RSM model of the j,;, component

performance function is shown by:

n n
Y =a0+YauX,+Ya; X (j=12m),  (16)
i=1 i=l1

Then nonlinearity of the original performance function can be ex-

plained. Substituting the X i2 with Z; , the RSM model is then de-
fined as:

n n
RS .
Yj =ajy+ E ajiXi"' E ajl-l-Zl-,(jzl,Z;u,m), (17)
i=1 i=1

Therefore, combined with the two matrices consisting of the input

variables sample data, |:I;X;X2:| (in dimensions N x(2n+1)) and

the corresponding response data, [y] (in dimensions N xm ), the pa-
rameters of the model shown in Eq. (16-17) can be calculated accu-
rately by the PLSR method. Where I isa N x1 matrix filled with 1.
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3.5. Corrected RSM based on PLSR

Here, as only second powers of the input variables are considered
and the cross-products of powers of the input variables are neglected,
errors may be produced by the surrogate model. Therefore, some
methods are needed to improve the accuracy of the surrogate model.
In the field of reliability analysis, almost all types of the random vari-
ables have the following characteristics as most of the data is distrib-
uted around the mean value and the more the data close to the mean
value, so the larger probability data will be selected. The two charac-
teristics show that the data around the mean value of the input vari-
ables has the larger impact on the reliability result of the component
or system. Then if the surrogate model is accurate at the mean value
of the input variables, the reliability result will be accurate. Based on
this thought, if the surrogate model is improved at the mean value of
the input random variables, the accuracy of the reliability result calcu-
lated by surrogate model will be improved. In the light of this, a new
correction method is proposed. The performance functions values at
the mean value of the input random variables are firstly calculated for
both of the original response functions and the surrogate functions.
The difference between two types of response values are then calcu-
lated and used as the correction coefficient to modify the meta-model.
The procedures for this method are list as follows:

(1) Calculate “mean” response function values
The value of the component response function is evaluated as:

A_mean

Y :gj(:ux)a(jzl"”am)> (18)

and the corresponding value obtained by surrogate model is estimated
as:

n n
y;_?_mea” — ajO + Zaji:ui + Zaﬁi,uiz,(j = 1,2,---,m), (19)

i=l1 i=l1

(2) Calculate the coefficients
The coefficients are then represented by:

ofj = yi-mean — pRomean (j=1,2,.m), (20)

Where ¢f; represents the correction quantity of the surrogate model
of the j;, component limit state function corresponding to the origi-

nal exact one at the mean value of the random variables. y‘f’—”’e“”

represents the component response value calculated by the original

limit state function, and yf —mean
the surrogate model. '

(3) Correct RSM

represents the value calculated by

With the coefficient cf Iz the surrogate model can be revised in
the form of:

n n
. 2 .
YJ.‘arV =aj +ZajiXi +zajiiXi +cfj,(] =1,2,---,m). (21)

i=1 i=1

Based on the corrected method, an accurate surrogate model will
be obtained and the system reliability can be calculated more accu-
rately. Combined with the MCS, the model will be used to simulate
the system reliability.

4. MCS used in the reliability analysis of a dependent
system

Assuming Y; >0 represents that the component is working well.
For a series system, reliability of the system indicates that all compo-
nents of the system work well. When using the component perform-
ance functions to express the system reliability, the performance func-
tion of the system can be defined as:

G

series

=min[},Y,,-,Y,], (22)

and the system reliability is defined as:

PpRs =Pr {Gse”»es > 0}, (23)

For a parallel system, the system is reliable if any of the compo-
nents works well. Then the performance function of the system can
be computed by:

G

parrallel =

max Y,Yz,---,Ym], (24)

and reliability of the parallel system is evaluated by:
pRs =Pr {Gparrallel > 0}’ (25)

Where all of the component functions 1,Y,,---,Y,, are affected by the

same input variables X7, X,,---,X,, , which indicates the dependency
of the system failure.

Then Monte Carlo method estimating P, gand Fy , of the re-
liabilities of the series system and parallel system, respectively, are
expressed as:

12
PR,S :N7S]{Z=:1£|:Gskeries > 0:| > (26)
1N r 4
PR,P = N7Sk2:l€|:Gparmllel > 0:| 4 @7

Where G* is the ky, realization of G, Ng is the sample size, and
([-] is an indicator function such that G* is in the reliable set (i.e.

when G¥ >0 ) and zero otherwise.

Since the proposed method facilitates explicit lower-dimensional
approximation of a general multivariate function, the embedded MCS
can be conducted for any sample size. The accuracy and efficiency of
the reliability calculations using the developed method will be dis-
cussed in section 5.

5. Numerical examples

Three methods, including the Partial Least Squares Regression-
Response Surface Method (PLSRRSM), Corrected-Partial Least
Squares Regression-Response Surface Method (C-PLSRRSM), and

direct MCS (D-MCS) with 10° samples, are discussed to analyze the
system reliability with dependency. Accuracy of the proposed method
is verified by three numerical examples. The system reliability calcu-
lated with the original performance functions by MCS is used as the
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benchmark data. When comparing computational efforts, the number
of original performance function evaluations is chosen as the primary
metric in this paper. For the direct MCS, the number of original func-
tion evaluation is same as the sample size. However, the MCS (al-
though with the same sample size as the direct MCS) embedded in
the proposed method is conducted by using their response surface ap-
proximations. The difference in CPU times in evaluating an original
function and its response surface approximation is significant when a
calculation of the original function involves in expensive finite-ele-
ment or mesh-free analysis.

5.1. Example 1—A ten-bar truss structural system

i i
; (1)
i 1 2
(5 )
5 6|7
8 7 10 9
3 4
(6) (4) (2)
p P

Fig. 1. A ten-bar truss structure with random cross-sectional areas

A ten-bar, linear-elastic, truss structure, shown in Fig. 1, was stud-
ied to examine the accuracy and efficiency of the proposed system
reliability analysis method. Two concentrated forces are applied at
nodes 2 and 4. In order to build the limit state function of the structural
system, three failure modes of the system analyzed by Huang [17] are
shown: The stress failure of bar 3 indicates that the stress applied on
bar 3 is larger than that of the allowable stress, is expressed as:

pl
A Ayed

&

allow

s (24/122 A )+ 4 (7/111Z +264; )+ 44,44, ‘:(ZOAf + 64,4, +104; )+ au, (254, + 294, ):I

. ;
44 (SA,‘ A )+ 2444, (34 v an)+ 44 (4 4 64,)

(28)

The stress failure of bar 7, where the stress applied is larger than the
allowable stress, is given by:

o Ay dy (224, + 45)
A aiions | 443 (8A12 + 47 )+ 424,44, (34, + 44, )+ A A2 (4, +64,)

2 +2(-1;

29

And the displacement failure of the node 2, demonstrating that the
maximum displacement occurred at node 2 exceeds to the allowable
one, is presented by:

» V2d,4, 4 (V24 + 45)

A iy | 443 (8Af + 47 )+ 424,44, (34, + 44y )+ 4,42 (4, +64,)

g3 ++/2 -1,

(30)

Then the system limit state function of the ten-bar structure is given
by:

G, =min[g;.g5.83]; 31)

The system which composed of three failure modes with the cor-
responding three component limit state functions is a series system.
And this system is used to demonstrate the accuracy and efficiency
of the proposed method. Properties of the input random variables,

denoted as X; — X, are list in Table.1. All variables are normally
distributed.

Table 1. Distribution details of input random variables

Variable | Description | Distribution | ~ Mean Standard
deviation
X 4 (cm?) Normal 13 :
X2 A (em?) Normal 5 0s
X3 4, (cm?) Normal 9 0s
Xy r (Kg) Normal 1o 500
X5 I (cm) Normal 360 13
X e (GPa) Normal 100 5
X5 O 410w (GPa) Normal 5 02
Xs d yiion (€M) Normal 425 02

The reliability results, from PLSRRSM, C-PLSRRSM, and
D-MCS, corresponding to the change of number of sample points
used to develop the surrogate model, are given in Fig. 2. When the

number of sample points are 4 x n=4x8=32 , reliabilities of the ten-
bar truss structure system obtained by PLSRRSM, C-PLSRRSM,
and D-MCS, are 0.5767,0.9443 and 0.9315, respectively. The prob-
ability of reliability calculated by D-MCS is selected as the bench-
mark, and then the percentages of reliability result errors from
PLSRRSM and C-PLSRRSM are 38.1% and 1.37%, respectively.
It is shown that the accuracy of the reliability given by the correc-
tion model is improved by 36.74%. Moreover, when the number of
sample points are more than 32, the accuracy of the reliability prob-
abilities estimated by the two proposed methods stand still with the
increase of the sample points. In other words, the accuracy of the

Ten-Bar Truss Structure

1 e . , , ;
"\ \'.“|"”;3,1'114\‘"n'b"'\,:'-*"‘,-"’\ A A A
09t .
I|
® pgf 5 1
- iy
¥ i 1
a 07 |]| I! i ] ] i
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2 T I AR VAR WAL ke The
g 06 ] 'l! l.f. "ll lr']lf "‘J'\‘ v -
i vt
i
05} 1 ¢ —-—--PLSRRSM |4
C-PLSRRSM
+  D-MCS
D 4 1 1 1 1 I
0 20 40 60 80 100 120

Mumber of Sample Points N

Fig. 2. Reliability of the structure corresponding to the sample points
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proposed method cannot be improved by giving a large number of
sample points. From the discussion, it is verified that the proposed
correction model requires only a few original function evaluations to
generate an accurate result.
5.2. Example 2—A cantilever beam system
This second test problem involves the reliability analysis of a can-
tilever beam as shown in Fig. 3. Two external forces F; and F;, two
external moments M; and M, , and external distributed loads repre-
sented by (q;;,9z1) and (qz,.9z ). are applied on the cantilever
beam. A total of twenty-one random variables, such as, dimensions,
the yield strength S, the maximum allowable shear stress T, , are

involved in this example, as shown in Table. 2. The system limit state
function composed of three component limit sate functions [7] will be
used to describe the accuracy of the proposed method.

F
qui| TH-9ri q]:i_ )
el ‘ i ffr
f,-:’ v _'l.!rl l\ ‘ ‘*
- - 1"
J
“A. M, I!I'L—
14 .
.'_’31

Fig. 3. Cantilever beam

The system limit state function consists of: the first component
limit state function, representing the difference between the maximum

normal stress and the yield strength S, is given by:
—s-6
@ wh?

ZM +Z b,+Zqu(d —¢)(d;+¢; )/2+Z[(qk, —q)(d;—¢)12][e; +2(d; - ¢ )/3]

:SLII i=l i=1

wh2
(32)
The second component limit state function expresses that the de-
flection vy, of the tip of the beam should be less than the allowable

deflection v and is defined as:

max

&2 = Vmax "V

“Vinax - {EI{ ZIILI(L C) Z(‘IRI q5;)(L - c) qu'(L d)}

24 o 120(d; - 24

+B[AT+M+§MI(”{) BrE b)] 12w d>}

E 6 I 2 ElS 120(d;—¢;)

(33)

Table 2. Distributions of random variables

vari- description Mean Star)dérd Distribution
able value deviation type
X M, (Nm) | 50.0x10° 5.0x10° Normal
X2 (Nm) | 30.0x10° 3.0x10° Normal
X3 F(N) 18.0x10° 4.0x10° EXtrime \ialue
ype
X4 F, (N) 30.0x10° 3.0x10° Normal
Xs | qu/m) | 300x10° 1.0x10° Normal
X6 g1 (N/m) 20.0x10° 1.0x10° Normal
X7 | g ovm) | 200x10° 1.0x10° Normal
Xs qRr2 (N/m) 1.0x10° 10 Normal
Xy a; (m) 1.5 0.005 Normal
X0 a (m) 4.5 0.005 Normal
X1 by (m) 0.75 0.001 Normal
X2 by (m) 2.5 0.001 Normal
X3 ¢ (m) 0.25 0.0005 Normal
X4 ¢y (m) 1.75 0.001 Normal
Xis dy (m) 1.25 0.001 Normal
X16 d, (m) 4.75 0.001 Normal
Xi7 L (m) 5 0.01 Normal
X8 w (m) 0.2 0.0001 Normal
X9 h (m) 0.4 0.0001 Normal
X20 S (Pa) 80.0x10° 8.0x10° Normal
Xa1 max (Pa) 3.5x10° 0.5x10° Normal

Where R is the reaction force at the fixed end; The Young’s modulus

E is 200x10°Pa ; the moment of inertia is [ = (1/12)0)}13 , and the

allowable deflection is v,y

=0.025 .

The third limit state function is given by:

&3 =Ty

—T_T R
wh

S+ S« )+zw

i=1 i=1

}

(34)

Where t is the shear stress at root, and the term in curly brackets is
the shear force at the root.
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The system limit state function is defined as G = min|[g|,g5.25],
and the system reliability is given as pRs =Pr{Ggs >0}

With the increase of the sample points, Fig. 4 presents reliability
probabilities of the cantilever beam, predicted by PLSRRSM and C-
PLSRRSM, as well as by D-MCS. The reliability probabilities from
PLSRRSM, C-PLSRRSM and D-MCS, when the number of sample
points is 4xn=4x21=84 , are 0.967, 0.9542 and 0.9537, respectively.
The absolute error percentages of the PLSRRSM and C-PLSRRSM to
D-MCS are 1.39% and 0.052%, respectively. Therefore, the probabili-
ties calculated by both of the two proposed method are accurate, and
the results obtained by C-PLSRRSM closes to the benchmark almost
without error. As can be seen in Fig. 4, when the number of the sample
points is more than 84, both the PLSRRSM and C-PLSRRSM provide
stable reliability results with small fluctuations. The same conclusion
is derived from the results that C-PLSRRSM is more accurate than
PLSRRSM. The effectiveness of the proposed method is also demon-
strated by the example.

Cantilever Beam System
1 T T T T

—-PLSRRSM

C-PLSRRSM

0.99F +  D-MCS

8

1 . &
M A if
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Fig. 4. Reliability of cantilever beam vs. sample points

5.3. Example 3—Vehicle side impact

The final test problem investigates the side impact crash-worthi-
ness of a vehicle subjecting to variations in the sizes and material
properties of several key components. This problem has been inves-
tigated by many researchers in the fields of reliability based design
optimization and robust design optimization. However, the reliability
of each component is treated separately without considering their fail-
ure dependency. Actually, all failure modes are being the potential
failure mode and strong dependencies are contained between them.
When any of the components fails, the entire vehicle as the series
system is said to be failed. The limit state system function constructed
by Bichon [3] with ten failure modes will be used to test the proposed
method.

Ten equations corresponding to failure modes are considered:

the abdomen load

L=1.16-0.3717X,X, - 0.00931.X,.X,, — 0.484.X, X, + 0.01343X, X, ; (35)

the pubic symphysis force

F=472-05X, -0.19X,X; - 0.0122X, X, + 0.009325 X, X, +OOOOI91Xll 5

(36)

the rib deflections at upper

D, =28.98+3.818X, — 42X X, + 0.0207XX,; +6.63X X, - 7.7X, Xy +0.32X, X, ;

G37)

the rib deflections at middle

D, =3386+2.95X, + 0.1792X,, - 5.057X, X, ~ 1.0, X; - 00215, X, - 9.98X, X, + 22.0X X,

(38)
the rib deflections at lower

D, =46.36-9.9X, —12.9X X, + 0.1107X; X

105 (39)

the viscous criteria at upper

VC, = 0261~ 0.0159.X, X, — 0.188X, X, — 0.019X, X, +0.0144.X, X, +0.0008757 XX,
+0.08045.X X, +0.00139X, X, +0.00001575.X,,.X,,

s

(40)

the viscous criteria at middle

VC, =0.214+0.00817X; — 0.131X, X, - 0.0704X, X, + 0.0309.X, X, — 0.018X, X, +0.0208.X, X,

+0.121X, Xy — 0.00364.X X, +0.0007715X, X, - 0.0005354X X, +0.00121X X, ;
41)
the viscous criteria at lower

2.
VC, =0.74 - 0.61.X, — 0.163.X X, +0.001232.X,.X,, — 0.166X_ X, +0.227X, ;(42)
the velocity the B-pillar

¥, =10.58 = 0.674X, X, — 1.95X, X, +0.02054X, X, — 0.0198X X, + 0.028X X,

(43)

the velocity at the door

V, =1645-0.489X,X, — 0.843X, X +0.0432X, X, — 0.0556 X, X, —0000786)(11,

(44)

Combined with the corresponding allowable values, then the system
limit state function of the vehicle side impact problem is defined as:

G, =min[g =1.0-L;gy =4.01-F;g3 =32.0-D, ;g4 =32.0-D,;85 =32.0-Dj;

26=032-VC,y387 =032 -VCypi g5 = 032V 329 =99 Vi1 =15.69 -V |

k)

(45)
and the system reliability can be expressed by:

PRs =Pr{Gg > 0}. (46)

The distribution information of the random variables, denoted

as X;-Xj;, involving the thickness and material properties of critical
structures in the vehicle and the location of the impact, are described
in Table. 3.
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Table 3.  Random variables in the vehicle side impact problem

Variable Description DISFH- Mean Std.dev
bution
Member thickness (mm)
Xy B-pillar inner Normal 0.500 0.030
X, B-pillar reinforcement | Normal 1.310 0.030
X3 Floor side inner Normal 0.500 0.030
X4 Cross members Normal 1.395 0.030
X5 Door beam Normal 0.875 0.030
X Door belt line rein- Normal 1.200 0.030
forcement
X5 Roof rail Normal 0.400 0.030
Material properties (GPa)

Xg B-pillar inner Normal 0.345 0.006
Xy Floor side inner Normal 0.192 0.006
Deviation of impact location (mm)

Xio0 Barrier height 0.0 10.0
X, Bgrner hitting posi- 0.0 10.0

tion
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Fig. 5. Reliability of vehicle vs. sample points

The reliability was calculated by using the proposed method and
compared with the D-MCS, as shown in Fig. 5. The reliability with
the increase of the sample points are also described in Fig. 5. Corre-
sponding to the number of sample points, 4 x n=4 x11=44 , the calcu-
lated reliability results of the vehicle are 0.747, 0.8441 and 0.8231 for
PLSRRSM, C-PLSRRSM, D-MCS respectively. The error percent-
ages of the proposed method to D-MCS are 9.25% and 2.55%.

Different from the above examples, the accuracy of the results
improved by the corrected model is not significant and the reliability
results, computed by PLSRRSM and C-PLSRRSM are close to each

other, when the number of the sample points is more than 82. This
may be due to the fact that the original functions of the vehicle system
are derived from RSM. Nevertheless, the accuracy and efficiency of
the proposed method is obvious.

6. Conclusion

Based on the ability of the PLSR to analyze the dependent relation-
ship between the same input variables and the corresponding different
responses, a new response surface modeling method for the structural
or mechanical system was developed. To improve the accuracy of the
surrogate model, a correction method by adding a coefficient to each
component meta-model of the system surrogate model was presented.
The coefficient is defined as the difference between the exact response
value and the surrogate one at the mean values of the input variables.
Then the corrected surrogate model combined with MCS method was
used to analyze the system reliability, named as Corrected-PLSR-
RSM based system reliability analysis (C-PLSRRSM-SRA). As to the
sampling method to build response surface model, LHS is selected
and a proper coefficient f =4.5 to bound the sampling region of the
input random variables was chosen.

Due to a small number of original function evaluations, the pro-
posed method is effective, particularly when a response evaluation
entails costly finite-element, mesh-free, or other numerical analysis,
whose limit state function is implicit. By using the surrogate model,
it is also an effective way to solve the problem composed of the com-
plex and high nonlinear explicit limit state functions, which saves
computational expense explicitly. The numerical examples tested in
the paper indicate that the proposed method provides accurate and
computationally efficient estimates of reliability. As Compared to the
PLSRSM method, the C-PLSRRSM method makes considerable im-
provements from the perspective of accuracy, efficiency, and stabil-
ity, with only one more time of calculating the original limit state
functions. The C-PLSRRSM method could be more accurate to solve
the reliability of the system with highly nonlinear limit state function
composed of several component limit sate functions involving a large
number of input variables, and provide a moderate accurate value of
the system reliability which fulfils the requirements of engineering
applications. With the proposed sampling method, another advantage
of this new method is that a more accurate surrogate model can be
built with the least number of sample points.

However, the C-PLSRRSM method needs a large number of orig-
inal function evaluations to get the surrogate model when the number
of the input random variables is large, which will decrease the ef-
ficiency of proposed methods. In addition, the C-PLSRRSM method
may producing an error for large probability levels (e.g., more than
99.9%). Because the response surface model is regressed without
mixed terms, the surrogate model cannot represent the original per-
formance functions in the whole distribution region of the input ran-
dom variables. To deal with these issues, developing a more accurate
correction method will be a future work.

Acknowledgement
The support from the High-End Talents Recruitment Program of
Liaoning Province of China is gratefully acknowledged. The authors
would like to thank the anonymous referees and the editor valuable
comments and suggestions leading to an improvement of this article.

268 ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




SCIENCE AND TECHNOLOGY

References

1.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

28.

29.

30.

31.

Au S K, Beck J L. Estimation of small failure probabilities in high dimensions by subset simulation. Probabilistic Engineering Mechanics
2001; 16(4): 263-277, http://dx.doi.org/10.1016/S0266-8920(01)00019-4.

Bichon B J, Eldred M S, Swiler L P, Mahadevan S, McFarland J M. Efficient Global Reliability Analysis for Nonlinear Implicit Performance
Functions. Aiaa Journal 2008; 46(10): 2459-2468, http://dx.doi.org/10.2514/1.34321.

Bichon B J, McFarland J M, Mahadevan S. Efficient surrogate models for reliability analysis of systems with multiple failure modes.
Reliability Engineering & System Safety 2011; 96(10): 1386-1395, http://dx.doi.org/10.1016/j.ress.2011.05.008.

Cai G Q, Elishakoff I. Refined second-order reliability analysis. Structral safety 1994; 14(4): 267-276, http://dx.doi.org/10.1016/0167-
4730(94)90015-9.

Campos-Requena V H, Rivas B L, Perez M A, Wilhelm M. Application of design of experiments, response surface methodology and partial
least squares regression on nanocomposites synthesis. Polymer Bulletin 2014; 71(8): 1961-1982, http://dx.doi.org/10.1007/s00289-014-
1166-6.

Ditlevsen O. Narrow Reliability Bounds for Structural Systems. Journal of Structural Mechanics 1979; 7(4): 453-472, http://dx.doi.
org/10.1080/03601217908905329.

Du X P. System reliability analysis with saddle point approximation. Structural and Multidisciplinary Optimization 2010; 42(2): 193-208,
http://dx.doi.org/10.1007/s00158-009-0478-x.

Du X P, Sudjianto A. First-order saddle point approximation for reliability analysis. Aiaa Journal 2004; 42(6): 1199-1207, http://dx.doi.
org/10.2514/1.3877.

Echard B, Gayton N, Lemaire M. AK-MCS: An active learning reliability method combining Kriging and Monte Carlo Simulation. Structural
Safety 2011; 33(2): 145-154, http://dx.doi.org/10.1016/j.strusafe.2011.01.002.

Faravelli L. Response-Surface Approach for Reliability-Analysis. Journal of Engineering Mechanics-Asce 1989; 115(12): 2763-2781, http://
dx.doi.org/10.1061/(ASCE)0733-9399(1989)115:12(2763).

Garthwaite P H. An Interpretation of Partial Least-Squares. Journal of the American Statistical Association 1994; 89(425): 122-127, http://
dx.doi.org/10.1080/01621459.1994.10476452.

Gayton N, Bourinet ] M, Lemaire M. CQ2RS: a new statistical approach to the response surface method for reliability analysis. Structural
Safety 2003; 25(1): 99-121, http://dx.doi.org/10.1016/S0167-4730(02)00045-0.

Geladi P, Kowalski B R. Partial Least-Squares Regression - a Tutorial. Analytica ChimicaActa 1986; 185: 1-17, http://dx.doi.org/10.1016/0003-
2670(86)80028-9.

Gupta S, Manohar C S. An improved response surface method for the determination of failure probability and importance measures. Structural
Safety 2004; 26(2): 123-139, http://dx.doi.org/10.1016/S0167-4730(03)00021-3.

Hohenbichler M, Gollwitzer S, Kruse W, Rackwitz R. New light on first-and second-order reliability methods. Structural safety 1987; 4(4):
267-284, http://dx.doi.org/10.1016/0167-4730(87)90002-6.

Huang B Q, Du X P. Probabilistic uncertainty analysis by mean-value first order Saddle point Approximation. Reliability Engineering &
System Safety 2008; 93(2): 325-336, http://dx.doi.org/10.1016/j.ress.2006.10.021.

Huang X Z, Zhang Y M, Wu M C. Research on the method for reliability analysis of structural systems based on the dimensional-reduction
integration. Chinese journal of theoretical and applied mechanics 2013; 45(3): 456-460.

Huang Z, Turner B J, Dury S J, Wallis I R, Foley W J. Estimating foliage nitrogen concentration from HYMAP data using continuum removal
analysis. Remote Sensing of Environment 2004; 93(1-2): 18-29, http://dx.doi.org/10.1016/j.rse.2004.06.008.

Mahadevan S, Raghothamachar P. Adaptive simulation for system reliability analysis of large structures. Computers & Structures 2000;
77(6): 725-734, http://dx.doi.org/10.1016/S0045-7949(00)00013-4.

Malthouse E C, Tamhane A C, Mah R S H. Nonlinear partial least squares. Computers & Chemical Engineering 1997; 21(8): 875-890, http://
dx.doi.org/10.1016/S0098-1354(96)00311-0.

McDonald M, Mahadevan S. Design optimization with system-level reliability constraints. Journal of Mechanical Design 2008; 130(2):
1-10, http://dx.doi.org/10.1115/1.2813782.

Mckay M D, Beckman R J, Conover W J. A Comparison of Three Methods for Selecting Values of Input Variables in the Analysis of Output
from a Computer Code. Technometrics 1979; 21(2): 239-245.

Melchers R E. Importance Sampling in Structural Systems. Structural Safety 1989; 6(1): 3-10, http://dx.doi.org/10.1016/0167-
4730(89)90003-9.

Mutingi M. System reliability optimization: a fuzzy multi-objective genetic algorithm approach. Eksploatacja i Niezawodnosc - Maintenance
and Reliability 2014; 16(3): 400-406.

Nie J, Ellingwood B R. Directional methods for structural reliability analysis. Structural Safety 2000; 22(3): 233-249, http://dx.doi.
org/10.1016/S0167-4730(00)00014-X.

Niederreiter H, Spanier J. Monte Carlo and Quasi-Monte Carlo Methods. Berlin: Springer-Verlag, 2000.

Park J, Towashiraporn P. Rapid seismic damage assessment of railway bridges using the response-surface statistical model. Structural Safety
2014; 47: 1-12, http://dx.doi.org/10.1016/j.strusafe.2013.10.001.

Rackwitz R. Reliability analysis - a review and some perspectives. Structural Safety 2001; 23(4): 365-395, http://dx.doi.org/10.1016/S0167-
4730(02)00009-7.

Rausand M, Hoyland A. System reliability theory: models, statistical methods, and application. 2nd edn. ed. New York: Wiley-interscience,
2000.

Schmidtlein S, Sassin J. Mapping of continuous floristic gradients in grasslands using hyperspectral imagery. Remote Sensing of Environment
2004; 92(1): 126-138, http://dx.doi.org/10.1016/j.rse.2004.05.004.

Shi L, Yang R J, Zhu P. An Adaptive Response Surface Method Using Bayesian Metric and Model Bias Correction Function. Journal of
Mechanical Design 2014; 136(3), http://dx.doi.org/10.1115/1.4026095.

ExspLOATACIA | NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016 269




SCIENCE AND TECHNOLOGY

32.

33.

34.

35.
36.

37.

38.

39.

40.

41.

Shieh M D, Yeh Y E. Developing a design support system for the exterior form of running shoes using partial least squares and neural
networks. Computers & Industrial Engineering 2013; 65(4): 704-718, http://dx.doi.org/10.1016/j.cie.2013.05.008.

Song J H, Kiureghian A D. Bounds on system reliability by linear programming. Journal of Engineering Mechanics-Asce 2003; 129(6): 627-
636, http://dx.doi.org/10.1061/(ASCE)0733-9399(2003)129:6(627).

Szybka J, Broniec Z, Pilch R. Forecasting the failure of a thermal pipeline on the basis of risk assessment and exploitation analysis.
Eksploatacja i Niezawodnosc -Maintenance and Reliability 2011; (4): 5-10.

Wang H. Partial least squares regression method and application. Beijing: National defense industry press, 1999.

Wold S, Sjostrom M, Eriksson L. PLS-regression: a basic tool of chemometrics. Chemometrics and Intelligent Laboratory Systems 2001;
58(2): 109-130, http://dx.doi.org/10.1016/S0169-7439(01)00155-1.

Won J, Choi C, Choi J. Improved dimension reduction method (DRM) in uncertainty analysis using kriging interpolation. Journal of
Mechanical Science and Technology 2009; 23(5): 1249-1260, http://dx.doi.org/10.1007/s12206-008-0721-1.

Youn B D, Wang P F. Complementary Intersection Method for System Reliability Analysis. Journal of Mechanical Design 2009; 131(4):
1-15, http://dx.doi.org/10.1115/1.3086794.

Zhao W, Wang W. Application of non-linear partial least squares regression method to response surface method with uniform design. Acta
aeronautica et astronautica sinica 2012; 33(5): 839-847.

Zhao W, Wang W. Application of partial least squares regression in response surface for analysis of structural reliability. Engineering
mechanics 2013; 30(2): 272-277.

Zou T, Mahadevan S, Mourelatos Z, Meernik P. Reliability analysis of automotive body-door subsystem. Reliability Engineering & System
Safety 2002; 78(3): 315-324, http://dx.doi.org/10.1016/S0951-8320(02)00178-3.

Huahan LIU

Wei JIANG

Zahid Hussain HULIO
Qiuzhi WANG

School of Mechanical Engineering

Dalian University of Technology

Linggong Road, No 2

Ganjingzi District, Dalian, Liaoning Province, China

E-mails: liuhh1987@126.com, jiangwei@dlut.edu.cn,
hussainafrasiyab@gmail.com, 875961226@qq.com

270 ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




Article citation info:

JAWORSKI J, KLUZ R, TRZEPIECINSKI T. Operational tests of wear dynamics of drills made of low-alloy high-speed HS2-5-1 steel. Eksploatacja
i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 271-277, http://dx.doi.org/10.17531/ein.2016.2.15.

Jan JAWORSKI
Rafat KLUZ
Tomasz TRZEPIECINSKI

OPERATIONAL TESTS OF WEAR DYNAMICS OF DRILLS MADE OF LOW-ALLOY

HIGH-SPEED HS2-5-1 STEEL

BADANIA EKSPLOATACYJNE DYNAMIKI ZUZYCIA WIERTEL
Z NISKOSTOPOWEJ STALI SZYBKOTNACEJ HS2-5-1*

To determine the effect of drill wear on the value of the axial force and cutting torque, a series of durability tests of drills with a
diameter of 10 mm made of high-speed steel HS2-5-1 were carried out. The investigations were conducted during the durability
period and at constant values of cutting parameters. The tests were carried out while drilling holes in samples made of C45 steel
and EN-GJS-500-7 cast iron. The dynamics of wear on all parts of the drill was also determined. It has been shown that while
drilling with different values of cutting parameters, there is a loss of machinability for different values of the wear indicators.
While drilling with high cutting speeds and with small feeds, there is a loss of cutting ability in the area of accelerated wear. The
application of TiN coating does not change the controlled wear locations. TiN coating only reduces the intensity of wear on the
tool flank, which increases the durability of the drill.

Keywords: wear dynamics, cutting torque, high-speed steel, drilling, wear.

W celu okreslenia wplywu zuzycia wiertet na wartos¢ sity osiowej oraz momentu skrawania przeprowadzono serie badan trwa-
tosciowych wiertel o Srednicy 10 mm wykonanych ze stali szybkotngcej HS2-5-1, przy stafych parametrach skrawania, w czasie
Jjednego przyjetego okresu trwatosci. Badania prowadzono podczas obrobki otworow na probkach ze stali C45 oraz z zeliwa EN-
GJS-500-7. Okreslono rowniez dynamike zuZycia na wszystkich czesciach skrawajqcych wiertta. Wykazano, ze podczas eksploata-
¢ji wiertel z roznymi parametrami skrawania, utrata ich skrawnosci nastepuje dla roznych wartosci wskaznikow zuzycia. Podczas
wiercenia z duzymi predkosciami skrawania i matymi posuwami, utrata skrawnosci wiertla nastgpuje w obszarze przyspieszonego
ich zuzycia. Naniesienie powtoki TiN nie zmienia kontrolowanych miejsc zuzycia a tylko zmniejsza intensywnosS¢ zuzycia na po-

wierzchni przylozenia, co powoduje wzrost trwatosci wiertla.

Stowa kluczowe: dynamika zuzycia, moment skrawania, stal szybkotngca, wiercenie, zuzycie.

1. Introduction

A cutting tool with certain parameters of the initial state starts
working at the parameters for which it was designed. With time, in
the process of cutting under the influence of mechanical and thermo-
dynamic loads the geometric parameters of the blade change in value.
Tool life is characterized by the period of its operation, taking into
account the need for sharpening to ensure the state of availability for
the job [1, 7]. All of the quantitative factors of tool life (e.g., probabil-
ity of reliable operation of the tool, durability, average durability, the
density function of durability) can be determined only experimentally
on the finished new tool which is characterized by certain indicators
of the input state, and based on the statistical observations of tools in
operation.

Tribological processes that occur at the contact point of the cutting
blade with the workpiece lead to wear and then to a sudden or gradual
loss of the tool’s cutting ability [18, 24, 26]. Among the symptoms of
wear of a blade we can list [5, 11, 23, 29]: changes in the blade geom-
etry, changes in physico-chemical properties due to chemical changes
in the surface layer of the material, cracks and chipping of the material
of the cutting tool.

Changes in the blade stereometry connected with its wear affect
the drilling process [14]. The effect of drill wear on the accuracy of
drilling of deep holes was investigated by Wieczorowski and Matus-
zak [28]. Catastrophic tool wear in tools made of high-speed steel is

associated with an increase in the temperature of the cutting part of
the tool to a value which causes changes in the basic properties of
the tool [5, 29]. An analysis of the results carried out by Meena and
El Mansori [21] showed that high-speed machining of cast iron com-
bined with low feed values causes an increase of the value of cutting
forces and the energy of the cut. For a drill with a steady specificity
of wear, the temperature can be increased only by the increase of the
heat source on the primary tool flanks. From these heat sources in a
stage of steady wear, the cutting part of the drill and the drill margin
flanks heat up [4]. Under production and laboratory conditions, the
characteristic sound of ,,scratch” is assumed as the beginning of the
catastrophic wear [32]. This signal is associated only with tribologi-
cal changes in the contact surface of the drill and the workpiece. The
beginning of this process reflects an increase in the amplitude of the
acoustic signal and an increase in friction torque generated at margins
of the drill [6]. The degree of wear of the blade is assessed using mul-
tiple criteria, which can be divided into four groups [27]: technologi-
cal, physical, economic and geometric.

According to Pancielejko [22], when determining the wear of an
uncoated drill and drills with hard coatings, it is desirable to use a
number of wear indicators. Operational tests of twist drills made of
high-speed steel HS6-5-2, uncoated and titanium carbonitride Ti (C,
N) coated showed that the applied wear factors characterizing drill
wear at the corners, at the drill margin and at the chisel edge of a drill
characterize well the wear of tested drills. Studies by Liu et al. [20]

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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showed that the most important criterion of wear of the blade should
be considered the wear in the corner of the drill.

To ensure suitable durability of drills it is necessary to examine
the tool state in specific conditions of its operation and to determine
which changed wear factor can be used as a criterion for its evalua-
tion. To determine the effect of wear of the drill during operation on
the value of the thrust force and cutting moment, a series of durability
tests of drills while drilling holes in samples made of C45 steel and
cast iron EN-GJS-500-7 were carried out. The assessment of the dy-
namics of wear is made according to the maximum linear wear value
on all cutting parts of the drill.

2. Justification of the study

In order to increase the efficiency and reliability of machining
processes it is possible to select cutting parameters for which, in the
conditions of normal wear, the required probability of meeting all the
quality requirements of the workpiece is ensured [25]. The reliability
of the cutting process is conditioned by the period of assumed tool
life, cutting forces, and the quality and precision of machined parts
[15,30].

In the cutting process, with the passage of time under thermo-
dynamic loading, the geometric parameters of the blade change in
value. To ensure efficient machining and the necessary efficiency and
to calculate the cost of tool wear, factors that can be used as a crite-
rion of tool wear need to be determined. Therefore, to ensure reliable
diagnosis, it is necessary first of all to examine the state of the tool in
specific conditions of operation [6, 9].

Damage caused by wear of cutting tools is the dominant factor de-
termining the tool life in the optimal operating conditions [16, 17]. As
an input criterion for assessing the tool state, a wear indicator should
be selected that will clearly describe the change in the geometry and
the properties of the tool material that result from the wear of the
blade. Simultaneously, the value of the wear indicator should increase
monotonically in a zone of normal wear and should allow the realiza-
tion of accurate measurement [3, 10, 25]. During tool operation, it is
very difficult to determine the optimal, economically justified moment
to replace the tool. The permissible wear value reported by manufac-
turers of tools for specific machining conditions may differ from the
value of wear that ensures full use of its cutting abilities [11].

Monitoring and surveillance of the blade state can be performed
by an operator, or these tasks can be realized automatically. In the
case of surveillance of natural wear by the man, the operator monitors
the tool state during breaks in machining, based on the assessment of
the quality of the workpiece surface obtained after machining, phe-
nomena that accompany the cutting process and observation of the
cutting edge geometry. Currently on the market there are systems for
monitoring the state of the blades of cutting tools by using direct and
indirect methods. They are diverse and have different degrees of ef-
fectiveness [13]. A system for monitoring the assumed state of tool
wear which takes into account the possibility of its further develop-
ment for the creation of an integrated adaptive control system of the
process to ensure the maximum cutting efficiency is proposed in [2].

3. Research methodology

3.1. Determination of cutting force and cutting torque

To determine the effect of wear of drills during their operation on
the value of the thrust force and cutting torque a series of durability
tests was carried out on drills with a diameter D = 10 mm made of
HS2-5-1 high-speed steel, at constant values of cutting parameters
during one adopted period of tool life under cut. The investigations
were carried out during the processing of initial holes with a diam-
eter d = 4 mm on specially prepared samples (Fig. 1) made of C45

steel. The thrust force and cutting torque values were measured with
a Kistler 9123 CQO05 dynamometer. The dynamometer was set in the
drilling machine so that the axis of the drill coincided with the centre
of the table of the drilling machine.

2D
-

.
a

Fig. 1. Sample for the measurement of the machining resistances: a - section
of the machine with main cutting edges, b - section of the machine with
main cutting edges and the drill margins, c¢ - section of the machine
with all the cutting edges

The cutting torque value attributable to the margin of the drill is
determined as the difference between the torque values recorded at
sections a and b (Fig. 1). At section a (Fig. 1) only the lip of the drill
participates in the cutting process and at section b (Fig. 1) the lip of
the drill and the end cutting edge both participate. Observations of
wear were carried out in all cutting parts of the drill. The evaluation of
the wear of relevant surfaces was made on the basis of the maximum
linear wear values of these surfaces.

3.2. Investigations of drill wear

In the literature there is no information on the location of drill
wear during the drilling of steel materials that can be taken as an un-
equivocal criterion for its wear. Therefore, the aim of the research was
to determine which controlled area on a drill made of HS2-5-1 steel
may constitute such a criterion. Wear parameters which were control-
led during machining of samples made of both C45 steel and cast
iron EN-GJS-500-7 are shown in Fig. 2a and Fig. 2b, respectively.
Research conducted by Pancielejko [22] has shown that the process
of drill wear when machining cast iron has a different character from
the case of machining C45 steel. Often used as the sole factor, VB
characterizing the wear of the tool flank during machining of grey cast
iron does not reflect the actual degree of wear of drills and can lead
to excessive wear of cutting edges in other areas [22]. The different
character of tool wear for drilling in steel and cast iron is the reason
for developing drills intended only for drilling in cast iron, with a
special geometry that ensures the reduction of both blade wear and
the cutting force [31].

When machining steel, the tool flank is the main area subjected to
wear. Wear of the drill margin causes catastrophic wear of the blade.
When machining cast iron, tool flank wear is the reason for taking the
drill out of service.

The tests on wear of drills during drilling in steel C45 were car-
ried out in a column drilling machine PK 203, with the following pa-
rameters: cutting speed v, = 40 m/min, feed rate /= 0.06 mm/rev, as
well as v, = 20 m/min and f'= 0.2 mm/rev, ensuring the tool life 7, =
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Fig. 2. Areas of wear controlled during durability testing of drills while turning C45
steel (a) and EN-GJS-500-7 cast iron (b): Vs—wear of flank of chisel edge; V;
—wear of drill margin; VB, Vg —wear of tool flank; VB, — wear of drill margin

flank; VBy, — wear of blade corner; VB — wear of corner flank [12]

20 min. Changes in the value of wear of the flank of the chisel edge
Vs, wear of the drill margin V; and wear of the tool flank Vz were
investigated.

Wear of the drill margin /; was measured by measuring the diam-
eter of the drill at the corners. During machining with the mentioned
cutting parameters, ten drills were investigated. This allowed us to
obtain statistically significant relationships of the expected values for
the analyzed drill wear parameters.

Durability tests of drills during drilling in cast iron EN-GJS-500-7
were carried out at cutting speed v, = 20 m / min, and three values of
feed rate /= 0.1 mm/rev, = 0.3 mm/rev and /= 0.4 mm/rev, ensuring
the tool life of 7, = 15 min, which corresponded to machining 80-100
holes. In investigations of the tool life during drilling in cast iron, the
change in the value of the following factors of tool wear was ana-
lyzed: wear of the tool flank VB, wear of the drill margin flank VB,
wear of the blade corner VBy, and wear of the corner flank VB .

In the investigations a TiN-coated drill and a drill without coat-
ing were used. To determine the effect of the TiN coating on the wear
of the drill a series of durability tests were carried out. The tool life
tests were conducted using specially prepared drills with a diameter
D = 10 mm, on which a TiN coating with a thickness of 0.008 mm
was applied. The studies were conducted at v, =20 m/min and f'= 0.2
mm/rev, to ensure the tool life of 7, = 25 min, which corresponded to
machining 100-150 holes.

The chemical composition and the basic mechanical properties of
the tested materials are shown in Tables 1 and 2.

Table 1. Chemical composition of the tested materials [8, 19]

4.  Results and analysis

4.1. The effect of wear of H52-5-1 steel drill on the thrust
force and cutting torque

Changes in the thrust force Fyand the cutting torque M, depend-
ing on the wear on the lip of a drill are shown in Fig. 3. It should
be noted that although on the axis of ordinates only the values of
wear of the lip of the drill are marked, the value of the thrust force
and cutting torque show the cumulative effect of all places of wear.
When catastrophic wear of the drill occurs, an intense increase in
the cutting torque is observed (Figs. 3, 4). Thus the cutting torque
can be used to determine the time at which catastrophic wear of the
drill will appear. The general tendency to increase the thrust force
F; and cutting torque M, during drilling operation is observed.
However, until catastrophic wear occurs, the values of the thrust
force and cutting torque vary differently.

20 4.1
18 LT, 4
16 . e - 3.9
14 - -
— 12 . -
= s 3.6 1
6 | 3.5
1 rr' 34
2 33

0 0.1 0.2 0.3

VB [mm]

0.4

Fig. 3. Dependence of the axial force Fyand the cutting torque M, vs. size of
wear on the main tool flank VB while turning C45 steel with all parts
of the drill at v, = 20 m/min and f = 0.2 mm/rev

The lack of unequivocal correlation between the value of wear of
the tool flank and thrust force and cutting torque can be explained by
the fact that the drill wears not only on the primary tool flank, but also
on the chisel edge of the drill, surfaces adjacent to the chisel edge and
on the drill margin. The results of variation in the thrust force Fand
cutting torque Mc as a function of the wear of the primary tool flank
during cutting by using the lips of the drill are presented in Fig. 5.

Increasing the wear of the primary tool flank VB leads to approxi-
mately linear increase in the thrust force F,corresponding to the lips
of the drill. After reaching a predetermined value of wear, a change in
the shape of the chisel edge of the drill occurs, both on the chisel edge
of the drill and on the surfaces adjacent to the chisel edge. Therefore,

it is not possible to establish
the relationship between the

- — thrust force value correspond-

Material Chemical composition, % wt. ing to the chisel edge of the

C Mn Si Cr Ni S Mg P Cu Sn drill and the wear of surfaces

C45 | 0.42-0.50 | 0.50-0.80 | 0.17-0.37 | max.0.30 | max.030 | 0.04 - - - - adjacent to the chisel edge of
EN-GJS the drill.

500-7 3.78 0.32 25 0.03 - 0.065 0.05 0.038 0.01 0.004 Although the value of the
drill margin wear increases
slightly during operation of

Table 2.  Basic mechanical properties of the tested materials [8] . . . the drill, a.SIgmﬁcant inerease
in cutting torque attributable to the primary tool flanks is

Yield stress Tensile strength Elongation Hardness observed. As the drill wear increases, the amount of heat

Material Re R As HB released in the cutting zone and thermal deformation of the
[MPa] [MPa] [%] workpiece caused by this phenomenon also increases. With

C45 420 670 16 241 increase of the drill wear, the drilled holes deform in such a
EN-GJS-500-7 320 500 7 170-230 way that their diameters decrease [11]. Once the deforma-
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0 5 10 15 20 25
1 [min.]

Fig. 4. Effect of machining time t on the value of the axial force Fy; the cutting
torque M, while turning C45 steel at v. = 20 m/min and ' = 0.2 mm/
rey
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Fig. 5. Dependence of the axial force Fy and the cutting torque M, vs wear of

the main tool flank VB while turning with main cutting edges, cutting
parameters: v, = 20 m/min and f = 0.2 mm/rev

tion exceeds the clearance arising as a result of the reverse drill taper,
the machined surface of the hole will cause a change in the contact
area on the drill margins, their wear and the occurrence of catastrophic
drill wear.

The observed values of the drill margin wear are insignificant, and
therefore the chisel edge of a drill does not participate in the cutting
process. It can be assumed that the increase in cutting torque attribut-
able to the drill margin is caused by wear on the primary tool flanks.

4.2. Drill wear while drilling C45 steel

Changes in the value of the wear factors of drills made of HS2-
5-1 steel without coating while processing C45 steel are shown in
Figs. 6 and 7. The tool flank wear VB occurs in the case of both the
cutting parameters applied. In the period of tool lapping, intensive
wear of the chisel edge of the drill is observed. The wear of the drill
margin is almost imperceptible, until the moment when catastrophic
wear occurs.

The wear of both the tool flank ¥V and the flank of the chisel edge
Vs increases monotonically in the period of normal wear. None of
these parameters reflects the moment when catastrophic wear occurs.
The values of the V3 and Vg parameters at the moment of catastrophic
wear depend on the values of the cutting parameters. The wear of the
tool flank V7 at the moment of catastrophic wear at v, =40 m/min and
f= 0.6 mm/rev is 0.2 mm (Fig. 6), while at v, =20 m/min and /= 0.2
mm/rev it is about 0.55 mm (Fig. 7).

The results of investigations of the TiN-coated drills (Fig. 8)
suggest that their wear is the same as drills without the coating, but
the intensity of wear in controlled areas is smaller, which causes an

0 3 10 15 20 25
f [min.]

Fig. 6. Dynamics of the variation of the wear parameters while drilling C45
steel at v, = 40 m/min and f = 0.06 mm/rev

f [min.]

Fig. 7. Dynamics of the variation of the wear parameters while drilling C45
steel at v, = 20 m/min and f = 0.2 mm/rev

increase of the tool life. Thus, applying the TiN coating does not
change the areas of wear but only reduces the wear intensity.

The specificity of the wear of drills made of HS2-5-1 steel while
drilling C45 steel primarily consists in the wear of the tool flank, and
the loss of their cutting ability (catastrophic wear) occurs unexpect-
edly on the drill margin V. To prevent such unexpected wear it is nec-
essary to know, on the basis of investigations, the value of permissible
wear on the tool flank of the drill. The values of pressure during the
drilling are the same order as in the case of friction welding, and lead
to catastrophic wear of the drill margin. It is well known [10, 25] that
the permissible value of the wear of the tool flank from which the loss
of cutting ability of the drill begins depends on the cutting conditions
and above all on the cutting parameters. It is not possible to determine
the permissible value of wear Vg, from which catastrophic wear of the
drill margin starts. This can be explained by the fact that the value of

0.2

e
=)

e
=

V[mm]

et
=)
oo

0 10 20 30 40 50 60 70
t [min.]

Fig. 8. Dynamics of the variation of the wear parameters while drilling C45
steel using TiN coated drill at v, = 20 m/min and f = 0.2 mm/rev
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deformation of the drilled holes under the influence of the tempera-
ture, leading to catastrophic drill wear, depends on many parameters,
often mutually correlated [12].

4.3. Drill wear while drilling cast iron EN-GJS-500-7

An increase of the feed value from the value f= 0.1 mm/rev to f=
0.4 mm/rev causes an approximately two-fold increase in the values
of VByo, VBy and VB, parameters at which the period of normal
wear of the drill begins (Figs. 9-11). Taking into account all the feed
values, the zone of normal wear starts in the range of parameter val-
ues: VB = 0.07-0.1 mm VB; = 0.15-0.3 mm VBy = 0.2-0.46 mm
and VB = 0.3-0.54 mm. In the period of normal wear of controlled
areas of the drill blade there is a monotonic increase in the value of
all the tested parameters (Figs. 9-12). The value of feed has a sig-
nificant impact on the moment when a fast increase of the wear of
the blade corner VBy, begins. The fast increase in the value of the
parameter VBy, during drilling at feed /= 0.1 mm/rev exists after
making approximately n» = 100 holes. After a three-fold increase of the
feed rates, a fast increase of the wear of the corner flank occurs at the
parameter value VB, = 0.7 mm after making 40 holes. This leads to
breaking of the drill margin, preventing further control of the wear of
the blade on the corner flank.

The intensification of the wear process means that after a certain
time the wear VBy encompasses the whole width of the drill margin.
Under these conditions, after breaking the reference lines, measure-
ment of the wear of the drill margin VB, is impossible (Fig. 11). A
rapid increase in the wear of the blade corner VBj does not have a
significant effect on the change of values of other wear parameters.
Their values increase monotonically. Only the value of the VB fac-
tor obtained during the drilling at feed /= 0.1 mm/rev for the whole
period of normal wear remains stable (Fig. 12). This means that there
is no loss of the cutting ability of the blade and the rapid increasing

1.6 .

+/=0.1 mm/rev

/= 0.3 mm/rev A ‘f"

1.2 4 f= 0.4 mm/rev L ;
E /!
N s
L ol
V] 20 40 60 80 100 120

Number of holes n

Fig. 9. Dynamics of the wear of the blade corner VBy at v, = 20 m/min
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Fig. 10. Dynamics of the wear of the corner flank VB at v, = 20 m/min
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Fig. 11. Dynamics of the wear of drill margin flank VB at v, = 20 m/min
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Fig. 12. Dynamics of the wear of the tool flank VB at v, = 20 m/min

of the wear of the blade corner cannot be considered as the beginning
of accelerated wear.

When operating the drill, the rapid increase in the value of the VB,
factor does not cause the loss of the cutting ability of the blade. Then
increased intensity of the blade corner occurs, and thus the drill wear
moves from the first to the second phase of normal wear. Loss of the
cutting ability occurs as a result of the intensification of the wear of the
corner flank. The moment when the cutting ability is lost depends on
the feed and occurs after making about 80—100 holes (Fig. 10).

The character of the variation of the wear of the corner flank
VB0 at the first (to 40 holes) and second (after 40 holes) phases of
normal wear changes slightly (Fig. 10). The zone of accelerated wear
when working at feeds /= 0.3 mm/rev and /= 0.4 mm/rev begins after
the realization of 80 holes at the VB, value of about 1.25 mm. At the
feed of 0.1 mm/rev the value of the VB, factor is about 1 mm. Dur-
ing machining of 40—80 holes the values of the blade corner wear and
wear of the drill margin flank change slightly (Figs. 9 and 11).

5. Conclusions

In catastrophic drill wear an intense increase in the cutting
torque is observed. So the cutting moment can be used as a diag-
nostic criterion for determining the moment at which catastrophic
wear occurs.

The application of a TiN coating does not change the places
on the drill where wear occurs but only reduces the intensity of
the wear of the tool flank. It allows the tool life of the drill to be
increased.

In the case of drilling C45 steel there is a lack of such places of
wear that can be used as a criterion of drill wear before its cutting
ability is lost (catastrophic wear). In the period of tool lapping, inten-
sive wear of the chisel edge of the drill is observed. Wear of the drill
margin is almost imperceptible, until the moment when catastrophic
wear occurs.
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An increase in the feed value from the value = 0.1 mm/rev to /=
0.4 mm/rev causes an approximately two-fold increase in the values
of parameters VB, VBy and VB, at which the period of normal
wear of the drill begins. In the period of normal wear of controlled
areas of the drill blade there is a monotonic increase in the value of
all tested parameters.

When drilling holes in samples of cast iron EN-GJS-500-7, a
rapid increase in the wear of the blade corner VBj; does not have a

significant effect on changing the values of other wear parameters.
Their values increase monotonically. This means that no loss of the
blade’s cutting ability occurs and the rapid increasing of the wear of
the blade corner cannot be considered as the beginning of accelerated
wear. When operating the drill, the rapid increase in the value of the
VB factor does not cause the loss of the blade’s cutting ability. Then
increased intensity of the blade corner occurs, and thus the drill wear
goes from the first to the second phase of normal wear.
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DISTANCE AND TIME OF WATER EFFLUENCE ON SOIL SURFACE AFTER FAILURE

OF BURIED WATER PIPE. LABORATORY INVESTIGATIONS
AND STATISTICAL ANALYSIS

ODLEGLOSC I CZAS WYPLYWU WODY NA POWIERZCHNIE TERENU
PO AWARII PODZIEMNEGO WODOCIAGU.
BADANIA LABORATORYJNE | ANALIZY STATYSTYCZNE

One solution to limit the inconvenience caused by suffosion processes following pipe breakages is retaining so-called protection
zones near the pipes, the utilization of which would be handled by the system operator. Due to the fact that to determine the size
of such zones is a challenging task, the analysis should be performed gradually, based on successive field studies, laboratory
and numerical research. The present article is the outcome of the first stage of the laboratory research eventually aiming at the
determination of the protection zone around a potential leakage in a water supply pipe. The first stage of the investigations was
devoted to (1) the assessment of an average distance between the place of water effluence on the soil surface and the place of the
water failure for 4 different areas of leak and 11 values of hydraulic pressure head in the pipe, (2) the initiatory assessment of the
protection zone dimensions for analysed soil conditions, (3) the analysis of dependence between the time of water effluence on the
soil surface after a failure of a buried water pipe and the leak area as well as the hydraulic pressure head in the pipe. The scope of
the works comprises laboratory study and statistical analysis. The research was carried out preserving geometrical and kinematic
similarity. The obtained results should be considered initial, oriented towards further stages of laboratory research comprising
dynamic similarity.

Keywords: water supply, breakage, maintenance, water effluence.

Jednq z propozycji ograniczenia ucigzliwosci spowodowanych zjawiskami sufozyjnymi po awarii wodociggu jest zachowanie
w poblizu przewodow tzw. stref ochronnych, o zagospodarowaniu ktorych decydowatby eksploatator sieci. Okreslenie wymiarow
takich stref jest bardzo trudnym zadaniem, dlatego stosowne analizy powinny odbywac sie stopniowo, na bazie kolejnych etapow
badan terenowych, laboratoryjnych i numerycznych. W ramach niniejszej pracy przedstawiono wyniki pierwszego etapu badan
laboratoryjnych, ktorych ostatecznym celem jest wyznaczenie strefy ochronnej wokol ewentualnej nieszczelnosci rury wodocig-
gowej. Pierwszy etap badan objgt okreslenie przecietnej odlegtosci wyptywu wody na powierzchnie terenu od miejsca awarii
podziemnego wodociggu dla 4 roznych powierzchni nieszczelnosci przewodu oraz 11 wysokosci cisnien w przewodzie, wstepne
oszacowanie wielkosci strefy ochronnej dla analizowanych warunkoéw gruntowych oraz analize zaleznosci miedzy czasem wy-
phwu wody na powierzchnie terenu po awarii podziemnego wodociggu a powierzchniq nieszczelnosci i wysokosciq cisnienia
w przewodzie. Zakres pracy obejmowat badania laboratoryjne i analizy statystyczne. Badania przeprowadzono z zachowaniem
podobienstwa geometrycznego i kinematycznego. Uzyskane wyniki nalezy wiec traktowac jako wstepne, ukierunkowujqce dalsze
etapy badan laboratoryjnych, uwzgledniajgce rowniez podobienstwo dynamiczne.

Stowa kluczowe: wodociqg, awaria, eksploatacja, wyplyw wody.

1. Introduction

The use of water supply pipes all over the world has always been
accompanied by breakages and leakages. What can reduce a number
of damages is skilful management of a water supply system and prop-
er maintenance. It is, however, impossible to entirely eliminate such
incidents as, most often, they occur randomly [5, 7, 24]. They can
result in financial and social losses [7, 8, 25, 28]. Moreover, leakages
can pose a threat to the safety of people and property particularly in
urban agglomerations, where water supply systems are located within
roadway, constituting an element of an underground utility, as well as

in areas of compact settlement [13]. The threat emerges as a result of
the particles being washed out from the soil skeleton during the break-
age of an underground pipe which can lead to the formation of empty
spaces beneath the ground surface and contribute to the creation of de-
pression or holes in the Earth’s surface (suffosion processes) [1, 4, 9].
Such incidents took place worldwide and produced detrimental social
and economical effects [22]. Occurrence of internally unstable soils,
especially in the range of the loess plateau [2] as well as a high failure
intensity rate of water supply systems, compared to other countries
[15, 16, 18, 19], are factors which increase the risk of the emergence
of such a problem in Poland.

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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One of the proposals on how to reduce negative consequences of
suffosion phenomena following a potential water supply damage is
retaining so-called protection zones near the pipes, with all the deci-
sions regarding their use taken exclusively by the system operator [11,
14]. To define the size of such zones seems a difficult task, taking into
account the complex character of the phenomenon in question [3, 10,
27]. During the breakage of an underground water supply there are
three fundamental interconnected processes: pressure water flow in
a closed pipe, water effluence through a leak and a water flow in a
porous medium. They can be characterised by multiple parameters
comprising values which are independent (e.g. water pipe diameter),
mutually interdependent within one process (e.g. dependence between
the volume of the water flow in a water pipe and the water pipe pres-
sure level), as well as affecting each other in various processes (e.g.
the speed of water flowing out through a leak affects the speed of the
water flow in the ground). Another obstacle is the fact that certain pa-
rameters are variable in space or time (e.g. soil hydraulic conductivity)
or depend on external factors (e.g. water viscosity index depending on
the temperature). Furthermore, connections between the parameters
of the processes can be described by means of complex dependencies
— for instance water movement in the ground can be represented with
the Richards equation [23], which is a second order partial differential
equation. What can pose another problem is the process of the soil
particles being washed out and transferred with water flowing out of
a water pipe after its breakage. Due to the obstacles mentioned above,
the analysis aiming at determining the size of protection zones should
be performed gradually based on successive field studies, laboratory
and numerical research.

The article presents the results of the first stage of the research
eventually focused on determining the size of a protection zone
around the area where a water pipe is particularly exposed to leak-
age. The first stage of the investigations covers (1) the assessment of
an average distance between the place of water effluence on the soil
surface and the place of the water failure for 4 different areas of leak
and 11 values of hydraulic pressure head in the pipe, (2) the initiatory
assessment of the protection zone dimensions for analysed soil condi-
tions, (3) the analysis of dependence between the time of water efflu-
ence on the soil surface after a failure of a buried water pipe and the
leak area as well as the hydraulic pressure head in the pipe. The scope
of the article comprises laboratory tests and statistical analysis. The
research was carried out preserving geometrical and kinematic simi-
larity [12]. Obtained results are initial and oriented towards further
stages of laboratory research comprising dynamic similarity.

2. Methodology

The research presented in the article is twofold. The first part
consists in laboratory simulation of water supply system breakage,
conducted on a laboratory setup and reflecting natural operation con-
ditions scaled to 1:10. The second part embraces statistical analysis of
the laboratory test results including the average distance between the
point of water effluence on the sand surface and the leak of the pipe as
well as time of this effluence.

Laboratory tests required constructing the setup (Fig. 1). It con-
sisted of a water supply pipe 1 buried in medium sand fillinga 1.5 m
x 1.5 m x 0.5 m box 2. The sand was manually compacted in two-
centimetre layers according to closely prearranged processes. During
the laboratory tests the following sand parameters were determined
(tab. 1 and 2):

— article-size distribution — using a sieve analysis on the basis of

the standard [21],

— degree of compaction — using the standard Proctor test — the
method No 1 given in the standard [21] (a small cylindrical
mould — 113 mm in the inner diameter, 3 soil layers, 25 drops
of 2,5-kilogram hammer, 320 mm of drop distance),

Table1. Results of a sieve analysis

Particle size d, mm Content, %
4<d 8.97
3.15<d<4 217
2<d<3.15 4.2
14<d<?2 3.66
1<d<14 3.63
08<d=<1 3.83
05<d<08 17.74
0.25<d<0.5 35.67
0.125<d<0.25 15.06
d<0.125 5.03

Table 2. Parameters of compacted sand

Parameter Value of parameter
Degree of compaction 0.93+0.94
Porosity 0.26
Saturated conductivity, m/s 1.410*
Volumetric water content, % 3.89+5.20

— porosity — using a Le Chatelier flask [22],

— saturated conductivity —using the GeoN permeameter (Geonor-

dic AB, Sweden),

— volumetric water content — measured before each simulation

using a TDR-meter (EASY-TEST, Lublin, Poland).

One end of the pipe 1 (Fig.1) extending from the box 2 was linked
through a rubber hosepipe 3 to a collection container 6 placed at a
assumed height. The other end of the pipe 1 directed water to a floor
drain through a rubber hosepipe 8. The pipe consisted of two equal
length parts connected by a bell-and-spigot joint (9). Drain 10 in-
stalled at the bottom of the box 2 enabled the outflow of excess water
after each trial.

The experiment consisted in introducing water under pressure
into a damaged water supply pipe so as to produce controlled leakage.
First, all valves were closed and water was poured into the container
6 above the assumed level. Next, the valves were opened and the de-
aeration process took place. When water in container 6 reached the
assumed level, valve 7 was closed and the end of pipe 1 from the side
of feeding point was pulled in the opposite direction resulting in the
loosening of the bell-and-spigot joint 9. After the emergence of water
on the sand surface valve 4 was closed. The next step was to deter-
mine the size of the soil surface cavity and its location in relation to
the leak in the water supply pipe. An important element of the labora-
tory setup was the holder 11, installed inside the box on the supply
side of the pipe 1 (Fig. 2). The holder enabled the same width of the
leak in every repetition of an experiment.

The tests were conducted for 4 different areas of leaks ensuing due
to loosening of the pipe connection — 4.71 ¢cm?, 5.58 cm?, 9.42 cm?
and 12.25 cm?. The width of the leak between a spigot end and a
socket end of the pipe equalled 15 mm for each experiment repetition,
while the inner pipe diameter changed (10 mm, 13 mm, 20 mm and
26 mm). Internal water pressure in the pipe varied from 31.9 to 58.8
kPa (from 3.25 to 6.0 m H,0) depending on the height of container 6
and the water level in it.

Moist sand being in the area around a leak and between a leak and
a place of water effluence on the sand surface was replaced by dry
sand and compacted after each experiment. Moreover, replacement
of the whole sand was performed after a series of experiments for the
same leak area.
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Scheme of the main part of the laboratory setup (plan view)
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Fig. 1. Scheme of laboratory setup for physical simulation of water supply damage [11]:
1 —water supply pipe, 2 — box filled with sand, 3 — rubber hosepipe from the feed-
ing side, 4,5 — cut-off valve on the feeding side, 6 — water container, 7 — cut-off’
valve on the outflow side, 8 — rubber hosepipe inserted into floor drain, 9 — bell-
and-spigot joint, 10 — drainage, 11 —holder

Fig. 2. Holder enabling the same width of leak after each loosening of pipe connection

The entire experiment, start-
ing from the deareation to the
moment of water effluence on
the soil surface, was recorded by
a video camera and documented
photographically. Altogether,
there were 105 successful trials
carried out.

Obtained laboratory test re-
sults allowed to determine antici-

pated values of the distance between the place of the water effluence
on the soil surface and pipe leak after the breakage of the water sup-
ply pipe, based on statistical estimations calculated with Statistica 10

the shape of distribution (standard deviation, skewness, kurto-
sis). In the cases where values obtained in laboratory trials were
not close to normal distribution, it was examined whether the
laboratory test result logarithms can be characterised by it. Dis-
tribution normality of the results as well as their logarithms was
verified with the Kolmogorov-Smirnov normality test modified
by Liliefors and Shapiro-Wilk [6]. Calculations were conducted
for all the data obtained in laboratory trials (excluding extreme
values) without any divisions and for the data divided per leak
area and hydraulic pressure in the pipes.

The results provided the base for determining the indicative
range of the protection zone around the leakage through defin-
ing ranges of tolerance with the confidence level of 95% and
99%. All the results regarding the distance between the water
effluence on the sand surface and the place on the sand surface
located directly above the leak were taken into consideration.
With regards to statistical calculations, the lower tolerance limit
can take a negative number, though it is inconsistent with the
definition of distance. That is why in calculations 0 value was
assumed for the lower tolerance limit, i.e. the place of water
effluence on the soil surface located closest to the leak is the
area situated directly above the leak, which corresponds to the
real conditions. The determined upper tolerance limit marks the
radius of the circular protection zone, whose centre is located
directly above the place of the leak.

The next research stage was the analysis of the results of
measurements of time between the loosening of a pipe con-
nection and an effluence of water on the soil surface. As in
the case of a distance, data distributions were verified with the
Kolmogorov-Smirnov normality test modified by Liliefors as
well as with the Shapiro-Wilk normality test. Next, an influence
of the leak area and the hydraulic pressure head in the pipe on
time of water effluence was evaluated on the basis of a linear,
exponential and power regression model.

3. Results and discussion

Summary statistics of distances between the water effluence
on the sand surface and the place on the sand surface located
directly above the leak obtained as a result of laboratory study
are compiled in Tables 3-5.

Measures compiled in Table 3 indicate that all the values of
the analysed distance examined together with no division are
characterised by the distribution different from normal. Distri-
bution of logarithmized distance values, however, is approxi-
mate to normal (Fig. 3) which is proved by normality tests with
95 per cent confidence level. The average distance between the
water effluence on the soil surface and the place of the leakage
obtained in laboratory study does not amount to 30.60 cm, as

Table 3. Summary statistics of all distances registered on the soil surface between water effluence and the place of the

breakage
Distance
Number of Mode Median Star.1d:f1rd Skewness| Kurtosis
measurements n max mean min deviation
- cm cm cm cm cm cm - -
105 59.00 30.60 9.00 Multiple 29.00 12.64 0.52 -0.60

software (StatSoft, Inc.). The first step of the analysis was descriptive

statistics [17, 26] comprising measures of central tendency (arithme-
tic mean, mode and median) as well as measures of dispersion and

implied by Table 3, but to 28.18 cm, constituting the result of number
10 raised to the power of the logarithm arithmetic mean of measured
distances.

None of the distributions whose measures are presented in Table
4 were found normal. Dependencies between the mean, median and
mode as well as positive skewness values indicate that the obtained
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Fig. 3. Normality graph of the logarithm distribution for measured distances

Table 4. Summary statistics of distances recorded on the soil surface between the water effluence and breakage for
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Fig. 4. Correlation between water pressure in pipe H and distance r on the
ground surface between water effluence and pipe leak

effluence and the water pipe breakage in laboratory tests for the pres-
sure values of H=3.25 m H,O and H = 5.30 m H,O is in accordance
with the mean presented in Table 5 (28.00 cm and 27.45 cm respec-
tively), whereas in the case of values
of H=3.50 m H,O and H = 3.80
m H,O it is 30.90 cm and 32.36 cm re-

different leak area F . L.
NoE spectively, which is a result of the data
umber Distance being expressed as logarithms. As far
F of measur. Mode | Median Star)dz}rd Skewness | Kurtosis & eXp .. S

" max mean min deviation as the remaining pressure values are
B concerned, it can be assumed that the

cm - cm cm cm cm cm cm - - ! ..
average effluence distance is in ac-
471 25 48.90 28.28 16.00 | 2100 | 2510 | 1034 072 -0.74 cordance with the arithmetic mean,
5.58 25 35.20 20.92 9.00 17.90 | 17.90 8.57 0.14 -1.38 but since the results obtained for those
9.42 27 5880 | 3874 1810 | 27.00 | 3800 | 10.34 0.09 -0.78 values are not close to normal (being
irregular in all the cases), it should be
1225 24 5900 | 3341 1580 | 2000 | 2850 | 1341 073 -0.80 borne in mind that the average will not

results are of a positively asymmetric distribution for all leak areas an-
alysed in laboratory tests. Therefore, it is the mode value that should
be assumed as the average distance value obtained for particular leak
areas in tests, not the arithmetic mean, which is common the case in
normal distribution. No regularities in the relation between the leak
area and the distance to the effluence point occurred were observed.
Among 11 distributions whose measures are presented in Table 5,
only 2 are close to normal (for #=3.25 m H,O and H =5.30 m H,0),
whereas 2 are close to normal after logarithmizing data (for H = 3.50
m H,O and H =3.80 m H,0). The average distance between the water

Table 5. Summary statistics of distances recorded on the soil surface between the water effluence and breakage for different pres-

be an efficient estimator [17]. Simi-

larly to the analysis of the influence of

leak area on the effluence distance af-

ter potential breakage, no regularities in the relations between the pipe
water pressure and the distance itself were observed (Fig. 4).

In 105 physical simulations of water supply failures carried out in

a laboratory there were no cases of water effluence directly above the

leakage. This necessitated determining the zone on the soil surface of

probable water effluence after an underground water system failure

through the estimation of the upper tolerance limit. Due to the fact that

previous analysis showed that the logarithms of all distances obtained

during laboratory tests, examined without division, are of a normal

distribution, tolerance inter-

vals were determined for the

sure levels H logarithms of those values
ber of Distance dard (Table 6).

H l\r:letsuerr (; - Mode Median 3:/1 t?cl;n Skewness | Kurtosis Conducted ~ measure-
: max mean min ments show that the protec-
m H,0 - cm cm cm cm cm cm - - tion zone radius, depending
3.25 6 3610 | 2800 | 1710 | Multiple | 2840 6.46 078 127 on accepted statistical as-
sumptions, is found within
3.50 7 21.00 32.28 46.80 21.00 28.20 10.39 0.30 -1.73 the range from 46.5 cm to
3.80 7 49.10 33.71 21.00 30.00 31.90 8.74 0.57 1.25 77.1 em in laboratory condi-
4,00 7 62.00 50.43 3930 42,00 51.70 9.29 -0.03 -2.23 tions (Fig. 5), i.e. the zone
of the radius 46.5 cm (4.46

430 7 44.00 33.14 18.00 44.00 34.00 4.00 -0.59 -1.27 . . .
m in real conditions) will
450 7 4450 25.29 1500 | Multiple 22.30 10.86 0.09 0.90 cover 70 per cent of the
4.80 8 27.00 17.00 9.00 Multiple 16.00 6.46 0.24 -0.82 water effluence points with
5.00 10 55.00 37.90 1800 | Multiple | 4550 14.73 -0.41 -1.98 a 95 per cent confidence
level, whereas the zone of

5.30 1 35.30 27.45 20.00 27.00 27.80 435 -0.22 0.39 a77.1 cm long radius (7.71
5.50 10 31.90 24.30 13.20 Multiple 26.00 6.49 -0.67 -1.02 m in real conditions) will
6.00 11 44.00 30.00 20.00 | Multiple 28.00 9.42 0.60 -1.22 cover 95 per cent of the ef-
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Table 6. Upper tolerance limit for distances measured on soil surface between water effluence and breakage

Tolerance level [%)]

70‘

75‘80‘85‘90‘95

Confidence level [%]

95

Logarithm of the upper tolerance level [log cm]

1.66

1.69

1.72

1.80

1.86

Upper tolerance limit [cm]

46.5

49.2

525

62.7

73.2

Confidence level [%]

Logarithm of the upper tolerance level [log cm]

1.68

1.70

1.73

1.81

1.89

Upper tolerance limit [cm]

47.8

50.73

54.3 58.9

64.6

77.1

140.00

120.00 +

100.00

Analysis of the time measurements re-
sults indicated that the obtained values are
not characterised by the normal distribution
in any cases — neither for data examined
together with no division nor for data di-
vided according to hydraulic pressure, nor
for data divided according to leak area. The
normal distribution of logarithmized data
was obtained for rare cases — for F'=4.71
cm? and F = 9.42 cm? for data divided ac-
cording to leak area and for H = 4.30 m
H,0 and H = 5.50 m H,O for data divided
according to hydraulic pressure.

Powierzchnia

80.00

otworu /
Leak area:

60.00 —

B F=4T71cn?

40.00 +

o i
0.00

B F=4.71cm?

O F=471cm?

W F=471cm

Fig. 5. Minimal and maximal (depending on statistical assumptions) protec-
tion zone range: 1 — water supply, 2 — leak, 3 — protection zone range
for a 95 per cent confidence level and 70 per cent tolerance level, 4
— protection zone range for a 99 per cent confidence level and 95 per
cent tolerance level

fluence points with a 99 per cent confidence level. The increase of
the confidence level from 95% to 99% results in the growth of the
zone radius by about 1 =4 cm in laboratory conditions. It ought to be
mentioned, however, that the difference increases with the increase
of the tolerance level. It is the change of the tolerance level which is
of bigger impact on the value of the zone radius, as with the increase
of the parameter in question from 70% to 95%, the radius rises by
26.7 cm with a 95% confidence level and by 29.3 cm with a 99%
confidence level.

Table 7. Time of water effluence on sand surface starting from the moment of
failure occurrence, in dependence on leak area and hydraulic pres-

sure head
H Effluence time t [s] for area of leak
[m H,0l 477cm? | 558cm? | 942cm? | 1225cm?

33 22.10 - 65.67 91.67
35 116.03 26.15 41.08 81.25
3.8 65.98 117.23 15.50 3.01

4.0 13.51 21.50 51.11 37.98
43 14.49 4.07 29.18 82.53
4.5 7.50 8.57 61.50 19.50
4.8 26.00 15.89 18.51 4.00
5.0 61.55 1.00 10.00 1.54
53 10.01 1.99 8.12 3.87

55 5.50 37.20 9.03 2.06
6.0 9.47 15.00 2.52 2.50

|
Lidal.L.

45 48 5
H,cmH,0

3.25 35

Fig. 6. Dependence between time of water effluence on soil surface after pipe
loosening and hydraulic pressure head (H) for different leak areas
(F)

The arithmetic means of time of water effluence measurement
values for different hydraulic pressures in a pipe and leak areas are
shown in Table 7. The means are not efficient estimators because of
the data distribution irregularity, so they should be treated as indica-
tive only.

Analyzing the obtained results (Tab. 7) it can be noticed as per the
expectations, that higher place of the water supply container results in
tendency of time of water effluence on the sand surface to be lower.
The mentioned dependence is clearly visible in the bar chart (Fig. 6).
However it should be emphasized, that unambiguous evaluation of
kind of trend is difficult. The coefficient of determination for all con-
sidered models (linear, exponential and power) was low (Tab. 8).

Table 8. Coefficient of determination R? for linear, exponential and power
regression model defining function t(H)

Leak area R? for regression model

F linear exponential power
4.71 cm? 0.23 0.32 0.25
5.58 cm? 0.15 0.13 0.20
9.42 cm? 0.56 0.68 0.52
12.25 cm? 0.53 0.57 0.53

Any regularity between the time of water effluence and the leak
area in a loosening pipe was noticed during the analysis of the data
shown in Table 7 and in Fig. 6.

4. Summary and conclusions

Failures and leakages are inextricably linked to the use of water
supply systems and, apart from economic loss, they generate a real
risk of dangerous suffosion phenomena in the soil. In order to mini-
mise their harmful effects, it has been suggested that protection zones
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of a limited land development should be retained around water supply
elements which are particularly subject to leakages. Currently there
are no guidelines on how to determine the range of such zones, even
though water supply system operators demonstrate keen interest in
this sort of data.

Determination of the size of protection zones is a significantly
time-consuming task of considerable difficulty due to the complex-
ity of the effects accompanying underground water supply system
failure. The sheer number of parameters influencing the direction as
well as the speed of water movement in the ground together with in-
terconnections between those parameters necessitate the division of
the research into stages, beginning with the most basic. Research con-
stituting the first stage presented in this article proved to be highly
valuable with respect to further study. What it did was enabling the
recognition of the obstacles that had to be overcome during the physi-
cal simulation of a water supply system breakage and setting direction
for further research.

Statistical analysis of the results obtained at the first stage of the
laboratory tests performed with the use of geometric and kinematic
probability was also found promising and allowed preliminary es-
timation of the range of the protection zone. The range in question
is based predominantly on the obtained distances between the wa-

ter effluence on the surface of the soil and breakage, and to a lesser
extent, on statistical assumptions. Moreover, the conducted analyses
confirmed clear dependence between the time of water effluence on
soil surface after a waterpipe failure and the hydraulic pressure in a
pipe. However, values obtained as a result of time measurements were
not characterized by the normal distribution, so they should be treated
as indicative only. Thus, in order to achieve the best possible results
of estimating both the zone range and parameters influencing the time
of water effluence on soil surface, the quality of the laboratory re-
search should not be neglected above all. It is, therefore, suggested
that in order to reach normal result distribution, dimensional analysis
preceding laboratory study should be repeated, and ought to focus on
extending the number of parameters influencing the studied process,
together with increasing the number of simulated breakages repeti-
tions in steady conditions.
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THE EXPERIMENTAL IDENTIFICATION OF TORSIONAL ANGLEON A
LOAD-CARRYING TRUCK FRAME DURING STATIC AND DYNAMICTESTS

IDENTYFIKACJA EKSPERYMENTALNA KATA SKRECENIA USTROJU NOSNEGO

POJAZDU PODCZAS TESTU STATYCZNEGO | DYNAMICZNEGO*

The underframe of a truck is one of the most loaded parts of a vehicle. It is a spatial unit and it must be strong enough to withstand
random loading within many years of maintenance. The most severe form of deformation is in torsion. So, frame side members are
often made from elements with channel sections, rigid for bending and flexible for torsion. Authors have conducted the research
of 6x6 high mobility wheeled vehicle assigned to 20-feet container. Their load-carrying structure is made from two separate un-
derframes: longitudinal and auxiliary connected with bolted joints. The goal of the research was to check if the torsional angle of
deformation of the underframe during static and dynamic tests is within an acceptable range. The static test was carried out for the
main underframe first to assess the characteristic of torsional stiffness without the auxiliary frame. After connecting both frames
together the measure was conducted again. In the experiment the diagonal wheels were lifted up and the resulting displacement of
the ends of the frame side members was recorded. Simultaneously the strain at chosen points of the underframe was measured with
a system of turned half bridge strain gauges. After calibrating the measuring system a second part of experiment was conducted
within proving ground tests when the vehicle was fully loaded. The collected strain data at chosen points allowed for calculating
the resultant displacement of the ends of the frame side members in function of sort of road and to indicate the influence of auxil-
iary frame on increasing the torsional stiffness of the underframe.

Keywords: underframe of vehicle, experimental measurements, numerical modeling, vehicle testing.

Ustroj nosny pojazdu jest jednym z jego najbardziej obcigzonych zespotow konstrukcyjnych. Jest to zespol o ztozonej budowie
przestrzennej, ktory musi by¢ wystarczajqco wytrzymaty by wytrzymac zmienne obcigzenia przez wiele lat eksploatacji pojazdu.
Najbardziej obcigzajgce sq te obcigzenia ktore wywolujq skrecanie ustroju nosnego. Stqd ustroj nosny sklada si¢ najczesciej z
podtuznic polgczonych poprzeczami co w efekcie zapewnia duzq sztywnos¢ na zginanie i podatnos¢ na skrecanie. W artykule
przedstawiono badania podwozia pojazdu kolowego wysokiej mobilnosci 6x6 przeznaczonego do polgczenia z kontenerem 20-
stopowym. Ustrdj nosny pojazdu sklada sie z ramy glownej polgczonej za pomocg polgczen podatnych z ramq posredniq. Celem
badan bylo sprawdzenie czy kqt skrecenia ustroju nosnego pojazdu w badaniach statycznych i dynamicznych nie wywoluje na-
prezen wykraczajqcych poza zakres dopuszczalny. Test statyczny zostal przeprowadzony najpierw tylko do ramy glownej w celu
wyznaczenia jej sztywnosci skretnej. Nastgpnie ramy zostaly polgczone i wyznaczenie sztywnosci zostalo powtorzone. W ramach
testu kola znajdujgce sie¢ w pojezdzie po przekgtnej zostaly podniesione az do utraty kontaktu z podlozem. Rownoczesnie reje-
strowano przemieszczenie koncow podtuznic ramy i odksztatcenia w wybranych punktach, w ktorych naklejono tensometry. Po
skalibrowaniu uktadu pomiarowego przeprowadzono szereg testow przebiegowych z pojazdem catkowicie obcigzonym tadunkiem.
Zarejestrowane wartosci odksztalcen wykorzystano do wyznaczenia odksztalcenia wypadkowego korncow podtuznic ramy w funk-
¢ji rodzaju drogi oraz wplywu zamocowania kontenera na wypadkowq sztywnosc¢ skretng ustroju pojazdu.

Stowa kluczowe: ustroj nosny pojazdu, badania eksperymentalne, modelowanie numeryczne, testy pojazdu.

1. Introduction

A loads that have an influence on a lorry during its ride are various
in general and depends on a road condition [6,8,12]. The designer has
been use the proper factor of safety that allows the structure of a vehi-
cle to tolerate random loads if the level of loads are known in advance
[7, 14]. So the sort of road for planned rides has to be established at
the beginning of the design process. The factor of safety should be
limited to avoid oversizing the structure. In this case the permissible
sorts of road have to be limited as well. From this perspective the
quality assessment of design the underframe of high mobility lorry
was conducted [11]. The vehicle’s chassis taken into investigation was
6x6 and was designed to carry the 20-feet container (Fig. 1). The rigid
container was design to be connected with the chassis in four points

with use an quick disconnect coupling. Because of that the suscepti-
bility of underframe to torsion was significantly limited.

The lorry was built by JELCZ-KOMPONENTY Ltd. on high-
mobility, heavy-weights, all-wheel-drive, 3-axle chassis version. The
vehicle is adjusted to drive on and off roads and carry a 20-feet con-
tainer. The wheel base is 4400 + 1400 [mm]. The approach and depar-
ture angles are as follow: 36 and 29 [°]. The main frame of the chas-
sis is made from two longitudinal members of a frame with channel
sections with additional pads attached to the longitudinal and seven
crossbars with open and close sections. The torsional section modulus
is I, = 363 [cm?®]. The container is a rigid spatial object, so only in
the middle part of a frame the torsional deformation in elastic range
should be accessible. To make this real the tubular crossbeams were
used (Fig. 2).

(*) Tekst artykutu w polskiej wersji jezykowej dostepny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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Fig. 1. The general view of investigated vehicle

Fig. 2. Main chassis frame of the vehicle

Fig. 3. The auxiliary frame

Fig. 7. Strain gauge in measure point T7

Fig. 8. A view of vehicle during a measurement
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To make the part of a main frame rigid enough to join it Table 1. The value of torsional angle of main underframe of vehicle (a - angle of twist
with the container the auxiliary frame was created which the the front bumper of a vehicle, 3 - angle of twist the rear bumper of a vehicle, FL
longitudinal members were with channel section (Fig. 3). Ends - a front left wheel lifted 600 [mm], FR — a front right wheel lifted 600 [mm])
of longitudinal members of auxiliary frame are jointed to each
other with bolts. The close-section beams have been specially Nr of measure aldeg] Bldeg] a+Bldeg] Notice
designed to achieve a nonlinear section modulus of bending.

This auxiliary frame increases the torsion section modulus by )
J, = 149 [em®]. Those frames have been connected to each other ! -1599 0 1599 only FL lifted
with use the flexible joints in the front and rigid in the rear part 2 1.34 18.33 16,99 only FR lifted
of the auxiliary frame. ]
3 8.31 12.1 20,41 lifted LF and RR
2. Selection of measurement points

Firstly, in order to determine the measurement points of de- = 7
formation of jointed frames the analysis of technical documen- = 1
tation was conducted. Any points were torsion or bending ap- '
pears were selected. Then a shell FEM model [10, 15] of frames 1 (—/‘
with a 256000 nodes of freedom was created and analysed. As |
a result of the analysis, the zones of uniform main stresses were P_/—j
found [5]. An examples of stress value within a main and an |
auxiliary frame were presented in figure 4 and 5 accordingly. [

Finally, the measurements of deformation were conducted /f
at the seven points presented in figure 6. The three of them (T1, . . | i I . I |

T2, T7) were placed on the main frame and the others (T3, T4,
T5, T6) on the auxiliary frame [1, 3, 4] (Fig. 6).

3. Measurement’s arrangement

To measure the deformation of frames the electric resis-
tance wire strain gauges TFpxy-5/350 and TFx-6/350 were used
[2] (Fig. 7). The resistance of them was R = 350,5 [Q] + 0,25
[%], with a constant ky,=2,15+0,5 [%]. As a consequence of the
use of inverted half bridge strain gauges is a decrease of their
sensitivity wey caused by a resistance of wires. This quantity
was taken into account and a range of stress 4o; was calculated
as follow:

Ac;=Ag;-E (1)

4.AU;

Ag; =——"—
Uzm “Wer - ksg

i

@

where: Ag; — range of recorded strain, £ — Young’s module (E =
210 [GPa]), AU, - range of voltage [V], U.,, - power supply volt-
age [V], k,,— constant of gauge, wey— sensitivity of gauge.

4. Experimental results

The experimental measures of torsion on the underframe of
the analyzed vehicle were investigated in three steps [9, 13, 16]:

Static measures:

— the main frame only — step 1,

— the joined frames — step 2,

— Dynamic measure:

— the joined frames during a ride with a container — step 3.

As an external force in static measures a column hydraulic
elevators were used that lifted a wheel or wheels until the unlifted
wheels had a contact with a ground. During an experiment the front
part of an underframe was loaded by a cabin and a rear part was load-
ed by a mass of a lifted axles, suspension and wheels (Fig. 8).

4.1. Static measurements of main underframe

Within a static measures of stress caused by a torsional deflection
of underframe wheels of front and rear wheels were lifted up to a
height of 600 [mm]. The algorithm of measure was as follows:

= 3

Time [s]

Figure 9. The range of shear stress in point T1

T 140 210 280 350 420 400 80 630 700
Time [s]

Figure 10. The range of shear stress in point T2

o 0 140 0 80 80 420 400 560 &30 700
Time [s]

Figure 11. The range of torsional stress in point T7

— front left wheel was lifting up to a 600 [mm],

— the middle right wheel was lifting up to 600 [mm] when a front
left wheel was lifted,

— rear right wheel was lifting up to 600 [mm] when a front and a
middle wheel were lifted,

— finally all wheels were lowered to the start position.

Then the measure started from lifting a front rear wheel according
to the algorithm described above. The main goal of experiment was to
determine the maximum angle of torsion of the main underframe with-
out an auxiliary frame. Results of the tests are presented in table 1.
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Table 2. The list of maximum sheer stress in chosen points of twisted jointed

-1

frames g
2 =4 \
. £
Nr of measure PointT1 Point T2 Point T7 \\
T[MPa] 1[MPa] 1[MPa] w“
! 38 =22 -85 20
2 43 -39 ~111 . I
3 53 42 118
The range of a shear stress recorded in point T1, T2 and torsional Fig. 13.The changes of shear stress in point T1 when frames were maximally
stress in point T7 (measure nr 3) is presented in Fig. 9-11. twisted
Maximum value of twist angle of main underframe was 20,4
[deg], and a maximum sheer stress in points T1, T2 and T7 was as
e _

follow: 83, —42 and 118 [MPa]. The list of recorded values of stress
was presented in table 2.

The calculated twist susceptibility of a jointed frames between
front bumper and the last rear crossbar was 2,1 [deg/m].

4.2. Static measurements of jointed main and auxiliary
frames

The next part of experiment was to measure the stress caused by
a torsional deflection of the jointed main and auxiliary frame in eight
points placed in the front, middle and rear part of jointed frames. The
positions of gauges are presented in figure 12. Points A and B were
placed on the front metal bumper, C, D, G and H were placed on the
rear container beam and E and F were placed on the front container
beam. The algorithm of measure was described in paragraph 4.1. The
vehicle was unloaded. Results of tests are presented in table 3.

The total maximum twist angle was decreased by 37% in compari-
son to the case described in point 4.1 because of the auxiliary frame that
was twisted of max. 6,8 [deg]. The twist angle between front bumper
and front container beam was max. 5,4 [deg]. The main frame was
twisted in maximum range near the front container beam. That was
caused because the engine rigid for twisting is jointed to the frame in

Table 3. The value of torsional angle of jointed main and auxiliary underframe of vehicle (a — angle
of twist the front bumper of a vehicle, 3 — angle of twist the rear bumper of a vehicle, y —
angle of twist the front container beam, & — angle of twist the rear container beam, FL —a

front left wheel lifted 600 [mm], FR - a front right wheel lifted 600 [mm])

Time [5]

Fig. 14.The changes of shear stress in point T2 when frames were maximally
twisted

Point T4 {MPa]

- 160 180 200 250 30 3% ) ) 500 550 0
Time [5]

Fig. 15.The changes of shear stress in point T4 when frames were maximally
twisted

the front part of it. The maximum twist angle of aux-

iliary frame was 9,4 [deg] when only one front wheel

is lifted. The front container beam was loaded not only

by bending, but also by torsion. So, the joint of frames

should be rigid at the end of frames and susceptible in

Nr a B A4 5 a-p V-8 the middle zone (connection between front container
[deg] [deg] [deg] [deg] [deg] [deg] beam and main frame).
1 —13.2 -0.9 -8 1.4 —-123 —94 LFT The stress changes caused by twisting crossbar
2 47 15 -8.8 145 -103 57 RRT are presented in figures 13+16.
LF1 The maximum values of stress in chosen points
3 3.6 9.3 1.8 8.6 -129 -6.8 _RRT are presented in table 4.

Fig. 12. Points of measurement the twist angle

Recorded value of stress at points T1 and T2 was
higher by about 50 [%] then when only the main frame
was twisted. In point T7 the value of stress was smaller by about 35
[%]. This is the reinforcement effect of auxiliary frame. The twist
susceptibility of jointed frames between the front and rear container

Port T7 ss{MPa]

0 ' )

20

%

F

W

45

50

Time [5]

Fig. 16.The changes of torsional stress in point T7 when frames were maxi-

mally twisted
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Table 4. Examples of stress value in chosen points when frames were maxi- ¥
mally twisted =
Nr of mea- Point T1 Point T2 Point T4 Point T7 i
surement T[MPa] T[MPa T[MPa T[MPa
1 59 -56 5 —81
2 59 —61 4 —65 "
3 67 —69 6 —86
“ ] 1% 40 0
Tirne [s]
Ean Fig. 21. Value of t in point T3
> M
24 I" J

—=
P
—
==
{
T4 MPa]
1)

18

M““ ' N AW ._
‘ N'NM ﬁﬁi“'ﬁﬁlﬂ\ L\H {l,;.n-'i Vo .
m LS |

| L .

o 60 120 180 240 o . . = =
Czas [s] L 140 ] Er

Tirne [5]

Fig. 17. An example of speed variability in off-road test Fig. 22. Value of © in point T4

salms’)
TS e[MPa)

% 0 0 £
Tirne [5]

‘ |
1 l 'J KR | ‘ |
| i ﬂ 0? M‘”ﬁ M&l\ W hﬂwu”l%‘ | |

Tirne [5]

Fig. 23. Value of t in point TS

Fig. 18. The outcome value of vertical acceleration of container

t"‘*"l’\”ﬁq‘fﬁ&}ﬁ ‘. WM%WWMW .n

5
h az : - - - i
) [ %0 2

Fig. 24. Value of T in point T6

TE e[MPa|

Tirne (5]

) 0 0 )
Tirme [s]

Fig. 19. Value of T in point T1

W bl

bl | Tire [¢]

Fig. 25. Value of T in point T7

T7 w5 |MPa]

: - o -
Tirne (5]
Fig. 20. Value of t in point T2 4.3. Dynamic measurements of jointed main and auxiliary
frames
beam was 1,3 [deg/m]. The total twist susceptibility of the jointed Measurements of acceleration during the off-road ride with the
frames between front and rear bumper was 3,8 [deg/m]. vehicle at eleven points were conducted. The vehicle in the first part

of dynamic test was without container and in the second part was
with 20-feet container fully loaded. The total mass of container was
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Table 5. En example of maximum, minimum and the range of sheer stress
value during off-road ride

Measurement point [;n"",ig] [II\-/'InF?;] [MA;a]
T1 47 53 100
2 35 58 93
T3 -29 37 66
T4 -43 27 70
T5 -10 13 23
T6 -12 16 28
T7 -18 24 42

8.72Mg. The rigid container was connected to the chassis at four
points by quick disconnect couplings. The stresses at chosen points of
frames pointed in paragraph 3 were conducted as well as acceleration
in eleven points of the vehicle in three dimensions.

In off-road condition the accelerations were measured when the
vehicle was moving at an average speed of 16 [km/h]. An example of
speed variability was presented in figure 17.

up to 4,8 [m/s?]. An example of vertical accelerations was presented
in figure 18.

An examples of stress value in chosen points of jointed frames
were presented in figures 19 + 25. The list of recorded sheer stress
value for off-road ride is presented in table 5.

The range of twist angle of the auxiliary frame was very small
because the container helps make the frame rigid. So, the connections
between the main and auxiliary frame are prone to lengthening in the
elastic range of deformation and this must be taken into account.

5. Conclusions

As pointed out above the range of twist angle of jointed frames
depends on the stiffness of a body. The total twist angle of the main
frame was 20,4 [deg] and was twice larger than the twist angle of
jointed frames. This information is crucial because the vehicle is a
high mobility class and in this case the jointed frames should be rather
flexible than rigid [6,8]. So, if the twist stiffness of jointed frames
between the front and rear container beam is quite high, the value of
sheer stress in the front part of jointed frames is getting higher. That
was confirmed in the tests and a necessary change of joining the two

The outcome value of vertical acceleration recorded in four upper frames had to be done.

corner of container was up to 11,3 [m/s’] and side acceleration was

References

1.

Bocian M., Jamroziak K., Kulisiewicz M., The identification of nonlinear damping of the selected components of MDOF complex vibratory
systems, Proceedings of the 9th International Conference on Structural Dynamics, EURODYN 2014 Porto, Portugal, 30 June - 2 July 2014, A.
Cunha, E. Caetano, P. Ribeiro, G. Miiller (eds.) Book Series: EURODY N-International Conference on Structural Dynamics 2014: 3365- 3372.

2. Buchacz A., Placzek M., Damping of mechanical vibrations using piezoelements, including influence of connection layer's properties on the
dynamic characteristic. Solid State Phenomena 2009: 147-149: 869-875, http://dx.doi.org/10.4028/www.scientific.net/SSP.147-149.869.

3. Buchacz A., Placzek M., The analysis of a composite beam with piezoelectric actuator based on the approximate method. Journal of
Vibroengineering 2012: 14; 111-116.

4.  Buchacz A., Placzek M., The approximate Galerkin's method in the vibrating mechatronic system's investigation, New face of TMCR
proceedings Book series. Proceedings of the International Conference ModTech 2010: 147-150.

5. GlowaczA., Glowacz A., Korohoda P., Recognition of monochrome thermal images of synchronous motor with the application of binarization
and nearest mean classifier. Archives of Metallurgy and Materials 2014: 59(1); 31-34, http://dx.doi.org/10.2478/amm-2014-0005.

6.  Jamroziak K., Kosobudzki M., Determining the torsional natural frequency of underframe of off-road vehicle with use of the procedure of
operational modal analysis. Journal of Vibroengineering 2012: 14(2): 472-475.

7.  LeeY. L. PanJ., Hathaway R., Barklay M., Fatig testing and analysis. Theory and practice. Burlington: Elsevier-Heinemann, 2005.

8. Reimpell J., Betzler J., Podwozia samochoddw. Podstawy konstrukcji. Warszawa: WKL, 2008.

9. Rusinski E., Czmochowski J., Kowalczyk M., Pietrusiak D., Numerical and experimental modal modes identification methods of steel
construction. Journal of Science of the Gen. Tadeusz Kosciuszko Military Academy of Land Forces 2010: 4; 208-218.

10. Rusinski E., Czmochowski J., Smolnicki T. Advanced Finite Element Method, Wroclaw: Wroclaw University of Technology, 2000.

11. Rusinski E., Koziotek S., Jamroziak K., Quality assurance method for the design and manufacturing process of armoured vehicles.
Eksploatacja i Niezawodnosc - Maintenance and Reliability 2009: 3; 70-77.

12. Rybak P., Operating loads of impulse nature acting on the special equipment of the combat vehicles. Eksploatacja i Niezawodnosc -
Maintenance and Reliability 2014; 16(3): 347-353.

13.  Smolnicki T., Karlinski J., Derlukiewicz D., Identyfication of internal stress in bolted flanged joints. Solid State Phenomena 2010: 165: 352-
358, http://dx.doi.org/10.4028/www.scientific.net/SSP.165.353.

14. Wong J. Y., Terramechanics and off-road vehicle engineering. Terrain behaviour, off-road vehicle performance and design. Butterworth-
Heinemann: Elsevier, 2010.

15. Zienkiewicz O.C., Taylor R.L. The Finite Element Method, London: McGraw Hill Book Company, 1991.

16.

Zotkiewski S., Numerical application for dynamical analysis of rod and beam systems in transportation. Solid State Phenomena 2010: 164:
343-348, http://dx.doi.org/10.4028/www.scientific.net/SSP.164.343.

Mariusz KOSOBUDZKI
Logistics Departament

Mariusz STANCO
Department of Machine Design and Research

Gen. Tadeusz Kosciuszko Military Academy of Land Forces
ul. Czajkowskiego 109, 51-150 Wroctaw, Poland
E-mail: m.kosobudzki@wso.wroc.pl

Wroclaw University of Technlogy
ul. Lukasiewicza 5 B-5, 50-370 Wroctaw, Poland
E-mail: mariusz.stanco@pwr.edu.pl

290

ExspLOATACIA I NIEZAWODNOSC — MAINTENANCE AND REeLIABILITY VOL.18, No. 2, 2016




Article citation info:

WANG H, DENG G, LI Q, KANG Q. Research on bispectrum analysis of secondary feature for vehicle exterior noise based on nonnegative
tucker3 decomposition. Eksploatacja i Niezawodnosc — Maintenance and Reliability 2016; 18 (2): 291-298, http://dx.doi.org/10.17531/

€in.2016.2.18.

Haijun WANG
Guoyong DENG
Qinglin LI
Qiang KANG

RESEARCH ON BISPECTRUM ANALYSIS OF SECONDARY FEATURE FOR VEHICLE

EXTERIOR NOISE BASED ON NONNEGATIVE TUCKER3 DECOMPOSITION

BADANIA NAD ANALIZA BISPEKTRUM CECH DRUGORZEDNYCH
HALASU ZEWNETRZNEGO POJAZDOW
W OPARCIU O NIEUJEMNA DEKOMPOZYCJE TUCKERA3

Nowadays, analysis of external vehicle noise has become more and more difficult for NVH (noise vibration and harshness) engi-
neer to find out the fault among the exhaust system when some significant features are masked by the jamming signals, especially
in the case of the vibration noise associating to the bodywork. New method is necessary to be explored and applied to decompose a
high-order tensor and extract the useful features (also known as secondary features in this paper). Nonnegative Tucker3 decompo-
sition (NTD) is proposed and applied into secondary feature extraction for its high efficiency of decomposition and well property
of physical architecture, which serves as fault diagnosis of exhaust system for an automobile car. Furthermore, updating algorithm
conjugating with Newton-Gaussian gradient decent is utilized to solve the problem of overfitting, which occurs abnormally on
traditional iterative method of NTD. Extensive experimen results show the bispectrum of secondary features can not only exceed-
ingly interpret the state of vehicle exterior noise, but also be benefit to observe the abnormal frequency of some important features
masked before. Meanwhile, the overwhelming performance of NTD algorithm is verified more effective under the same condition,
comparing with other traditional methods both at the deviation of successive relative error and the computation time.

Keywords: feature extraction, vehicle exterior noise, NTD, updating algorithm.

Obecnie inzynierowie NVH (zajmujgcy si¢ problematykq halasu, drgan i ucigzliwosci akustycznych) napotykajg na coraz wigksze
trudnosci przy analizie halasu zewnetrznego pojazdow wynikajqce z faktu, zZe istotne cechy zwigzane z nieprawidlowosciami
ukladu wydechowego sq maskowane przez sygnaly zaklocajqce, szczegolnie hatas wibracyjny zwiqzany z pracg nadwozia. Nie-
zbedna jest zatem nowa metoda, ktora pozwoli rozktadac tensory wysokiego rzedu i wyodrebnia¢ przydatne cechy (zwane w tym
artykule takze cechami drugorzednymi). Do ekstrakcji cech drugorzednych wykorzystano w prezentowanej pracy metodeg nieujem-
nej faktoryzacji tensorow znang takze jako nieujemna dekompozycja Tuckera 3 (NTD) , ktora cechuje si¢ wysokq efektywnosciq
dekompozycji i moze by¢ wykorzystywana w diagnostyce uszkodzen uktadu wydechowego samochodow. Problem nadmierne-
go dopasowania, ktory wystepuje w tradycyjnej metodzie iteracyjnej NTD rozwigzano przy pomocy algorytmu aktualizacyjnego
sprzezonego z gradientem prostym Newtona-Gaussa. Wyniki doswiadczen pokazujg, ze bispektrum cech drugorzednych nie tylko
pozwala doskonale interpretowac stan hatasu zewnetrznego pojazdu, ale rowniez umozliwia wykrywanie wczesniej maskowanych
nieprawidlowych czestotliwosci odpowiadajgcych niektorym waznym cechom. Badania potwierdzajq, ze algorytmu NTD jest bar-
dziej efektywny, w tych samych warunkach, w poréwnaniu z innymi tradycyjnymi metodami zaréowno w zakresie odchylen bledu
wzglednego jak i czasu obliczen.

Stowa kluczowe: ekstrakcja cech, hatas zewnetrzny pojazdu, NTD, algorytm aktualizacyjny.

1. Introduction

Recently, nonnegative Tucker3 decomposition (NTD), also
known as a generalized form of nonnegative tensor factorization
(NTF) model, has received hot attention by a considerable amount of
people for its overwhelming performance of decomposition efficiency
on multi-way dataset decomposition [1]. Both NTD and NTF here can
be viewed as high-order extensions of non-negative matrix factoriza-
tion (NMF) method as referred in some literatures about relationship
between NTF/NTD and NMF, all of whose factors are based on an
alternating minimization of cost functions incorporating distances or
divergences measures with its application in environmental data ana-
lysis and can be found in reference therein [2]. NTF with its form of
hierarchical alternative least square (ALS) is applied into blind signal
separation, of whose alpha and beta divergences methods both are

involved in as well [3]. Then much more reseach has been done with
NTF itself and gradually evolved to be NTD model.

Mostly, NTD is explored and applied to decompose larger-scale
tensors in data analysis. Just one of crucial usages of NTD is of featu-
re extraction from high-order datasets ranging from signals, images,
speech, neuroscience, systems biology, chemometrics, or texts [4-10],
and also used for designing complex systems as it is the case of wire-
less communication systems as the publication of the novel paper [11].
However, some useful features usually masked by jamming signals
are still a serious problem to judge one state. For example, overfitting
appearing in the iterative procedure would generate a large number of
harmonic waves as interrupting signal before feature extraction [12],
which brings in hard difficulty in detecting the useful features for fault
diagnosis and usually occurs in the frequency analysis of vehicle exte-
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rior noise. Thus, how to avoid overfitting and extract the secondary
features to interpret the special state in physical property has become
an extremely urgent scheduler for NTD [13].

Physical singal existing in the real-world data is non-negative.
Incorporating constraints such as sparseness, smoothness or orthogo-
nality on NTD have been the object of significant works for feature
extraction during the last years [14, 15]. Actually, NTD for multi-way
data analysis results from the large volume of current data to be ana-
lyzed under non-negative constraint on the factors of Tucker3 model
for the secondary features to be estimated as well, when only non-
negative parameters are physically interpretable [16]. The bispectrum
feature of vehicle exterior noise is similar to be non-negative in itself.
The hybrid noise by exhaust system is not easy to be certained only
depending on the frequency existing on the exhaust pipe, since some
coupled noise such as conjugating engine noise with resonant noise
of transmission shaft always arises in the process of transferring. So
using NTD methodology to extract the secondary features is necessa-
ry and practicable in fault diagnosis of exhaust system, whose bispec-
trum directly extracted from the original noise without interference
will be a vital way for NVH engineer. Secondary features extracted
by NTD are of physical sparseness in data analysis of vehicle exterior
noise and to be shown in the later experiments.

Besides, non-negative constraint forced on all the factors of Tuck-
er3 decompositon is able to radically solve the problem of iteration
converge in the calculation procedure, or overcome the overfitting in
the case of a large-scale tensor decomposition. Meanwhile, NTD may
allow to relax the traditional updating form, and to develop a special-
ized updating algorithm that improves the performance both in terms
of accuracy and computational cost, since it just lends itself to the it-
eration in the form of Newton-Gaussian gradient descent (NGGD). In
fact, NGGD can be developed as a way of updating the factors all-at-
once as well. This way will be not only used to reduce the complexity
of iterative calculation, but be also an available solution to the robust-
ness of NTD and more significant to the matrices and core tensors,
which are crucial to the basis images for reconstructing the secondary
feature to analyze the vehicle exterior noise of an automobile car.

2. NTD algorithm

2.1. Definition and notation

Several expressions are necessary to Tucker3 algorithm dealing
with real dataset referred to throughout the paper. Meanwhile, some
reviews are made for the notation and definitions that will be used as
well. To facilitate the distinction between scalars, vectors, matrices,
and higher order tensors, the type of a given quantity will be reflected
by its representation: scalars are denoted by italic scripts, e.g., o, i;
vectors are written as bold italic latin lower-case letters, e.g., a, b;
matrices correspond to bold italic latin capital letters, e.g., 4, B; and
tensors are written as bold italic euclid letters, e.g., x, . The Frobe-

nius norm of a tensor  is denoted by:

[Y] =y(¥. ). )
where [o]; denotes frobenius norm, which can be find in [17].

Definition (Matricization) Matricization, also known as unfold-
ing, is the process of rearranging an N-way dataset as a set of matrices

over product. For example, a tensor I e R/2"*IN _of the parti-

tioning of the set {/,,n:€1,2,---,N}, is matricized into two ordered

subsets R and R, there exists a subset {/,, n:€1,2,---,N} of dimen-

sion indices with the length p and N-p, respectively, the matricization
of N™-order tensor can be described as:

T
Lo Iy
Ry xR
Yeor, = 20 2 Fi iy | @€ || @€ | eRTE ()
p=1 iy=l neRy neR,
p N
S.t. RIZHIH’R2: H In.
n=1 n=N-p

Where symbol ® denotes kronecker product; e is a unit vector;

round bracket ( )T denotes that it returns a permutation vector or
matrix.

As the multi-way dataset concered in practical application, it must
be transited into a tensor. So the third-order tensor is considered here-
in and involved in the behind. For instance, matricizing a third- order

tensor Y e ri2xh3 along each mode, three matrices can be ob-

tained and expressed as following, respectively called horizontal, lat-
eral, and frontal matrix slices (see reference [18]):

Loxl,

1 Yo,
Lol
I %I,

Fig. 1. Model of tensor matricization

1, xI
Y(n)ERn ; ,In;:{[1,12,13}, Is:=H1s’n:{1’2’3}' (3)

S#n
Furthermore, the three diffirent matrix slices of Eq.(3) can be il-
lustrated as Fig. 1.

2.2. Tucker model

Iy xIyx---xIy

Considering an N-way tensor ) € R , the generalized

approximant of the Tucker model is presented as follows:

Y =Y+ExG x AV x4 x AN or Y, = 476, (4% (4)

st A% =AM @.. AV @ 4"V ©...@ AD; (4} = (4D,..., AN},
n<N,;

Where y is an approximation of the real-valued ) , symbol %, de-

notesthe productbetween mode-nmatrixandtensor; G € R//2 >/

is a core tensor in the Tucker3 model, and the parameters meet
S\ <14, Jy <1y, J, <1,,r <n< N . The Tucker model of Eq. (4)

can be rewritten in an element-wise form as:
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L& Moo
Yij ooy = IRDY gjl"'frl_[lain:jr
ne

A=l =l (5)
(n) (m) 4
s.t. a . € AV i, <1,
Where g;...; and y; .. ;.  aretwo different elements of the tensors

G and y , respectively. Physical model of feature extraction consist-

ing of several sub-tenors by NTD method can be represented as
Fig. 2.

Coordinate index of sub-tensor: k = (i 1,.i,)

' 4 |
i "'--ﬂ"

5l F
g ) Bge=gl.
5 @ :

= A
s Sy a

Fig. 2. Feature extraction by Tucker3 model for sub-tensors

Choosing N h <3 as the order of Eq. (4) and Eq.(5) in the real
applications. Therefore, the secondary sub-features extracted by
Tucker3 algorithm to a third-order dataset are expressed as:

S S S 3 )
— n
Yipiyiz = z z z 812z Hain,jr’ (©)
N=ljz=1/3=1 n=l

St Jo =i dods < minfl,}, i <T,n <N

Some updating algorithms of Tucker3 decomposition for itera-
tive calculation can be found in [19]. However, traditional updating
algorithm usually takes much more computer cost when updating all
the factors of NTD algrorithm, especially used to a large-scale tensor.
Thus, a novel updating form will be explored for resolving this prob-
lem in the following section.

3. Updating algorithm of iterative calculation

The method of iteration algorithm via ALS with the way of calcu-
lation one-by-one has the advantages of simple mathematical model
and lower computer storage requirement, but it has to solve the prob-
lems of slow convergence and overfitting in the computation proce-
dure [20]. Herein, the solution of computing the factors all-at-once is
applied to overcome these problems.

3.1. Updating algorithm based on NGGD

Areal-value tensor Y € R¥ is decomposed into N mode matri-

ces A e R™n and a core tensor G € R7PY2 N Then all the

factors are integrated into a global matrix

M = (A(])T,-~~,A(N)T,vec(g )) . Operator vec(-) means a tensor Y

stacks its column into a matrix M , which is also known as matriciza-
tion mentioned above. Besides, the Hessian matrix is often utilized to
remedy data overfitting in the calculation procedures.

Therefore, the simultaneously updating algorithm based on the
Gauss-Newton gradient descent is expressed in a common formula
as:

M, =(M-H'G),, @)

Where subscript + means adding nonnegative constraint on M . The
gradient G and the approximation Hessian matrix H are respecti-
vely computed by:

G=K"(Y-Y), H=K"K, ®)
N
st K=[K.Ky. Kyl Ke RITZ i Rl i

K = Pr—lr({A}_nG(n)T(@Iln), n=12,---, N,
’ A}, n=N+1.

Where ¥ =vec(y)), Y eR®; P isapermutation matrix and
K is a Jacobian matrix which can be directly utilized in the iteration
Eq. (7); {A}_, denotes the Kronecker products of all mode matrices

except A™ . However, in the iteration procedure the Hessian matrix
H is possible to achieve null point, which can easily cause overfit-
ting and spontaneously enlarge the mean square error [17]. In the se-
quence, a solution for the iteration Eq. (8) will be presented.

For an Hessian matrix H closing to null point, take an approxi-
mate Hessian il instead of H , that is, IA{ = H +ul , where
0<u < 1.Assuming f(-) is a quadratic function to the real num-

bers with Hessian of the new form H-= AT where A >0 . Givena
point M =M —n(v f(M")), and a decent step 0<n <1/ A then
f(M”l) < f(M"). The process of mathematical proof can also be
seen in [19].

The Hessian matrix can alleviate the overfitting happening in the
process of the factors calculation. However, the large-scale Hessian
matrix demands higher computer cost but lower accuracy [21]. Thus,
a more efficient way of computation is required to improve the itera-
tive performance for NTD in the next following.

3.2. Operator optimization

From Eq.(8), the simpled function can be deduced as:

G=K"(Y -¥)= (G, _, {4 )R (¥ - V)
=¥ -¥)(_, {4} G,
. )
= (vec(G ) {AT A} —vec(¥ ) (A5 .G,))

=vec(K G x_, {AT A} =Y x_ {47, G >_,)

Where <.>_, denotes inner product between two tensors along all the
matrices except mode-n. the product between core tensor and mode
matrices should be demonstrated:

G x (AT =G xg AVTAD oo ATDT gD DT gD gONT )
Y s 1) =9 AT s AT AT ey 4N (10)

st AW R G eRIUn g < I n<N.
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The Eq.(10) only needs the length of computation space

\ ; | ‘
I, x H Jk rather than H Ik in Eq.(9), which consumes much more -

k#n k#n |m1crap one E“
computer storage when 7, > J, . Meanwhile, the Eq.(10) is not nec- T — :3"
essary to reconstruct an approximate tensor 52\ any more. r% —_—— = = — | “ 5

£
3.3. Methodology implement | 2
microphone “
Conjugating the traditional NTD and the new updating algorithm, - '
the methodology of the NTD algorithm is carried out as following: :
|
Input: Y e R25 core tensor G e R1PV23 | matrices AV e RN, e I — L R R
Line A-A ' Line B-B

A ¢rl2*2 ,A(3) erB¥ O<a<l;

Output: AD g 4D cplr 4B cgB3gnd g er )y Fig. 3. Layout of the testing ground

1 Begin
2 Initializing 4 and G
3 for n=1:N

4 A :Y(n)(vec(ltm(g ®A;n))) /* Add nonnegative constraint on A

R
5 G=umy,A);
/* A is Moore — Penrose of A
6 if(update>0)  Update; end
7 end
~ -2
o3[
F
9 Update
10 for n=1:N+1
1 H=(4y,8,) ®15) (4,6, ®I,);
120 My =40 AV e G):

13 an{A}—ng(n)T ®I[n;

Fig. 4. Test ground with LMS test.lab

14 end 4. Bispectrum analysis of automobile vehicle exterior
15 K=[K.Ky - Kyl noise

T5_ vy . .
16 G=K (Y-Y) The layout of the testing ground can be simply sketched shown as
17 My, =(M-H"'G),; /* Add nonnegative constrainton M in Fig. 3. Line A-A and Line B-B are the two starting points of accelera-

tion in the case of wide open throttle (WOT) via opposite directions,
respectively. The data acquisition equipment of LMS test.lab must be
fixed both on the points of the two microphones. Set the sample fre-
quency as 10240 Hz and the sample time as 10 seconds. The real test
ground and the system of LMS test.lab are shown as in Fig.4.

18  if(error< 103 0r delta = 0 or iteration > 3000) stop; end

x10 : : x10

¥ 40

hod
@

¥: 40
I 3747006

o
o

Amplitude s
o
-y

4000 ‘5000

3000 4000
3000
F’%;;e,,,cy 2000 -
57k [ ] o aonen® 1
2/ Hs greaue” )
(b) Add new sound package and get rid of thermal shield with damping disk
(a) Get rid of thermal shield with damping disk on exhaust pipe on exhaust pipe

Fig. 5. Bispectrum expression of external vehicle noise
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Fig. 5. Bispectrum expression of vehicle exterior noise

Taking the computation time into account, the length of each test
array data is chosen as 65536 or 6.4s sample time. Thus the bispecture
is consist of the matrix with the size 256x256. Herein, we choose
three different states of vehicle exterior noise as analytical object: (a)
get rid of thermal shield with damping disk on exhaust pipe; (b) add
new sound package and get rid of thermal shield with damping disk
on exhaust pipe; (c) original state with no thermal shield, respectively.
The bispectrums of three states are illustrated as Fig. 5, where the fig-
ures are plotted with the frequency f; on x-axis, the frequency /2 on

y-axis and the vibration displacement S on z-axis(the same below).

035~

Amplitude s

5000

o0y 100
Mhad

¥ ‘equoncs' *

" 1000

The different bispectrums of the vehicle exterior noise are shown
as in Fig. 5. It is easy to find that the bispectrums may be confused
from the peak values due to interference signals, or some useful signals
are masked by other noise, which leads to seriously difficult to judge
the state types of the vehicle exterior noise. Fine out the frequency of
the noise property belonging to a harmonic pipe is the primary way
to NVH engineer. Thus, the methodology of secondary feature extrac-
tion is necessary to develop for state recognition once more.

4.1. Secondary feature extraction

The experiments are implemented on MATLAB R2012b and part-
ly use the tensor toolbox [22]. White Gaussian noise with the level
0:0.1:6.4 is added on the dataset to reconstruct a new tensor with the
size 256x256x64. Thus, for a third order real tensor, the expression
of the secondary feature involved in reference [23] and can be writ-
ten as:

V=G x AV x , AP x (APT AP ) 5 (4T 4Dy, (11)

Where Y :is a set basis images of secondary features. In the ini-

tializing phase, the size of the core tensor is set as (128, 128, 32), which
refers to the conclusion about the arguments size of core tensor ap-
proximating to one half size of the original tensor referred in [19]. Two
basis images of secondary features for each state are extracted from the
reconstruction tensor of vehicle exterior noise shown as in Fig. 6.

035~

0.3~

025~

Amplitude s

(a) Get rid of thermal shield with damping disk on exhaust pipe

0.06-
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» 0.04+

Amplitude

5000

0.07 ~

0.06-

X80
¥:120
I 008%6s

0.05- .

5

8004~

itu

0.03+ xm  [ku0
I 00374

Ampl

0.024
0.01-

0 ok
5000

)

(b) Add new sound package and get rid of thermal shield with damping disk on exhaust pipe

Fig. 6. Two basis images of secondary features extracted by NTD from vehicle exterior noise (part images)
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Fig. 6. Two basis images of secondary features extracted by NTD from vehicle exterior noise (part images)

From Fig. 6, the primary paired frequency (40, 80) (Hertz, the Table 2. Computation results of different methods from three dataset
same below) denotes there exists some significant secondary features,
which are masked probability before, and against only 40 Hz alone in Methods 256x256x40 256x256x48 256x256x 64
Fig.5. Furthermore, along with some other paired frequency multipli- DSRE Time DSRE  Time DSRE ~ Time
cation such as (120, 40), (80, 120), (220, 120) arises in the three states NTF 14.32 1633.00 23.56 1906.64 25.10 2500.38
that possibly lead to an important argument of harmonic generation
and keep the noise rising, which are not revealed absolutely in Fig. 5 HNTF 21.04 100860 2499 136212 2654 187831
as well. Consequently, the analytical way of bispectrum of secondary
features extracted by NTD is of significance to expose out the masked

NMF 15.14 383760 1876 4140.78 20.17  4785.40

signals availably for signal interpretation. NTD 2836 98726 2878 1197.17 31.03  1604.00
4.2. Efficiency comparison @
a 35+ . .
In this section, the NTD method will be used to decompose the |
same tensor of vehicle exterior noise and compare with other typi- a0l [ HNTF
cal algorithms, such as NTF, HNTF with hierarchical ALS and NMF = :?g
mentioned above, take the pre-existing sample dataset as the object of 25 ' —
analytic target. Theoretically, the complexity of each algorithm for a
same tensor with the size nxnxn is demonstrated as in Table.1 and to £ 20| | —
be verified in the following. w
& 15/
Table 1. Complexity for each method =
Method NTD NTF HNTF NMF 0
Complexity  jijpjslogn #* logn #* logn n® logn 5
. . . o 256X256X40 256X256X45 256X256X64
Note: ji<n,jp<n,j3<n; jijoj3<j<n. Dataset
(b) 5000, .
Accordding to the Table 1, when under the same condition, the o g:’; [
complexity of NTD method is much less comparing with other meth- ;MAF
. . e . . - NTD
ods shown as in the columns. If the deviations of successive relative oo . '
error (DSRE, dB) are marked as y , that is: 3500
3000
Nl e
y =—20log; TF (12) " 200!
F
1500
Herein, we adopt the DSRE and the computation time as two Lihs '
measure gauges to verify the effect of NTD. Choose (128, 128, 32) as 500
the rank of core tensor for the different scale tensors. Results of all . I
methods about DSRE (¥ /dB) and time (#/s) are recorded in Table 2. e 2';:‘2;?48 st

Fig. 7. Bar result comparison of different methods. (a) Computation accu-
racy, (b) Computation time
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In order to observe the computation results, the bar diagrams are
generated from Table.2 shown as in Fig.7.

Combing the bar diagram Fig.7 with the basic data in Table.2, it
is easy to find the NTD can reach the highest DSRE with 31.03dB but
with the least time against other methods under the same condition,
shown as in Fig.7 (a). Particularly, the NMF algorithm needs to take
the most time with 4 785.40 s to complete the calculation procedure
as in Fig.7 (b) but the DSRE with only 20.17 dB, which means lower
performance than other methods. The complexity for each algorithm
mosltly meets the theoretical expression in Table.1. Thus, the NTD
has overwhelming performance in tensor decomposition under the
same condition.

4.3. Results and discussion

Features extracted by NTD in section 4.1 allow us to know that
some secondary features are distinctly exposed out from the masked
signals, which maybe generate destructive interference with the real
features such as the paired frequency at the (120, 40), (80, 120) and
(220,120) or near the around. Thus, secondary features help us ana-
lyzing the natural frequency of the components in the exhaust system.
It is an effective way to lower the noise level of exhaust system and
improve the NVH (noise, vibration and harshness) in automobile en-
gineering as well. How to offer an approach to revise a component in
exhaust system for avoiding the coupling of noise transmission is not
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APPLICATION OF ARTIFICIAL NEURAL NETWORKS AND PRINCIPAL COMPONENT
ANALYSIS ON VIBRATION SIGNALS FOR AUTOMATED FAULT CLASSIFICATION OF

ROLLER ELEMENT BEARINGS

ZASTOSOWANIE SZTUCZNYCH SIECI NEURONOWYCH ORAZ ANALIZY
GLOWNYCH SKEADOWYCH SYGNALU DRGAN
DO AUTOMATYCZNEJ KLASYFIKACJI USZKODZEN tOZYSK TOCZNYCH

The article addresses the implementation of feature based artificial neural networks and vibration analysis for automated roller
element bearings faults identification purpose. Vibration features used as inputs for supervised artificial neural networks were
chosen based on principal component analysis as one of the possible methods of data dimension reduction. Experimental work has
been conducted on a specially designed test rig and on a drive of the Ganz port crane in port of Novi Sad, Serbia. Different scalar
vibration features derived from time and frequency domain were used as inputs to fault classifiers. Several types of roller elements
bearings faults, at different levels of loads were tested: discrete faults on inner and outer race and looseness. It is demonstrated
that proposed set of input features enables reliable roller element bearing fault identification and better performance of applied
artificial neural networks.

Keywords: roller elements bearing, vibration, artificial neural network, principal components analysis.

Artykut omawia zastosowanie sztucznych sieci neuronowych opartych na cechach oraz analizy drgan do celow automatycznej
identyfikacji uszkodzen tozysk tocznych. Cechy drgan majqce postuzy¢ jako dane wejsciowe do nadzorowanych sztucznych sieci
neuronowych wybrano na podstawie analizy gtownych sktadowych, ktora stanowi jedng z metod zmniejszania rozmiaru zbioru da-
nych statystycznych. Badania prowadzono na specjalnie do tego celu zaprojektowanym stanowisku badawczym oraz na uktadzie
napedu zurawia portowego firmy Ganz w porcie Novi Sad w Serbii. Jako wejscia klasyfikatorow uszkodzen wykorzystano rozne
skalarne cechy drgan okreslone w dziedzinie czasu i czestotliwosci. Badano kilka typow uszkodzen tozysk tocznych przy roznych
poziomach obcigzenia: uszkodzenia dyskretne w obrebie pierscienia wewnetrznego i zewnetrznego tozyska oraz nadmierny luz.
Wykazano, ze proponowany zbior cech wejsciowych umozliwia niezawodng identyfikacje uszkodzen tozysk tocznych oraz zapew-

nia lepszq wydajnosc¢ zastosowanych sztucznych sieci neuronowych.

Stowa kluczowe: tozysko toczne, drgania, sztuczna sie¢ neuronowa, analiza gtownych sktadowych.

1. Introduction

The ultimate goal of every maintenance strategy in a modern
plant is to avoid high maintenance costs and productions risks due
to the rotating machine’s fault. High costs are initiated through the
production stops and losses while the production risks are related
to the secondary failures of the neighboring machines. Monitoring
the machine’s health through the implementation of condition based
maintenance strategy is based on acquisition and trending the physi-
cal parameter that is found to be sensitive to machine degradation.
Several methods of non-destructive testing are available nowadays,
such as vibration measurement and analysis, infrared thermography,
noise measurement, motor current signature analysis, wear particle
analysis, ultrasound measurements etc. Mechanical vibration ac-
quired at the bearing’s housing (absolute vibration) or directly on a
rotating part (relative vibration) is one of the best parameter for early
detection of a developing fault inside a machine. If appropriate vibra-
tion transducer is engaged and mounted properly and if proper signal
processing methods has been used for the suspected fault, then we can
say that the vibration signal contains unambiguous information on the
existing state of the machine. Methods of vibration signature analysis
enable the extraction of type and severity of a fault inside the rotating

machine. However the existing guidelines are not universal due to the
facts that there may be multiple faults inside the machine and that the
content of the acquired vibration signals are dependent on the severity
of the fault and on the variation of the rotating speed and load. As a
result, derivation of incorrect conclusions and wrong estimation of
machine criticality in the plant, is a very common situation. We can
avoid this by engagement of highly skilled certified vibration analysts
or by the implementation of artificial intelligence (AI) techniques for
reliable extraction of an existing fault. In the absence of certified vi-
bration analysts inside the maintenance team the implementation of
Al methods through previously developed and validated fault identi-
fication algorithm has a promising potential.

For the purpose of automatic machine health determination through
automatic fault identification there are several applicable methods
of Al such as supervised and unsupervised artificial neural networks
(ANN), fuzzy logic, expert systems and hybrid intelligence systems.
The most applied are ANN [14, 1] due to their ability to learn i.e. to
adopt novelties. This adaptability of ANN results in a possibility for de-
tection of an existence of a new condition (fault) based on the existing
data [13, 6]. In addition, ANN are found to be efficient in modeling of
highly complex nonlinear phenomena that are present in several types
of rotating machinery faults. Several types of ANN are successfully
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implemented in automatic fault identification [3, 7, 8, 12, 16, 17, 18,
20]: back propagation feed forward network (BPFF), multiple layer
perceptron network (MLP), back propagation multiple layer percep-
tron (BPMLP), radial basis function network (RBF), self-organized
feature map (SOFM). An excellent review of different types of ANN
and training algorithms implementation for different types of rotating
machinery faults can be found in [10]. The increasing trend of imple-
mentation of MLP with back propagation training algorithm, with the
number of neurons in hidden layers taken as a variable, is evident.

The success of ANN in identification and classification of ma-
chine fault is highly dependent on the definition of the cloud of input
variables i.e. on the definition of the most representative vibration
features that are sensitive on the fault occurrence and progression over
the time. One vibration feature could be appropriate for one type of
vibration fault while on the other hand it can be unresponsive for other
type of fault.

As a preprocessing tool for selecting the
most important vibration features, we used
principal component analysis (PCA). PCA is
one of the most frequently used multivariate
data analysis technique. One of the main goals
of PCA implementation is the reduction of di-
mensionality of the input set of vibration fea-
tures. Basically it is defined as an orthogonal
linear transformation that transforms the cloud
of input variables to a new coordinate system in
a way that the greatest variance of the input fea-
tures are aligned on the first coordinate (called
the first principal component), the second greatest variance on the
second coordinate, and so on. As a result, possibly correlated input
features are converted into a set of values of linearly uncorrelated
variables that we call principal components.

Roller element bearings are present in all types of rotating ma-
chines and often they are claimed to be the most critical parts of the
machine and the main culprits of the machine failures. If we add to
this the fact that roughly just 10% [11] of the bearings run for their
complete design life then we can see that development of signal
processing techniques and data preprocessing methods combined
with the algorithms of ANN is prominent in maximizing the reliability
of rotating machinery.

A successful implementation of ANN and PCA for the identifi-
cation of rotating machine faults can be found in [2, 15, 4, 9]. The
authors used different scalar features obtained from vibration data as
inputs for neuron classifiers.

In this paper, we used vibration scalar features obtained from fre-
quency and time domains. The initial definition of vibration features
is done based on an assumption that these features are sensitive to
bearing failures tested in this paper.

2. Vibration analysis techniques for roller element bear-
ings failures identification

Roller element bearing can prematurely fail due to different rea-

sons (Figure 1) and its failure can be initiated through different mech-

anisms such as: fatique crack, wear, plastic deformation of bearing
components, corrosion, brinelling phenomena etc. Often, these mech-

® Fatique 34%

Contamination 14%

B Lubrication problems 36%

Fig. 1. Most common mechanisms for bearing failure [11]

® Handling and installation errors 16%

anisms are overlapping inside the bearing. It is also possible that one
mechanism activates the initial damage and that over the time another
mechanism runs the bearing to the final failure [19, 16].

If we follow the best practices on proper lubrication, handling and
installation of bearings then the most expected mechanism of bearing
degradation is a material fatigue crack. In that case, roller element
bearing which is subjected under the projected dynamic load will fail
due to the occurrence of the fatigue crack. Due to the bearing ge-
ometry, the most expected place of initial crack occurrence is under
the contact surface of internal race and the roller element. If such a
bearing is left in operation under the load, the crack is expanding and
occurs at the surface on the bearing race (Figure 2). The next stage
of bearing degradation is the enlargement of the crack. At that stage
other cracks might occur. Flaws from the race damage other compo-
nents of the bearing and we have a spalling inside a bearing. As a final
result we have a bearing with excessive looseness.

Fig. 2. Development of crack on the internal race of the bearing

Ball bearing has four basic components: inner and outer race,
roller elements and a cage. If we have a discrete crack on one of these
components, then we have a chance to identify its characteristic forc-
ing frequency in time and frequency domain. Based on the geometry
of the bearing we can calculate these frequencies: BPFI (ball pass
frequency of inner race), BPFO (ball pass frequency of outer race),
BS (ball pass frequency) and CF (cage frequency).

The content of vibration signal from the bearing with a develop-
ing damage is highly dependent on the type and stage of degradation
[19]. At the initial stage, we can see only minor impacts masked in
noise. At later stages the crack develops and impacts are high enough
to cause the bearing’s natural frequency (f.) excitement. Such a case,
with the single crack on the inner race and with BPFI =4.1X, where X
stands for the first harmonic order (shaft speed), is numerically simu-
lated and shown on Figure 3.

Time waveforms from Figure 3 reveal some interesting facts re-
garding vibration signals from faulty bearing. Signal is a sum of high
amplitude and low frequency component from 1X and low amplitude
and high frequency components from impacts that are generated every
time when the ball hits the crack. Due to the presence of impulse ex-
citation, the system response is in the form of exponentially decayed
harmonic component at the bearing’s natural frequency. The periodic-
ity of impacts corresponds to the characteristic fault frequency (BPFI
in the present case) so in the frequency spectrum we can see sidebands
at this fault frequency centered around bearing’s natural frequency.
In cases when the fault rotates inside the bearing (fault on the inner
ring or on the roller) we have an amplitude modulation of the fault
frequency component. The carrier frequency is the fault frequency
while the modulation frequency is the speed of the fault inside

the bearing and is shown on Figure 3. The peak amplitudes of
the impulses are not equal during a revolution of the shaft due to
the fact that the fault (crack on the inner race in this case) comes
in and goes out from the bearing load zone. BPFI component
will be amplitude modulated with the 1X component. In case
of a crack on a roller the BS component will be modulated with
the CF since the cage holds the rollers and determines the speed
of the rollers. In a case of a crack on the outer race, we do not
expect amplitude modulation around the BPFO component.
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Time waveform for a bearing with inner race crack - BPFI
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Fig. 3. Bearing with inner race crack — time waveform generated by numerical simulation

As a fault develops, we can expect higher harmonics of bear-
ing fault frequencies, harmonics of the fundamental frequency and
a broadband noise level increase due to the excessive looseness. Fre-
quency spectra from a bearing with an outer race damage located in
the load zone and with an excessive looseness is shown on Figure
4. Two harmonic families (1X and BPFO) as well as raised broad-
band noise is easy to see. Frequency spectra recorded on the test rig
is shown on Figure 5.
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bined with the methods of signal demodulation. The aim of the band
pass filtering is removal of high amplitude low frequency component
and enhancement of the high frequency part of the spectra where natu-
ral frequency of the bearing amplitude modulated with the bearing
fault frequency is located. As a result, we get the envelope spectra
with the harmonics of the fault frequency. By measuring the relative
height of these bearing fault frequencies from the carpet noise, we
could quantify the bearing health state. However, in the later stage of
the bearing degradation, we have an increase of the broadband
noise, which remains in the resulted envelope spectra. In that
case, the component of the bearing fault frequencies are masked
in the noise and, despite the bearing’s state gets worser, we get
a decrease in bearing fault frequencies relative height. For some
bearing faults, we get the non-stationarity in vibration signal so
methods of analysis, both in frequency and time domain can be
used. Some of them are Short Time Fourier Transform (STFT)
and wavelet analysis.

For the purpose of vibration trending and implementation of
ANN we have to define scalar vibration features that increase
with damage development. Due to the impact phenomena, which
is present in faulty bearings, acceleration parameters should be
used. For later stages of bearing degradation, features based on
vibration velocity can be used also.

Fig. 4. Frequency spectra from a bearing with an excessive looseness and outer race

fault. Harmonic cursor on BPFO family

Vibration signals from faulty bearings can be analysed using well-
known methods of signal processing in time, frequency and time —
frequency domains. Analysis in time domain can be performed on raw
and on filtered signals. Time domain analysis is usefull in later stages
of bearing degradation since the impulses from discrete cracks and
from excessive looseness are then visible. In addition, it is worth to
mention that it is necessary to measure acceleration of vibration due
to its high sensitivity to high frequency phenomena. Since faulty bear-
ings generate family of harmonics, which can be treated as periodicity
in frequency domain, Cepstrum analysis can be used also. Dominant
peaks in cepstrum can indicate the presence of 1X harmonics (loose-
ness in bearings) and amplitude modulations (inner race and roller
fault). Analysis in frequency domain is mainly based on analysis of
classic Fast Fourier Transform (FFT) and on analysis of acceleration
envelope spectra. FFT is an effective tool in analysis of moderate and
heavy damages in bearings while the envelope spectra is the most ef-
fective universal tool for identification of early faults in bearings. En-
velope spectra is calculated on band pass filtered time waveform com-

3. Experimental set up and results

The test rig, designed for the purpose of dataset collection,
is shown on the Figure 5. The test rig consists of a 0.37 kW variable
frequency drive connected over the flexible coupling to the shaft with
two disks for unbalance introduction. Shaft is supported by two single
row roller element bearings, type UC201A. The bearing fault frequen-
cies, in term of harmonic orders, are: BPFI =4.9X, BPFO =3.1X, BS
=2.1097X and CF = 0.3875X.

Bearing vibrations were measured in radial directions, using in-
dustrial type IEPE accelerometers mounted at the roller element bear-
ing housings using mounting studs. Input shaft speed is measured
using a non-contacting laser sensor and a reflective mark. Vibration
and tacho signals were acquired simultaneously using multichannel
vibration analyzers NetdB, OneproD MVX, dbFA and XPR software
from 01db-Metravib. All the tests were performed at the 22Hz of in-
put speed.

Before the test impact hammer was used to excite the bearing in
order to record its natural frequency. Natural frequency was found at
4.026 kHz.
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Fig. 5. Test rig used for vibration acquisition on faulty bearings

Table 1. Testrig data: labels for different unbalance levels and bearing fault types
Bearing fault type
OK | Il oL ou Z1 Z3
A | AOK | Al | All | AOL | AOU | AZ1 | AZ3
Unbalance | B | BOK | Bl | BIl BOL BOU BZ1 BZ3
levels | c | cok | a | | coL | cou | cz1 | €z3
D| DOK | DI | DIl | DOL | DOU | DzZ1 | DZ3

Table 2. Test rig data: vibration features from the original dataset

zone, moderate (Z1) and excessive (Z3) lossenes. This results in
total of 28 states with label definition shown on Table 1.

Cracks on inner and outer race were introduced with small
grinder tool. Smaller crack on the inner race is 0.1 mm deep
while the moderate crack is 0.2 mm deep. The width of the
cracks is I mm. The crack on the outer race is | mm wide and
0.2 mm deep. Looseness has been introduced by adding a small
amount of abrasive material (sand) in the grease and leaving
such a bearing in operation (one hour for moderate and three
hours for excessive looseness). After that, the contaminated
grease has been replaced with a new one.

Despite the main goal of this research was a bearing fault
identification we also introduced unbalance as a fault type. The
main motivation behind this was the fact that in reality mul-
tiple faults are present on the machine and that reliable ANN
should identify both unbalance level and the type and severity
of the bearing fault. There are many rotating machines that can
develop unbalance over time, such as fans or pumps with un-
balance growth (impeller in contact with abrasive fluids or dirt
accumulated on impeller).

Vibration acquisition included the measurement of: raw time
waveforms, narrow band FFT in different frequency ranges with 3200
lines of resolution (2Hz-2kHz, 2Hz-5kHz, 2Hz-20kHz) and envelope
spectra. Based on these measurements 17 scalar features were extract-
ed. Their labels and description are shown in Table 2.

The definition of the vibration features has been guided by the
type of the faults we are trying to identify. The unbalance presence
and levels should be sensitive to the first harmonic of the vibration
velocity [16]. Faulty bearings generate raised levels of
accelerations in different frequency ranges based on ex-

act type of the bearing fault and on the severity of the

Number Label Description Unit fault. In case of discrete cracks on different bearing’s
1 RMS RMS of vibration velocity in range 2 Hz -1 kHz mm/s | components higher vibration levels are generated at
2 S1 Amplitude of the 1X vibration velocity component | mm/s |  characteristic frequency of the bearing fault and on its

s i N s of vibrati oci harmonics. This is taken into account through amplitude
3 SumS um of first seven harmonics of vibration velocity mm/s extraction from the frequency spectra. First harmonics
4 Kurt Kurtosis parameter - of the characteristic frequencies (BPFO, BPFI, BS, FT)
5 Acc2-300 | RMS of acceleration in range 2 Hz - 300 Hz g and sums of their ﬁr_st four harmonics were defined. In
— case of looseness, high levels of acceleration peak val-
6 Acc2-2000 | RMS of acceleration in range 2 Hz - 20 kHz 9 ues and harmonics of 1X component are generated. The
7 Acc2-20000 | RMS of acceleration in range 2 Hz - 20 kHz g number of harmonics are dependent on the severity of
3 Def Defect factor! j the 1ooseness. Therefqre, peak to peak values and accel-
eration overall values in different frequency ranges were
9 TSS Peak-Peak value of acceleration raw time waveform g defined. Labels 1-9 in Table 2, correspond to the time
10 BPFO Amplitude of the first harmonic of BPFO g domain while labels 10-17 are extracted from frequency
11 SumBPFO | Sum of amplitudes of first four harmonics of BPFO g spectra (frequency d.omz.nn).

For every combination of unbalance level and bear-
12 BPFI Amplitude of the first harmonic of BPFI o] lng type (Table 1)’ 150 recordings were acquired. Vi-
13 SumBPFI | Sum of amplitudes of first four harmonics of BPFI g brations were acquired with a periodicity of 3 minutes
X - X between them. This resulted in input matrix with 17 col-

14 BS Amplitude of the first harmonic of BS 9 umns (vibration features) and 4200 rows (data).
15 SumBS Sum of amplitudes of first four harmonics of BS g MLP ANN applied in this paper had a classification
16 FT Amplitude of the first harmonic of FT g task — to detgct an exact bearing defect type (Table 1).
- - - Several architectures of MLP ANN were tested by the
17 SumFT Sum of amplitudes of first four harmonics of FT g means of choosing the optimal network architecture

Four levels of unbalance were introduced on both disks: 22.5 gmm,
54 gmm, 136.5 gmm and 345 gmm, and we assigned them the following
labels A, B, C and D, respectively. With every unbalance level, bearings
with the following faults were tested: bearing in health condition (OK),
small (I) and moderate (IT) crack on the inner race, moderate crack on
outer race with a crack located in the loading (OL) and unloaded (OU)

1 Linear combination of peak and RMS values of acceleration

from the point of the number of neurons in the hidden

layer, type of activation functions and type of the learn-
ing algorithm. For building, testing and training, Statistica Automatic
Neural Networks package has been used. 2940 input vectors (70% of
the dataset) were used for training while 1260 input vectors were used
for cross verification and testing. The software automatically deter-
mined network complexity. 20 networks were tested. As a result the
best performance network had 15 neurons in the hidden layer and the
accuracy of classification of 85.714%. The confusion matrix for this
ANN is shown on table 3.
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Table 3. Test rig data: confussion matrix for best performance MLP ANN with 17 input features

with better performance. As a result of PCA, 7 principal
components (PCs) have been extracted with the eigen-

Al All | AOK | AOL | AOU | AZ1 | AZ3 | BI Bl | BOK|  {alues shown on table 4.
Total 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 If we choose the first four PCs with eigenvalues
Correct 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 0 150 larger than one (crlterlon_proposed .by Kglser in 1.960)
then we can say that using a 4 dimension PC input
Incorrect 0 0 0 0 0 0 0 0 150 | 0 space we described the original input dataset with a
Correct (%) | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 0 100 total of 92.76% of variance. The most influential vi-
| % 0 0 0 0 0 0 0 0 100 0 bration features for such a space are variables with the
ncorrect (%) highest loadings i.e. highest projection on the coordi-
nate of these dominant PCs. Loadings for each variable
BOL | BOU | BZ1 | Bz3 | CI | Cll | COK | coL | cou | cz1 | forPCland PC2 are shown on Figure 6.
The importance of each feature, calculated through
Total 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 modeling power, is based on how well it is represented
Correct 150 | 150 | 150 | O | 150 | 150 | 150 | 150 | 150 | 150 | by the PC model. Features with high modeling power
Incorrect 0 0 0 150 0 0 0 0 0 0 are relevagt for the PC model. while the variables with
low modeling power can be discarded.
Correct (%) | 100 | 100 | 100 | O | 100 | 100 | 100 | 100 | 100 | 100 Table 5. presents modeling power for each input
Incorrect (%) | 0 0 0 100 0 0 0 0 0 0 feature and its import.ance. As relevant features, ﬁ.rst
9 were chosen and this defined the reduced set of in-
put features (Acc2-300, S1, Acc2-2000, SumBPFO,
Ccz3 DI DIl | DOK | DOL | DOU | DZ1 | DZ3 All cases SumBPFI, SumS, RMS, FT and Acc2-20000). Using
input matrix with these 9 vibration features several ar-
Total 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 4200 .
ota chitectures of MLP ANN were tested. As a result the
Correct 0 | 150 | 150 | 150 | O | 150 | 150 | 150 3600 best performance network had 13 neurons in the hidden
Incorrect 150 0 0 0 150 0 0 0 600 layer and the accuracy of classification of 99.738%. The
. confusion matrix for this ANN is shown on table 6. As
Correct (%) 0 100 | 100 | 100 0 100 | 100 | 100 85714 it can be seen the classification success is much better.
Incorrect (%) | 100 0 0 0 100 0 0 0 14.286 There are no completely missing faults as it was the case
with the MLP ANN with complete dataset with 17 in-
Table 4. Test rig data: eignevalues, individual and cumulative variance for PCs put features. Only one case for AOU, BZ3, COU, DOL,
DZ3 and six cases for CZ3 were incorrectly classified (Table 7).
Eigenvalues % Total variance Cumulative %
PC1 10.64789 62.63465 62.63465 Table 5. Test rig data: modeling power for each feature and its importance to
PC model
PC2 2.27647 13.39103 76.02568
Impor- Impor-
PC3 167373 9.84548 85.87116 Feature Power | e Feature | Power | o
PC4 1.17158 6.89164 92.76280 Acc2-300 | 0.994766 1 SumFT 0.959409 10
PC5 0.80524 4.73673 97.49954 S1 0.985738 2 SumBS 0.946349 1
PCé 0.28139 1.65523 99.15477 Acc2-2000 | 0.985107 3 BPFI 0.944689 12
PC7 0.09024 0.53083 99.68559 SumBPFO | 0.978242 4 TSS 0.911100 13
12 12 SumBPFI 0.974435 5 Def 0.899415 14
=4~Loadings for PC1 SumS 0.973051 6 BPFO 0.895808 15
08 -B-Loadings for PC2 08
RMS 0.968662 7 BS 0.821585 16
04 04 FT 0.963068 8 Kurt 0.606926 17
Acc2-20000 | 0.961326 9

PC1

0.0

04

-08

-12

£ 7
H

Figure 6. Test rig data: Loadings for PCI and PC2
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Table 3 reveals some interesting facts. The classification rate is

either 100% or 0%. Some cases (BII, BZ3, CZ3 and DOL) are com-
pletely missed. Therefore, a PCA is conducted on the input dataset to
define a dataset with reduced dimension in order to find MLP ANN

4, Case study

PCA and MLP ANN for automatic identification of bearing faults
were implemented on the Ganz port crane in port of Novi Sad, where
an online system (Figure 7) for the crane surveillance based on strain,
stress and vibration measurement has been installed [5].

During the operation of the online monitoring system, several
faults were identified. One of them was the drive end (DE) bearing
fault on the drive #1 for crane rotation. In March 2014, members of
the port’s maintenance team reported the occurrence of raised tem-
peratures on the bearing housing and strange noise that is typical for
bearings with an excessive looseness. A quick view on the frequency
spectra and its comparison with the reference measurement shows the
presence of raised carpet noise and higher vibration accelerations,
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Table 6. Test rig data: confussion matrix for best performance MLP ANN with 9 input features

Vibration acquisition included measurement

of raw time waveforms and narrow band FFT

Al Al AOK | AOL | AOU | AZl AZ3 Bl Bl BOK in different frequency ranges with 3200 lines of
Total 150 150 150 150 150 150 150 150 150 150 resolution. Vibration features that were extracted
Correct 150 | 150 | 150 | 150 | 149 | 150 | 150 | 150 | 150 | 150 are presented in the table 8.
Spectral extractions at bearing fault frequen-
Incorrect 0 0 0 0 ! 0 0 0 0 0 cies were not defined since the exact geometry
Correct(%) | 100 | 100 | 100 | 100 |99.333| 100 | 100 | 100 | 100 | 100 of the bearing was unkown. Vibration trends for
Incorrect (%) 0 0 0 0 0,667 0 0 0 0 o RMS and Acc- feat}lres, as examples, are shown
on Figure 9. Vibration data are shown in terms of
index and they cover the complete development
BOL | BOU | BZ1 BZ3 a an coK | coL | cou | ¢z of the bearing fault der':lopment. Two 1n.1porte.1nt
facts are worth to mention when observing Fig-
Total 150 150 150 150 150 150 150 150 150 150 ure 9. First, it can be seen that Acc parameter
Correct 150 150 150 149 150 150 150 150 149 150 has an increasing trend with the fault develop-
Incorrect 0 0 0 1 0 0 0 o 1 o ment while this can not be? seen in case of RMS
feature. Second, the machine under surveillance
Correct (%) 100 100 100 |99.333| 100 100 100 100 |99.333| 100 works under different loads and speeds. The data
Incorrect (%) 0 0 0 0.667 0 0 0 0 0.667 0 presented are not filtered to the specific load and
speed levels. This is one of the reason for an ab-
sence of positive trend with RMS feature.
cz3 DI DIl DOK | DOL | DOU | DZ1 DZ3 All cases When assigning output labels to the input
Total 150 150 150 150 150 150 150 150 4200 Vector.s a constant rate of be.armg fault develgp-
ment is assumed. The original dataset consists
Correct 144 | 150 | 150 | 150 149 150 | 150 | 149 4189 of 1100 individual vectors and covers the data
Incorrect 6 0 0 0 1 0 0 1 1 before the high temperatures occurrence up
to the date when the machine was stopped for
Correct (%) 96 100 100 100 | 99.333 | 100 100 |99.333 99.738 . .
bearing replacement. The output labels are: Z1
Incorrect (%) | 4 0 0 0 0.667 0 0 0.667 0.262 (healthy bearing), Z2 (moderate looseness) and

Table 7. Test rig data: prediction errors for best performance MLP ANN with 9

Z3 (excessive looseness). Using input matrix

input features
Phase Target — input Prziif;iucin ) Nu::Jkr)reernc;feoc—
Training AOU AOL 1
Validation BZ3 CZ3 1
Training cou DOL 1
Training CzZ3 Dz3 3
Testing Cz3 Dz3 1
Validation CZ3 DZ3 2
Training DOL coL 1
Training Dz3 CzZ3 1
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Fig. 7. Scheme of the online monitoring system installed on Ganz port crane [5]

typical for bearings with looseness. The same applies to the time
waveform (Figure 8), where the presence of short duration high am-

plitude impacts can be seen.

state

with 9 features and 1100 labeled vectors several architectures
of MLP ANN were tested. The best performance network had
13 neurons in the hidden layer and the accuracy of classification
of 87.091%.

PCA on the input dataset resulted in extraction of 3 PCs with
eigenvalues (Table 10). First two PCs have eigenvalues larger
than 1 and projecting input features on these two PCs we are
describing the input features dataset with 79.06% of variance.

The importance of each feature is evaluated through mod-
eling power and the results are shown on Table 11. Kurtosis
parameters and RMS of vibration velocity were excluded from
the input feature matrix for MLP ANN. Using six input features
several MLP ANN were tested. The best performance network

had 11 neurons in the hidden layer and the accuracy of classification
0f 92.337%. As in the case of the test rig data, the input dataset with
the reduced set of input features resulted in the MLP ANN with better
classification rate (Table 12).
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Table 8. Case study data: vibration features from the original dataset

Number Label Description Unit
1 RMS RMS of vibration velocity in range 2 Hz -1 kHz mm/s
2 Acc RMS of acceleration in range 2 Hz - 2 kHz g
3 Acc_2_500 RMS of acceleration in range 2 Hz - 500 Hz g
4 Acc_500_1000 RMS of acceleration in range 500 Hz - 1 kHz g
5 Acc_1000_2000 RMS of acceleration in range 1 kHz - 2 kHz g
6 PeakPeak Peak-Peak value of acceleration raw time waveform g
7 Def Defect factor g
8 Kurtosis MVX Kurtosis parameter of the raw time waveform -
9 Kurtosis Postprocess | Kurtosis parameter of the high pass filtered (500 Hz — 2kHz) time waveform -
ACC RMS
20 18
o Z1 Z2 Z3 . Z1 Z2 Z3
16 o
1.4
12
1.2
— 10 I
T 10 “E" i I . .'L
E, h | ‘ |.| | ' i
E Tthi 0 { | HI
06 J |
I
04 4 ) U | |
"
02 2 >
0.0 0
1 89 177 265 353 441 520 617 705 793 881 969 1057 1 89 177 265 353 441 520 617 705 793 881 969 1057
45 133 221 309 397 485 573 661 749 837 925 1013 1101 45 133 221 309 397 485 573 661 740 837 925 1013 1101

Fig. 9. Case study data: vibration trends for Acc and RMS features

Table 9. Case study data: confussion matrix for best performance MLP ANN Table 10. Case study data: eignevalues, individual and cumulative variance for

with 9 input features PCs
Z1 Z2 Z3 All cases Eigenvalues % Total variance Cumulative %
Total 699 238 163 1100 PC1 5.440144 60.44605 60.44605
Correct 689 116 153 958 PC2 1.675361 18.61512 79.06117
Incorrect 10 122 10 142 PC3 0.828145 9.20161 88.26278
Correct (%) 98.5694 48.7395 | 93.8650 87.091 ) )
Table 12. Case study data: confussion matrix for best performance MLP ANN
Incorrect (%) 1.4306 51.2605 6.1350 12.909 with 6 input features
Table 11. Case study data: modeling power for each feature and its impor- Z1 72 Z3 All cases
tance to PC model Total 495 168 107 770
Feature Power Importance Correct 478 132 101 n
Incorrect 17 36 6 59
A 2 0.961748 1
< Correct (%) | 965657 | 785714 | 943925 | 923377
PeakPeak 6 0.955579 2
Incorrect (%) | 3.4343 21.4286 5.6075 7.6623
Acc_500_1000 4 0.950476 3
Acc_1000_2000 5 0.939676 4 .
5. Conclusion
Acc_2_500 3 0.924648 5
Def 3 0779565 6 I.mplemenFatlon of ANN tf:chn.lques in predictive mamtenar}ce of
rotating machines based on vibration measurement and analysis can
Kurtosis MVX 9 0.672782 7 help in solving complex problems especially in presence of lack of
Kurtosis Postprocess 7 0.642616 8 highly skilled vibration analysts. However, for the reliable ANN an
optimal set of vibration features must be defined. In this paper we
RMS ! 0.288415 ° demonstrated PCA as one of the possible technique for input features
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space dimension reduction and optimal selection of input features
based on vibration measurement.

In case of bearing faults combined with four levels of imbalance
introduced on test rig, vibration features based on overall acceleration
and vibration velocity as well as spectral extractions at bearing fault
frequencies were the best choice of input features. The ANN with bet-
ter performance is generated and classification rate is raised by 14%.
In case of real life application on the port crane, the classification rate
is raised by 5% through exclusion of overall vibration velocity and
kurtosis parameters. In later case, RMS value of vibration velocity is
irrelevant as an input feature, since all bearing fault cases correspond

to the same level of imbalance. However in both cases kurtosis pa-
rameters are irrelevant. This is an interesting conclusion since it is
believed that kurtosis parameter is the preferred vibration feature for
bearing fault identification in the presence of variable load and speed
of the machine.
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LIFETIME DISTRIBUTION AND ASSOCIATED INFERENCE OF SYSTEMS WITH
MULTIPLE DEGRADATION MEASUREMENTS BASED ON GAMMA PROCESSES

WYZNACZANIE ROZKLADU CZASOW ZYCIA ORAZ WNIOSKOWANIE
DLA SYSTEMOW WYMAGAJACYCH POMIAROW WSPOLISTNIEJACYCH
DEGRADACJIW OPARCIU O PROCESY GAMMA

With development of science and technology, many engineering systems take on high reliable characteristic and usually have
complex structure and failure mechanisms, with their reliability being evaluated by multiple degradation measurements. In cer-
tain physical situations, the degradation of these performance characteristics would be always positive and strictly increasing.
Therefore, the gamma process is usually considered as a degradation process due to its independent and non-negative increments
properties. In this paper, we suppose that a system has multiple dependent performance characteristics and that their degradation
can be modeled by gamma processes. For such a multivariate degradation involving three or more performance characteristics,
we propose to use a multivariate Birnbaum-Saunders distribution and its marginal distributions to approximate the reliability
function and give the corresponding lifetime distribution. And then, the inferential method for the model parameters is developed.
Finally, for an illustration of the proposed model and method, a simulated example is discussed and some computational results
are presented.

Keywords: multiple degradation, lifetime distribution, gamma process, Birnbaum-Saunders distribution,
MCMC method.

Wraz z rozwojem nauki i techniki, powstaje coraz wiecej systemow inZynieryjnych o wysokich parametrach niezawodnosciowych,
ktore zwykle charakteryzujq sie ztozong strukturg i ztozonymi mechanizmami uszkodzen. Ocena niezawodnosci w przypadku ta-
kich systemow wymaga pomiarow wspotwystepujgcych procesow degradacji . W pewnych sytuacjach fizycznych, degradacja wta-
Sciwosci uzytkowych systemu bedzie zawsze dodatnia oraz Scisle rosngca. Proces degradacji jest zwykle procesem gamma, ktory
charakteryzujg niezalezne i nieujemne przyrosty. W niniejszej pracy, zalozono, ze system ma wiele zaleznych charakterystyk pracy
oraz ze ich degradacje mozna modelowac procesem gamma. W przypadkach takiej wielowymiarowej degradacji obejmujgcej trzy
lub wiecej charakterystyk pracy zaproponowano zastosowanie rozktadu Birnbauma-Saundersa (uwzgledniajgcego wiele zmien-
nych) oraz jego rozktadow brzegowych do aproksymacji funkcji niezawodnosci oraz okreslania odpowiadajqcego jej rozktadu
czasu pracy. Opracowano metode wnioskowania dla parametrow modelu. Wreszcie, dla zilustrowania proponowanego modelu
oraz metody, omowiono przyktad symulacyjny oraz przedstawiono niektore wyniki obliczeniowe.

Stowa kluczowe: degradacja wspotistniejqgca, rozklad czasow Zycia, proces gamma, rozktad Birnbauma-Saun-

dersa, metoda MCMC.

1. Introduction

In Astronautics, Aeronautics, Communications and other fields,
there are many high reliable systems. Therefore, how to estimate the
reliability of system has become a very significant effort to assess the
reliability of critical systems to mitigate the probability of system fail-
ure and improve safety environment. Particularly, some systems may
experience multiple degradation paths and they are either independent
or dependent. When they are dependent, predicting system reliability
becomes a challenging problem.

In the available literature, extensive research has been devoted
to estimate reliability of systems/products experiencing bivariate or
multivariate degradation data. Crk [3] assumed the system failure
is governed by several independent mechanisms and presented an
effective way to estimate the system’s reliability by monitoring each
performance characteristic. Wang and Coit [14] described a general
modeling and analysis approach for reliability prediction based on

degradation modeling, considering multiple degradation measures.
Xu and Zhao [19] also considered this problem and introduced two
methods to model and analyze systems with multiple degradation
measures. First, they considered the correlation between the degra-
dation measure and the failure event by introducing a probabilistic
measure, and then proposed a state-space model to describe the evo-
lution of the degradation process by incorporating both the degrada-
tion dynamics and random stress effects. Sari et al. [11] proposed a
two-stage reliability model for bivariate degradation data. With the
proposed model, not only the marginal reliability but also the system
reliability can be assessed. The flexibility of the model to accommo-
date serial correlation of marginal degradation data, different mar-
ginal degradation distribution functions, and dependency between
performance characteristics increases the probability to model and
analyze the data more accurately compared with models with stricter
assumptions. They analyzed the actual experiment data of the LED
tube light system and gave some insights into the failure behavior
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of the LED lamps system. Barker and Newby [1] used a multivari-
ate Wiener process to describe the degradation of a complex multi-
component system, and then provide an optimal non-periodic in-
spection policy for it. Son and Savage [13] proposed a design stage
method for assessing performance reliability of systems with mul-
tiple time-variant responses due to component degradation. They
assume that the system component degradation profiles over time
is known and the degradation of the system is related to component
degradation using mechanistic models. The cumulative distribution
function of time to soft failure has been determined incrementally
by summing probabilities of unions of failure sets established from
shifted limit-state surfaces over time. They also present a set-theory
method for assessing systems reliability where failure events may be
described by time-variant parallel and/or series systems [12]. Li et
al. [5] discussed a reliability model of a series system with depend-
ent component degradation processes. Mercier et al. [6] discussed
a track geometry model based on the observation of two depend-
ent randomly increasing deterioration indicators through a bivariate
gamma process constructed by trivariate reduction, and then give
the intervention scheduling of a railway track. Pan and Balakrishnan
[8] proposed a bivariate constant-stress accelerated degradation test
model based on Wiener processes and Copulas. And the correspond-
ing copula parameter is a function of the stress level that can be
described by logistic function. Particularly, it is worth mentioning
that Zhou et al. [20] proposed a bivariate degradation model based
on copulas when a product has two performance characteristics and
they can be governed by gamma processes. Furthermore, Pan and
Balakrishnan [9] introduced the reliability model for the degradation
of products with two performance characteristics by assuming that
the performance characteristics are governed by gamma processes.
In that case, they used a bivariate Birnbaum-Saunders distribution
and its marginal distributions to approximate the reliability of the
product. Wang et al. [17] gave the reliability equations when typical
degradation and shocks are involved. The failure modes included
catastrophic failure, degradation and failure due to shocks. Further-
more, they constructed a system reliability model on competitive
failure processes under fuzzy degradation data and evaluated the
proposed model by multi-state system reliability theory [18]. Wang
and Pham [15] proposed a dependent competing risk model for a
deteriorating system subject to shock processes, and a maintenance
model involving imperfect maintenance actions. They also develop
a dependent competing risk model for systems subject to multi-
ple degradation processes and random shocks using time-varying
copulas [16]. Peng et al. [10] presented a comprehensive Bayesian
framework for the integration of multilevel heterogeneous data sets,
including the pass-fail data, lifetime data and degradation data at
different system levels, which gave a more practical tool for real
engineering applications.

This paper extends the work of Pan and Balakrishnan [9] and as-
sumes that a system has multiple dependent performance characteris-
tics and that their degradation can be modeled by gamma processes.
For such a multivariate degradation involving three or more perform-
ance characteristics, we propose to use a multivariate Birnbaum-Saun-
ders distribution and its marginal distributions to approximate the reli-
ability function and give the corresponding lifetime distribution.

The rest of the paper is organized as follows. In Section 2, the
formulation of systems with multiple degradation measurements is
given. In Section 3, the lifetime distribution and associated inference
for such systems are presented. Section 4 discusses the estimation
of model parameters. A simulated example is given to illustrate the
model and method proposed in Section 5. Finally, some concluding
remarks are made in Section 6.

2. Formulation of Systems with Multiple Degradation
Measurements

2.1. Assumptions

(1) All the degradation paths of the systems are governed by gam-
ma processes. Let G,(7) denotes the k™ degradation path with shape
parameter v, and scale parameter u;, where t>0, and G;(0). Here,
k=1,---K, and K is the number of the degradation paths. For a given
t and At,

AGk (t)NGa(vat,uk)

where AG.(¢) = G (t+At)— G (¢) , and Ga(viAt,u;) is a gamma
distribution with shape parameter v;At and scale parameter u;. The
probability density function (PDF) of a random variable X having
a gamma distribution with shape parameter v and scale parameter u
can be given by:

g(x)= - e I(O,m)(x),

_r
()"
where:

1 if xe(0,0)
I(O,W)(x)_{o if x&(0,00)’

o0
and I'(v) = _[ x""le™"dx is the complete gamma function.
0

(2) The degradation paths are not pairwise independent and the
dependence of all the degradation paths can be described by variance-
covariance matrix.

(3) All observations of the degradation paths are made at the same
predetermined times (case of balanced data), and the measurement
frequency is a constant denoted as At.

(4) In the case of different predetermined measurement times of
the degradation paths, the dependency can be ignored, that is, we can

consider AG, (t j) and AGy, (t jv) to be independent, when, j# j'
where ky=1,--K, kp=1,--- K, j=1,--- M, j'=1,--- M.

2.2. Formulation of the Problem

For degradation paths involving independent nonnegative incre-
ments, gamma processes are more suitable for describing the dete-
rioration of the system. In the present work, we suppose that a sys-
tem has K degradation paths which are dependent each other and all
the degradation paths are governed by gamma processes. For such
a system, m measurements for all the paths are observed up to the
termination time 7, which results in degradation measurements

G(1;)=(G(¢)),"--,Gk (¢;))' corresponding to time #;, j=1,--,M .In

general, the multiple degradation data for this model can be presented
in the form:

G - Gy
Gy = : B :

G (1) Gg ()
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For k=1,--- K, let:

AG(t;)=Gy(t;) = Gi(t;1),t9 =0

For each degradation path, by the independent increment property
of the gamma process, we have independent but non-identical random
variables:

AGy (t; )~ Ga(veAtuy ), At=t;—t; ;. (1)
So, the PDF of AGy (¢, ) is:

(6 () o 220

Uy

2 (A6 () 1

r (vat )(u i )vk Al

s

@

with the corresponding mean and variance given by:

E[AGk @ )] = AL, Var[AGk @ )] =u 2V AL

The degradation increments of the paths, AG (tj) can be nor-
malized as:

B AGk (t] )— MkaAt

b qvatuk

For Y= (Ylj,---,YKj), it is known that they are i.i.d. vectors satis-

fying:
E (ij ): 0, Var (ij ): 1, 4)
with correlation coefficient being:

corr(Yklj,Ykzj) = corr(AGy, (tj),Asz (tj )) = Pl - )

For each path, we know that the distribution of the first passage
time to its threshold value can be approximated by Birnbaum-Saun-
ders distribution [2]. Pan and Balakrishnan [9] gave the lifetime dis-
tribution of product with two dependent performance characteristics
using bivariate Birnbaum-Saunders distribution. In the following sec-
tion, we will discuss the lifetime distribution and associated inference
of systems with any K degradation paths, where K >3

3. Lifetime Distribution and Associated Inference

Let T, be the first passage times of k™ degradation paths with
the threshold values wy, k=1,---,K. Any path of the K degradation
pathes exceeds its threshold value, the system fails. Therefore, the
system’s reliability at time # can be expressed as:

R(t)=P(Ty > t,---, T > 1)
=P(G(t) <@+, Gg (1) < o )

M M
=P| YAG(t;) <o, Y AGk (tj)<a)K]
j=1 j=1

— <0
viAtuy =) Vi Atug K
_p ZY <601—V1M1f 1 %Y <(0K—VKMKI
(M — lj El s /—M j:1 Kj .

ity Viltug

According to multidimensional central limit theorem and the
property of covariance, (6) can be approximated by:

R(t):(DK a)l—Vlull".“,ﬂ)K—VKuKt;O’Z , (7)
Vltul "VK”"K
where:
Var(Y;)  Cov(Yj1,Ya)) Cov(Yy1,Yk1)
5 Cov(Yy, 1) Var(Yy) Cov(Y,,Yk1) )

Cov(Ygy,1py)  Cov(Ygy, 1) Var(Yg,)

and @y is the multivariate normal distribution of a K-dimensional ran-
dom vector. In terms of (4) and (5), X can be rewritten as:

1 P12 " Pk

1 -
z=| PPk
Pkl Px2 1
Let:
1 Phky " Pk
s N Prky U Pk |
(kla"'skl)_ . . . .
Puk, Pk, 1)

m —
2"(lq,-'-,k/) - Z(kl:“"km—l’kmﬂa""kl) ’

(7) can, therefore, be represented as:
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K - t
R(t) ~1- Z@I[W]
k=1 VVklug

K-1 K ViUt — @ Vi U t—®
o Uiy K VipUk, k
+ Z Z 12[ >

20,2
>k k)
ly =1y =hy +1 Vi Ty Vi Tl

+...+(_1)K®K[vlult_wl ,.‘.’vKuKt_w

LS ;0,2(1,..4’1())
V] uy «[VKtMK

Sola{fi %)
k 1 B
K-1 K 1 t ﬂkl 1 ; ﬁkz
®2| - \/7’\/* T 7_\/7 30,204 &
+k12=:1k2§‘1” z[a’ﬂ[ By 4 ]akz[Vﬁkz t } “‘1”‘2)]
o | L [ (B [ [Be ),
2 (DK(m[\/[: \/TJ ’O‘K[ By IJ,O,E(L...,K)]

where: a; =¥ ,and B = Ok , k=1,---,K . Kundu et al.
Joy L uy ViU

[4] proposed a bivariate Birnbaum-Saunders distribution in their

work. Here, we can extend their result to any -dimensional random

vector (7,75,:++,T}), which have the multivariate Birnbaum-Saunders

distribution, if the joint cumulative distribution function of (7', 75,-+,T})

can be expressed as:

&)

P(T <ty

el il P o)

According to (9), it is easy to obtain the lifetime distribution of
T, F(£)=1-R(¢), and we find that F(¢) can be approximated by multi-
variate Birnbaum-Saunders distribution of a K-dimensional random
vector and all its marginal distributions.

Let:
_l[f_\/ﬁj
a\\ Bx t )

U(k],-»-,k,)(t) = (Ukl (1), Up, (’))

_km
YinZn)

Qo) = {( —0,Uj, (1)) (~=.Uy, (1))}
Q(;Cfmk/) - s)(klﬂ""km—l’k)71+1:“"k1)’

Mkyseo-oky ) =(ku ’""xkl)’
_km —
x(kly'”,kl) x(k1

Plcky k) = (Pkk1 2" Py )
-
Akt 1)

Ty <zK

and:

I) = U(kl D "kmfl vkm+l D "kl) (t)7

km—] ’km+1 D "kl)’

- p(k;klﬂ""kmfl’km+1:""kl).

According to (9), it can be expressed as:

R(t)=1- §®1 (Uk(1)+ Kil é{: (DZ(U(kl,kz)(t);o’z(lq,kz))

=1 ly =y =ky +1

+ot (DR O UL ) 030,20, ) (10)

Therefore, we can obtain the PDF of the lifetime of the system
as follows:

dR(1)
t)=——2
f( ) dt
K K-1 K dq)z Kk (t),O,Z(k k)
=> (o) X ( d Z)d 1 2)
k=1 kg =lky=ky +1 t
et LK dPy (U (L---,K)(t);()’Z(l,---,K))’ (11

dt

where: f; (;4.8:) , k=1,--,K , is the PDF of Birnbaum-Saun-

ders distribution given by:

I 3
: _ Bl (B ol - Be
fk(t,ak,ﬂk)—zmakﬂk ( t j +[ t j exp{ 27 [ﬁk -2+ t H,DO

We know that:

K 1

qn,((U(L___,,Q(t);(),z(l.,_‘,o):jﬂ(mA @Qr) 2% K)\Zevp{—fx(l(] ©) x}dx(l ),

Define

1

& Loy, O
p(xk):J. —k (277) 2 ‘2(1’...,[{)‘ Zexp{—ax (2(1’...’1()) x}dx(l’...’]()’

kieoky)

then, we have:

dd)K(U(I,W’K)(t);O’Z(I,N,K)) B K dU, (1)

2

dt o dt

p(U®).

Furthermore, we can obtain:

P(U0) = P k) |5 = U)o (U ).

In terms of the property of multivariate normal distribution, the

conditional distribution P(x(_]f‘_ K) |x, =Uy (t)) is multivariate nor-

mal distribution with mean and covariance matrix:
~—k —k
B, k)= Pk, )\k (1),
Sk —k —k "k
Z(1,4--,1() = z:(1,---,1<) - (p(k;l,---,l()) Pk, K)

Thus,

PUL0) = (UO) 01 (U ) (0): A Et i)
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and so:
ddg (U(1,~-,1<) (’);072(1,--,1())
dt

¢1(Uk(f))‘1’1<71(U(_f...,K)(t);ﬁ(_lf(...’K)yi(_llf...,K))

dU ()
dt

K
=2
k=1

M=

p fk(t;ak’ﬂk)q)K—l(U(If»-,K)(t);ﬁ(zf--,K)’i(llf»--,K))' (12)

1

Similarly, for, VI,1<I/< K , we obtain:

4, (U 1) (0. 1))
dt

/ . _km . ”’_km ~_km
=21 S, (”O‘km’ﬁkm )q)l—l (U(k1,~-~,k,)(’)’ ”(k1,~~~,k1)’Z(kl,m,k,)) (3)

According to (12) and (13), (11) can be rewritten as:

: dR
f(f):‘%

:Z,f:lfk (o By )
- EkKljszZ:/qH Zi,:]f}cm (t;akm 9ﬁkm )q)l (U(;{Iftnkz) (t)’ﬂ&clf:”kz)j(_;%))
oot (DEVEE 504 Bk (U i) O3 Ei o))
(14)
4. Estimation of Model Parameters

In this section, we discuss the estimation of the model parameters.
The procedure consists of two steps. Firstly, we can estimate the cov-

ariancematrix X. Let, AG(tj) = (AG] (ti),---,AGK (tj)) ,j=1M
be the multivariate degradation increment vector. According to (5)

and (8), the estimator of X, can be obtained by AG (t j). Its MLE

for a sample of observations is:

oy E(86(,)-46()(86(1)-aG(). (19

where AG(1)= (AGy (1), AGx (1)), and AG, (1)= ﬁzﬁi AD)

As described in Section 3, for (

1 M 1 M
\/ﬁzjzl Ylj""’mzjzlYIQJ’
its joint distribution can be approximated by multivariate normal dis-

tribution according to (6) and (7), and follows gamma distribution

with shape parameter v, Ar and scale parameter . Thus, the log-likeli-
hood function based on measurements on the K degradation paths is
given by:
1 1 -
InL= log([)K{WZﬁlYu,m,WZﬁIYKJ;O,Z}+Z,[::lzy:lloggk (G ()
(16)

From (16), we observe that the model is quite complicated from a
computational viewpoint. For this reason, we make use of the Baye-
sian MCMC method for estimating the model parameters. In most
practical applications in which Bayesian approach is used, it is dif-
ficult to compute analytically the posterior distribution. The MCMC
method can be used to generate a sample from the posterior distribu-
tion large enough based on a Markov Chain so that any desired fea-
ture of the posterior distribution can be accurately estimated. Here, we
assume that the prior distributions of all the unknown parameters are
non-informative and we then utilize Matlab MCMC toolbox to imple-
ment the Metropolis-Hastings sampling after which we can estimate
the model parameters of interest.

5. Simulated Example

To illustrate the model and inference method proposed in the pre-
ceding sections, we give a simulated example in this section. Firstly,
the algorithm to simulate the data for multiple degradation measure-
ments based on gamma processes is presented. And then, the estima-
tion of the model parameters will be obtained according to the proce-
dure in section 4.

5.1. Simulation of Data

Recently, copulas have become popular in simulation models.
Copulas are functions that describe dependencies among variables,
and provide a way to create distributions to model correlated multi-
variate data. About the details of copula function, please see the book
written by Nelsen [7]. Using a copula, a data analyst can construct a
multivariate distribution by specifying marginal univariate distribu-
tions, and choosing a particular copula to provide a correlation struc-
ture between variables. Bivariate distributions, as well as distributions
in higher dimensions, are possible. To simulate dependent multivari-
ate data using a copula, we have seen that we need to specify the
copula family (we use Gaussian copula here), the rank correlations
among variables, and the marginal distributions for each variable.

In this simulated example, we assume that a system with three
degradation paths and the corresponding simulation parameters are
denoted as , where and are the shape and scale parameters of gamma
distributions, respectively, and is the kendall’s tau which describes
the rank correlations among the three degradation paths. There is a
simple 1-1 mapping between Kendall’s tau and the linear correlation
coefficient:

T=(2/m)x arcsin():) or X :sin(’c XT /2). 17)

Suppose that (¢ ),1<j<500 time increments are random cho-
sen with similar magnitude as the data of system degradation.
Let v=(0.04,0.05,0.06), u=(0.05,0.04,0.025) and 7=(1,0.6,0.4;
0.6,1,0.3; 0.4,0.3,1). According to (17), it is easy to know that X
=(1,0.8090,0.5878;0.8090,1,0.4540;0.5878,0.4540,1), and let
»=(0.8090,0.5878,0.4540). Then, 500 values of degradation measure-
ments can be simulated according to the following procedure.

(1) specify the copula family as Gaussian copula with parameters
0.3);

(2) the rank correlations among the triple degradation paths are t;

(3) the marginal distribution of the increments for /™ degradation
path is gamma distribution with parameters (v;, ,), i=1,2,3.

Therefore, the correlated multivariate data AG that we need can
be generated by Matlab as follows. And then, the triple simulated deg-
radation paths are obtained easily.

Z=mvnrnd([0,0,0],X,500);
U=normcdf(Z,0,1);
AG=[gaminv(U(:,1),v(1),u(1) ),gaminv(U(:,2),n(2),u(2) ),gaminv(U(:,3),v(3),u(3))]
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5.2. Estimation of Parameters

According to the model parameters settings above, we generate
500 data sets to validate the model and method proposed. The param-
eters are estimated by using Matlab MCMC toolbox. For each group
data, 5000 realizations of the parameters are from the posterior, and
the last 4000 are used for estimation of the parameters. Therefore,
we can obtain 500 groups estimated parameters. Figure 1 gives the
hist graphs of the estimated parameters. And then, the mean, standard

gi'OD 200 300 400 500 600 700 800
Time

Fig. 3. The PDF of lifetime of the system

deviation, root mean squared error (RMSE) of the parameters can be
obtained and listed in Table 1.

From Table 1, it is seen that the estimated parameters are very
close to their true values. And it also reveals that RMSE of all the pa-
rameters are quite small. We, therefore, feel that the proposed model
as well as the corresponding inferential method are performing very
well, in this case.

Based on the estimates in Table 1, the reliability function and
the corresponding PDF can be computed from (10) and (14) when
K=3. The corresponding plots are illustrated in Figures 2 and 3,
respectively.

6. Concluding Remark

The work of this paper is the extension of the results of Pan and
Balakrishnan [9] that discussed the reliability model of bivariate deg-
radation of products. We have introduced the lifetime distribution and
associated inferential method of systems with multiple degradation
measurements by assuming that all the degradation paths are governed
by gamma processes. In this situation, we extend the work of Kundu
et al. [4] and use a multivariate Birnbaum-Saunders distribution and
its marginal distributions to approximate the reliability of the system.
The inference of the model parameters is quite involved due to the
complex form of the model and for this reason we used the Bayesian
MCMC method for making inference. From the example in Section 5,
we find that the proposed model as well as the inferential method for
the model parameters work well.
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Fig. 1. The hist graphs of the estimated parameters
Table 1. Model parameter estimation results
Results
Parameters True value
mean std RMSE
v(1) 0.0401 1.7345e-3 1.7381e-3 0.0400
v(2) 0.0500 2.2582e-3 2.2582e-3 0.0500
v(3) 0.0601 2.5248e-3 2.5277e-3 0.0600
u(1) 0.0536 0.0121 0.0126 0.0500
u(2) 0.0426 8.8039%¢e-3 9.1847e-3 0.0400
u(3) 0.0265 4.8775e-3 5.0939%e-3 0.0250
p(1) 0.8076 0.0168 0.0169 0.8090
pR) 0.5879 0.0309 0.0309 0.5878
p(3) 0.4530 0.0367 0.0367 0.4540
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Fig. 2. The reliability of the system
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