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FOREWORD

The conditions of environment in which enterprises working has drastically
changed during last few decades. The basic faotdrieh occurred as a new
challenges for companies were: variability of onstrs’ equirements and the same
making shorter the products’ life cycles, growirgmpetiveness in global scale and
the speed of technical progress do not meet upwo Ipso facto the environment of
functionality of enterprises has become extremglyathic and directly the dynamics
and variability of orders’ realization varied intmomplexity of problems which
instantly had to been solved by the companies. dmynrtases, these problems were
non-trivial and its solving required analysis ofgeunumber of solutions, frequently
taking into account many contradictory and invensteria of assessment.

Inter alia, because of these reasons, the toolsnomty used by designers and
organizers of production became computer systemshwdissist decision processes
and also planning and control of manufacturing esses. Simultaneously
requirement for methodological solutions which afcofast analysis of many possible
scenarios of solutions which are based on one aryneaiteria of evaluation was
growing. Over a wide range, the scientific reseesdending toward elaboration tools
for finding importance of solutions when taking dneiccount these criteria of
evaluations were provided. In consequence of tli@sethe methods which have
found wide applications are: mathematic methods cok- and multi-criteria
optimization and also optimization methods of aitll intelligence (genetic
algorithms, evolutionary algorithms, ant colonyalthms).

In this issue the possibility of application of mmeds for finding importance of
solutions in problems of manufacturing systems’igitesscheduling and control of
manufacturing processes was presented. The caettlitpapers fall into four main
problems area. The first paper presents referermd@gelmimplemented in constraint
programming techniques which can be successfulid fer solving problems of rapid
prototyping of alternative versions of project sthiing. The next paper presents
possibility of using the evolutionary system of tariteria analysis in problems of
flexible manufacturing systems machine tools sulesysselection. The next group of
three papers deals with problems of possibilitysihg the methods based on genetic
algorithms and genetic programming in problemsaihtautomated design of control
systems and manufacturing processes scheduling.

The last paper emphasizes the importance of ritialmf ERP systems and
presents the method of standardized audit of EREe®)s, safety and evaluation of
these systems under the European and Polish norms.



We do hope that this issue will increase intereth tamong managers which
deals with the problems of management and produ&iwineering and also among
scientific researcher for whom presented solutiails become the base for future
works in finding new solutions which support prazes of design and management of

manufacturing processes.

Editors: Zbigniew Banaszak, Antciwié
Lublin, June, 2011
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Marcin RELICH

CP-BASED DECISION SUPPORT FOR SCHEDULING

Abstract

The paper presents the declarative approach togtesif a reference model
aimed at project prototyping. The reference modmitains the finite set of

decision variables, their domains and linking thasastraints, i.e. can be seen
as a kind of Constraint Satisfaction Problem. Caousmntly, the model

considered can be treated as a knowledge base fgimgciboth a class of

enterprises and the projects that could be condlotetheir base. So, the model
provides a platform for rapid prototyping of altetive versions of project

scheduling. The routine queries can be formulatethé straight or reverse way.
In that context, the proposed reference model aainiplemented in constraint
programming (CP) techniques.

1. INTRODUCTION

In the activity of present organizations more andremimportance concerns unique
activities, so-called projects. A project is a smmee of unique, complex, and connected
activities having one goal or purpose and that nmestompleted by a specific time, within
budget, and according to specification [9]. On artoof this, the demand arises for new
knowledge that enables the problems occurring @ rémlisation of unique projects to be
solved. In this case, of particular significancekisowledge of project management that
identifies factors which have an influence on thecgss or failure of the project, and that uses
special methods and techniques.

Many cases of projects indicate that fewer thari bflprojects met cost and schedule
targets [6, 11, 13, 16, 19]. The findings of vasather authors indicate that projects which
overrun are more common than projects which coraplthin original time scales, overruns
likely to be between 40% and 200% [12]; for insnanly one third of World Bank projects
met their aims, with typical delays of 50%. Anotteirvey showing only 17% of projects
meeting all three aspects of the project trianglest, time, and scope), with typical cost
overruns as high as 189% [7]. In the case of seéiwaojects, the surveys on estimation
performance report that 60-80 percent of all saftwarojects encounter effort overruns [8, 10,
17].

Project success or failure depends on many crifazbrs, such as factors related to the
project, availability of resources, project managamand the external environment [2, 13].
The reasons for project failure can be generallysimered in availability of resources (e.g.
human, financial, raw materials) and changeabhilftthe external environment.
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Moreover, unstable requirements, lack of well-dedirscope, quality of management, and skill
of the employees can cause project failure. Anothetor is that an enterprise which carries
out a few projects can change the priority of theject.

The project requires planning that supports, ameotihgr things, the estimates of effort,
resources, time, etc., which are fundamental toeytine project activities. To reduce project
overruns, there are two ways to approach the pmoblde first way is to increase the accuracy
of the estimates through a better estimation poeesl the second, to increase the project
control.

It is unrealistic to expect very accurate estimateproject effort because of the inherent
uncertainty in development projects, and the complad dynamic interaction of factors that
influence its development. However, even small mepments will be valuable, especially if a
project is connected with the large scale. Moreueate forecasting supports the project
managers in planning and monitoring the projeatjristance in the project price set, resource
allocation or schedule arrangement.

In the case of a significant difference betweemuacand planed project parameters, the
manager should take a decision concerning the nsgpto the change. The response can
regard a support status quo, a correction of diffees, a change of the norms, and also it may
be connected with continuing the actual projectisTdpproach is usually considered in the
research works. The change of project scope caanbéher type of reaction regarding the
performed variations. In this case, it seems ingrarto build the approach that will generate a
set of alternative projects and support the dewisiaker. The alternative project is considered
as a modification of the primary project, that tnmade in different stages of the project life
cycle, e.g. by the definition of the project oriitgplementation.

Rapidly changing expectations related to supporsitngtegic decisions, as well as aiming
to reduce cost and investment risk, result in thednto make a task-oriented decision support
system. Most of the publications have considergparsdely the fields of enterprise and project
management. This results in a separate knowledge bespectively for an enterprise and
project management. Consequently, it implies ttificdlty of implementation of these fields
within a single tool that is used for decision soppHence, there is a need to build a single
model that combines the fields of enterprise amjiegt management, and that provides a base
for making a task-oriented decision support system.

The paper is organized as follows. A reference rhodecerning an enterprise and project
is presented in section 2. Scheduling in a forrthefso-called constraint satisfaction problem
is described in section 3. An example of the apghpavhich presents a possibility of decision
problem specification in the straight and in theerse way, is illustrated in section 4. Finally
conclusions and future research are presentediioge.

2. REFERENCE MODEL

The proposed approach combines the fields of aarmige and project in single platform —
the reference model. This type of approach seerhs tmatural in the case of an enterprise that
executes projects and solves standard decisionagigkioblems. In this way, a knowledge
base is created that in addition to the inferemegies allows more efficient implementation
of decision support system.

It is assumed that the reference model has thetstauof constraints satisfaction problem
(CSB, and it may be described as follows:



CSP = ((V, D), C) (1)

where:

V = {vy, ¥, ..., \} — finite set o variables,

D ={Dy, D, ..., O} — finite and discrete domaitsof variables, wher®; = {d;;, do, ...,

d},

C ={cy, & ..., G — finite set ofm constraints binding decision variables.

Each constraint treated as a predicate can be agesnn-ary relation defined by a
Cartesian produdd; x D, x ... x D,.. The solution to th€SPis a vector ¢y;, thy, ..., dy) such
that the entry assignments satisfy all the congsal. So, the task is to find the values of
variables satisfying all the constraints, i.e.easible valuation. Generally, the constraints can
be expressed by arbitrary analytical and/or logfcamulas as well as bind variables with
different non-numerical events.

Thus, a constraint can be treated as a logicalioalamong several variables, each one
taking a value in a given (usually discrete) domdia solve such a problem stated by the set
of requirements (constraints) that specify a pnoblat hand, the concept of constraint
programming CP) is employed.CP is an emergent software technology for declarative
descriptionCSPand can be considered as a pertinent frameworkdeelopment of decision
support system software aims. The main idea bethiadCP concept is based on subsequent
phases of constraint propagation and variableiloligton [14].

Construction of the reference model requires aergasumptions concerning the structure
of the modelled object and the tasks performed it is assumed that the client orders may be
taken and commenced at any time (possibly addiegéw projects to a set of projects already
in progress). The expenses regarding an order @itk fppm the enterprise’s own means or
from a bank loan. The budget of the project iswigh cash flow budget in the investment
period. The client order is chosen by the profitgbanalysis and technical realizability. The
enterprise receives the order specification withdlent requirements, regarding among others
the scope, price and time completion of project.

The enterprise model can be described by its ressuiThe project model is created from
the requirements of the client. In the model, sqpammeters are determined, among which
a set of constraints and decision variables maydibénguished (Fig. 1). The constraints
connect the variables that describe the capacithefenterprise, as well as the variables that
concern the conditions of project completion. Fastance, the number of the enterprise’s
employees limits the duration of the project.

It means that fulfilment of specified constraintsables project completion according to
client requirements. The enterprise and project ehatbntaining examples of decision
variables and constraints is shown in Fig. 1.



Knowledge bas

Enterprise Project
Decision variables: Decision variables:
- employees, - the starting time of the
- tools, activity,
- logistic resources, - the duration of the
- financial resources, activity,

Constraints
resulting from the
expert knowledge

and / or its

Constraints: Constraints:

- initial amount of - the sequence of activitigs
resources, employees in the project from work
- limited amount of breakdown structure,
resources, - the time horizon of the
- project,

Fig. 1. Enterprise-project model as a common knowtlge base

The assumed model enables descriptive approadietproblem statement, encompasses
constraint satisfaction problem structure and tladlows implementation of the problem
considered in the constraint programming envirorttviime idea behind the proposed approach
assumes the system considered can be representednis of a knowledge baskR). KB
comprises of facts and rules determining the systeroperties and relations linking them
respectively. Taking into account the concept ohstmints propagation and variables
distribution following from the constraint prograrmg languages it is easy to note that any
KB can be represented in a standard form of28E[18].

KB can be specified in terms of a system [5]. Atitiygut of the system are the variables
regarding the fundamental attributes of the olijeat are known and given by the user. In the
consideredKB for the enterprise-project model, there are, faanaple, variables concerning
the amount of an enterprise’s resources or theeprgjtructure. The output of the system is
described by the attributes of the object thatwamenown or are only partially known. In the
considered case, there can be included variabigsdimg e.g. the cost or time of activity, use
of resources or the level of investment performandeators.

Classification of the decision variablesKB as input-output variables is arbitrarily made
and allows the formulation of two classes of staddgueries, in a straight and in a reverse
way, as follows [1, 4]:

- a straight way (i.e. corresponding to the questighat results from premises?), e.g. Does
a given resources allocation guarantee the scheldele not exceed the given deadline?

- a reverse way (i.e. corresponding to the questidrat implies conclusion?), e.g. What
activity duration times and resources amount guaeathe given schedule does not exceed the
deadline?

The above-mentioned categories encompass the diffetreasoning perspectives, i.e.
forward and backward reasoning. The correspondiregigs can be stated in the same model
that can be treated as composition of variablescamdtraints, i.e. assumed sets of variables
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and constraints limiting their values. In that @xif the problem statement of scheduling,
which is specified in terms of CSP, is presentedert section.

3. CONSTRAINTS SATISFACTION PROBLEM FOR SCHEDULING

Given amount of discrete resourcesg specified by (e.g. workforce, tools, moneR)= (ry,
rs, ..., k). Given amountsy, of available resources at the momenttéf H = {0, 1, ...,h}.
Given a projecP; is specified by the set composed eictivities:P; = {A 1, A2, ..., A,}. The
activity A is specified as follows:

A= (st TRy, Tz, Dpy) )

where:
s, — the starting time of the activit;, i.e., the timecounted from the beginning of the
time horizonH.
tij — the duration of the activité;;.
Tp; = P tRij2 - ) — the sequence of moments the activky requires new
amounts of resourcetp;jx — the time counted since the momgpif thedp;x amount of
the k-th resource allocation to the activify;. That means a resource is allotted to an
activity during its execution period:Otp;jx <tij; k=1, 2, ...Z
Tz; = (tZ 1, tzj2, ... 17;,) — the sequence of moments the actidifyreleases the subsequent
resourcestz;, — the time counted since the momentof the dp;x amount of thek-th
resource was released by the actiity That is assumed a resource is released by gctivit
during its execution period: Otg;« < ti;; tpijk <tz k=1, 2, ...z
Dpij = dpj1, dpj2 ..., dpj,) — the sequence of theth resource amountdp;y are
allocated to the activitiy;: dp;« — the amount of thk-th resource allocation to the activity
Aj. That assumes: Ddpjx <ge k=1,2, ..z
The constraints regarding the enterprise includeititial and available amounts of the
resources. Moreover, the project portfolio shoutdcbmpleted within the given time horizon
H={0, 1, ... ,h}. It is assumed the activities cannot be suspemtlegthg their execution, and
also:
— each activity can request any kind and quantity éxaeeding the resource’s limited
amount) of any resource,
— each resource can be uniquely used by an activity,
— the quantity of resource used by an activity carbmtchanged or allotted to other
activity,
an activity can start its execution only if reqdi@mounts of resources are available at
the moments given byp;.
The following activities order constraints are ddesed:
— thek-th activity follows the-th one:

S Tt <Sk )
— thek-th activity follows other activities:
§j thj< Sk
S+ tlij S Sk (4)

S4,j+n + ti,j+n < Si,k

11



— thek-th activity is followed by other activities:
Skt tiks<s;
Skt lik<Sja (%)

Skt k< Sjn

According to (1) the reference model for scheduting be described as follows:
A set of decision variablég

- the starting time of the activity;

- the duration of the activitly;

- resourceg, Tp;, TZ;, Dp,;

V= (s G, 2, TR}, T2, Dpy) (6)

The values sets of variablgds specified by the set of domains:
D= (DSi! Dti! DZ! DTpiv DTZiv DDpi) (7)

Note that for the known values of decision variable.g. for a variable concerning
available amounts afresources), the domain is a set with single elémen

A set of constraint€ includes the constraints regarding an enterpnigk a project, for
instance, the constraints concerning the sequenaetivities, the cost or available amounts of
the resources. Some of the constraints link tHd & enterprise with project, e.g. the number
of available employees.

C ={Cy, G}, where:

Ci:H ={1, ...,h} — the constraint of the project horizéh

C.: s +1;; < s - the constraint of the activities sequence inptfggect.

An answer to the following question is sought: daggven resources allocation guarantees
the project completion by assumed constraints,ifasw what are its parameters?

This question can be expanded to the next, foamims, does a given resources allocation
not exceed the given deadlirkand the given financial resourcgén time unith? It allows a
class of multicriteria problems to be taken intogideration.

The examples regarding the above-described proafempresented in next section.

4. ILLUSTRATIVE EXAMPLES

The example aims to illustrate a possibility @BP specification for decision problem of
project planning in the straight and in the revexsg. It assumes, the activities compete with
the access to the discrete resources. In the erasiphle project with nine activitiés= {A,,
...,Ag} is considered that network is presented in Figd@d lines represent the critical path.

12



Fig. 2. Activity network of project

4.1. Routine queries formulated in the straight way

Example 1

Operation times for the project by the followingisence are determine@i= (3, 4, 2, 2, 3,
3, 1, 4, 5). Moreover, given the time horizdr= {0, 1, ..., 15}, and resourgethat is limited by
26 units. Number of resource is constant in whitee thorizonH. It assumes, an amount of
resource is allocated to an activity at the moneérits beginning and can be released only by
this activity at the moment of its completion. Thequired number of resource from the
database of past projects, which belong to the sdass as considered project, is determined.
The resource according to linear function is caltad as followsdp = 2 + 2 -t;. Thus, the
sequence of the resource amouwailscated to the activityis following: Dp = (8, 10, 6, 6, 8, 8,
4,10, 12).

The order constraints according to the activitywoek of the project and formulas (3), (4),
and (5) are following:

Cszs+t, Giszs+th, G225+, Cls2s s, G s>+, Col s> su ty,

Crg>s+ts.

The considered problem belongs to the class ofaitgit” ones where for a given
parameters describing the enterprise-project sy#temactivities schedule is sought. It reduces
to the following question: is there, and if so, Wwkam does a schedule have that completion
time does not exceed the deadlitheand that fulfils the resource constraints? Nbtednswer
to above-mentioned question is connected with detgtion of the starting time of the
activity s, where < § < 15;j =1, 2, ..., 9.

The obtained solution follows from model implemeiata in the CSRbased reference
model and programmed in Oz Mozart. The first adiibiessolution has the following forng
= (0, 0, 3, 4, 4, 5, 8, 6, 8). The project scheduldilled all constraints imposed by an
enterprise capability and project requirementprésented in Fig. 3.

13
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Fig. 3. Gantt’s chart of project

The level of resource usage containing the assueslrce’s limit in the time horizon is
illustrated in Fig. 4.

30

25

20
15

10

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Fig. 4. Gantt’s-like chart of the resource usage

Example 2

Given the projecP specified by the same activity network, time honizdurations of the
activities, and amount of the resource allocatethéoactivity as in Example 1. However, the
new limit of resourcer(< 20) is considered.

The considered problem also belongs to the classtiafight” ones, and it can be reduced
to the following question: is there, and if so, Wwkam does a schedule have that completion
time does not exceed the deadliheand that fulfils the resource constraints?

Similarly to the previous case, the solution resit a determination of the beginning
moments of the activities;, however regards smaller amount of the resource.tts
constraint, the set of admissible solutions is gmphis means there is no schedule. Thus,
there is a possibility to reformulate the considepeoblem by stating it in a reverse way, i.e.
the way aims to search for decision variables (amount of resource for the activity)
guaranteeing that the completion time of the prtojlees not exceed the assumed deadiine
This way is considered in next subsection.

14



4.2 Routine queries formulated in the reverse way

Given the projecP specified by the same activity network, time honizdurations of the
activities and limit of the resource £ 20) as in Example 2. Amounts of the resource atkdt
to the activities are not known, however the caistrdetermining the amounts is given.
According to the database of past project, thetiogiship between an amount of the resource
and a duration of thigth activity has been determined as follodp: = a + b- t;, wherea = {1,

2} andb = {2, 3}.

Taking into account above-mentioned assumptiores,ptioblem reduces to the question:
what amounts of the resource allocated to the iieBwlp guarantee that completion time of a
schedule does not exceed the deadtinand resource limit?

In order to response to this question the valugbefollowing sentences are soudbp =
(dpy, ..., dpg) and S = (s, ..., S9). The reference model encompassing assumptiomenf t
considered example was implemented in Oz Mozargnaroming environment, and the
obtained solution is followingbp = (7, 9, 5,5, 7, 7, 3, 9, 11) a’k¥* (0, 0, 3, 4, 4,5, 8,7, 9).
The project schedule fulfilled all constraints regented in Fig. 5.

A9 ﬁ
A8 | I
A7 | |
A6 | I
A5 | I
A4 | I
A3 | I
A2 )
i —
0 2 4 6 8 10 12 14

Fig. 5. Gantt’s chart of project

The chart illustrating the changes of resource esagy assumed resource’s limit and the
time horizon, is presented in Fig. 6.

25
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15
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1 2 3 4 5 6 7 8 9 10 11 12 13 14

Fig. 6. Gantt’s-like chart of the resource usage
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The assumed ranges of decision variables and edmstdetermine the possible values of
sought parameters. The result is a set of feasdigions in time unih. This set can be empty,
or with one or many solutions. Note that the numiifegenerated solutions depends not only
on the knowledge base, but also on a user-declgradularity of solutions in constraint
programming languages such as, for instance, ILOGzoMozart [15].

5. CONCLUSIONS

In the present, changeable business environmeitkrggss of response to customer needs
or pressure on innovation and effective cost mamagé determine the success or failure in the
struggle for market position. This forces more €reqt and larger-scale changes in
contemporary organizations. The answer to these ctellenges is the application of the
principles of project management. In the case afjgots carried out on a client order,
erroneous estimation of expenditures and projeatllitees may result penalties being accrued,
as agreed upon in the contract or covering thesasgh the company's own money. A wrong
decision may worsen the liquidity of an enterpregeeven lead to its bankruptcy. In this
situation, it seems extremely important to suppeetdecision maker.

The proposed approach assumes a kind of referendelrencompassing open structure,
enabling one to take into account different softsvariables and constraints as well as to
formulate straight and reverse kinds of projechpiag problems.

Since a constraint can be treated as a logicaliorl@among several variables, each one
taking a value in a given (usually discrete) domdire idea ofCP is to solve problems by
stating the requirements (constraints) that speaifproblem at hand, and then finding a
solution satisfying all the constraints. Becausé&otleclarative nature, it is particularly useful
for applications where it is enough to stateathas to be solved insteadtafwto solve it [1].

The advantages of the proposed approach includepdksibility of the description of
enterprise and project management in terms of avletlge base. Moreover, in the presented
approach it is possible to obtain a set of feasiblations in the different phases of the project
life cycle. This is especially attractive in thesahce of the possibility of continuing the project
in its primary form and can support the decisiorkenan choosing the alternative project.

Further research focuses on the presentation ofnibdel reference for the project
management problem in a dynamic form, taking intxoant the subsequent project
management functionality and assessing their impadhe set of feasible solutions. It should
also define criteria for evaluating project altdivies, and carrying out verification of the
knowledge base of described object.
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COMPUTER AIDED FMS MACHINE TOOLS SUBSYSTEM
SELECTION USING THE EVOLUTIONARY SYSTEM
OF MULTICRITERIA ANALYSIS

Abstract

One of the key problems in the area of flexible ufacturing systems (FMS)
design is a problem of proper design of manufanmsubsystem and especially
the machine tools selection. Although the probleenss to be simple, in fact it is
difficult to solve because of large variety and bemof parameters and also
brief foredesign which are highly influential fdret decision. This study shows
possibility of implementation the Evolutionary ®ystof Multicriteria Analysis
<ESAWS> for defining the importance of solutionglie process of casing-class
FMS machine tools selection.

1. INTRODUCTION

One of the key problems in the area of Flexible Macturing Systems (FMSs) design
is a problem of manufacturing subsystem design asgecially machine tools selection
for designed FMS. It is the first and very impottestep which determines the system
effectiveness to large extent. The proper selectibrmachine tools subsystem could both
significantly minimize investments for constructices well as lead to minimization of costs
of system operation or make the most of machinexebVer the purchased machinery stock
directly determines the efficiency, automation afiexibility level of the whole FMS
and the result of this step is a foundation foigiésg the residual subsystems of flexible
manufacturing system [21].

Although the problem seems to be simple, seledfgrroper machine tools for designed system
is not an easy one. The basic resource of thegrold a great variety and number of parameters
and also complexity of design conditions which aeed to be taken into account during the
selection process. Therefore appears the necedsising the formalized optimization methods
which assist to find the best solution in the psscef FMS machine-tools subsystem design.
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When taking into account that machine tools salacgirocess is realized using more than one
criterion of evaluation of solutions — the usefid enethods of multicriteria analysis [9,17,24].
Various researchers have studied to determine tlimbte equipment for the different
manufacturing facilities using mathematical modaksyristic algorithms and MCDM methods.
Some of them have been focused on machine toddtieeledirectly. Several studies regarding
the machine tool selection problem can be giverfolews. Lin an Yang [12] presented
a machine selection model from a range of macHuorethe manufacture of particular part types
using the AHP method. Tabucanon et al. [20] deedoa decision support framework
for selecting the most appropriated machines kitfle manufacturing systems (FMS). Atamani
and Lashkari [2Heveloped a model for machine tool selection aretaijpn allocation in FMS.
Wang et al. [22] presented fuzzy multiple attributiecision making model to select
the appropriate machines for FMS. Fuzzy techniqueofder preference by similarity to ideal
solution (TOPSIS) presented Onut at al. [16]. Ar®aal. [1] presented a muliti-criteria weighted
average (MCVA) method for machine tool selectionuitakul [23] proposed a model linking
machine alternatives to manufacturing strategy rfeeichine tool selection. In that study,
evaluation of machine tool alternatives was modelonsidering strategic implications
of the machine tool selection decisions by usirgy AP method. Ayag and Ozdemir [3] used
the fuzzy AHP technique to weight the machine at#rnatives under eight main and nineteen
subcriteria and then carried out benefit/cost ratialysis by using both the fuzzy AHP score and
procurement cost of each alternative. By using shme criteria again, Ayag [4] proposed
a hybrid approach, which integrates the AHP withudation techniques, to determine the best
machine tool satisfying the needs and expectatiéres manufacturing organization among set
of possible alternatives in the market. Mishra lef®3] suggested a fuzzy goal-programming
model having multiple conflicting objectives andnstraints pertaining to the machine tool
selection and operation allocation problem, andl asseandom search optimization methodology.
Chan and Swarknar [6] presented a fuzzy goal pnogriag approach to model the machine tool
selection and operation allocation problem of FMB.ant colony optimization based approach
was also applied to optimized the model. Cimrealaf7] proposed a decision support system
for machine tool selection using the analytic higng process. Dagdeviren [8] presented
an integrated approach which employs analytic hitesaprocess (AHP) and preference ranking
organization method for enrichment evaluations (RRROHEE) together for the equipment
selection problem. Selection of a machine tool FMS using ELECTRE Il presented
Balaij at al. [5]. Rao and Parnichkun [18] presdnée methodology based on a combinatorial
mathematics-basede decision method for evalualiemative flexible manufacturing systems.
Although there were a number of publications ewaigathe machine tools alternatives
in the literature, many of them have been prepasaty the MCDM methods considering human
judgments, tangible, intangible and multiple ci@er In this paper the possibility
of implementation the Evolutionary System of Muitieria Analysis for the defining
the importance of solutions in the process of empslass FMS machine tools selection was
shown. In particular, the issue of the process aichine tools selection, the essence
of Evolutionary System of Multicriteria Analysis @rsolutions of the process of defining
the importance of solutions for selected decisimblem were presented.
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2. THE ALGORITHM OF THE PROCESS OF CASING-CLASS FM S
MACHINE TOOLS SELECTION

The process of selection of machine tools subsykienesigned casing-class FMS
is implemented using the assumptions of the metbggi@resented in works [9,19]. The
selection is realized according the four-stagesrafgn presented in fig. 1.

STAGE |

Acquisition and processing

of information about machine
tools, representation of design
knowledge, development

of technological assumptions
for the products

to be machined in FMS

Record of design knowledge
about products to be machined
in the FMS

Record of knowledge about
machine tools

Development
of technological process
of the synthetic product (SP)

Elimination of machine
tools based on ,critical”
STAGE Il criteria
Elimination of machine tools
that do not meet the critical
technological-organization
conditions Generation of matrix
of machine tools’
technological capacity

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,t ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

STAGE Ill Development

. of ,technological paths”
Deyelopment of PC?SSIble for the synth?etic p?oduct
variants of machining of the
synthetic product, quantitative *
choice of machine tools for the
particular variants

Quantitative selection
of machine tools for particular
Jtechnological paths”

STAGE IV ¢

Optimisation analysis of the Selection of machine tools
particular variants selection (»technological path”) according

of machine tools in accordance o optimisation criteria
with the adopted optimisation
criteria STOP

Fig.1. Main algorithm of the methodology of machindools selection in casing-class FMS
[9,19]

The first step in the process of selection is ttepgaration of a record of knowledge about
all machines tools from among which the choiceoidbé made O = {9 0,... o} = {0},
products to be machined in the FMS being designed W, w,, ..., W} = {wg}
and development and saving of technological prootse synthetic product (SP).

In the second stage elimination from the O databzEséhose machine tools that are
incapable of producing the parts that are to behinad in the system, based on certain limit
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criteria (“critical” criteria) is realized. In aocdance with the adopted assumptions, we should

eliminate from the database those machine toots tha

1. Do not meet the limit conditions resulting from tteehnical parameters of products to be
machined in FMS.

2. Do not meet the limitations imposed by the user /@ndlesigner of the flexible
manufacturing system.

3. Do not have the design-technological capabilitespérform the machining operations
provided for realization within the process of miatturing.

Those machine tools that ,remain” in the databdser the stage of elimination constitute
of set of machine tools that are taken into comsiiten at further stages of selection (X
= {Xli X2,... Xm} = {X k})

Machine tools which meet the critical condition® @aved in the set of technological
machines X={x, X,... Xn} = {Xx}. On the base of X set and the developed
technological process of synthetic product thg P-1] matrix of machine tools capabilities
is generated. The matrix defines which of the maehools has the ability to realize specified
cut from the technological process of WS.

In the stage three the generation of technologizhs and the quantitative selection
of machine tools for particular technological paithsealized. Technological paths determines
possible ways of going the synthetic product thiotlie system, i.e. following machine tools
which realizes following cuts in the technologipabcess of WS. Technological paths and the
results of quantitative selection of machine toelbich is realized using the method
of balancing the burden level of particular machioels with the manufacturing tasks forms
solutions to be analyzed in fourth stage of methagio

The last step in the process of selection is acehttie best solution using the accepted
criteria of evaluation. The optimization criteridarfget functions) in presented model
are as follows:

1) Minimisation of total costs of machine tools aisifion and operation (per annum)
calculated using formula (1):

Fi(M,) = {LI(C, * ) +ky ]} — min (1)

where: L, — number ofk machine tools, £— total purchasing price df machine tool, & — annual
depreciation rate & machine tool, k— average annual cost of service kanachine tool.

2) Minimization of time of machining (throughputnte) of synthetic product (exclusive
of inter-cut transport and storage operations timedlculated using formula (2):

Fl(M y) :{[max( twnk ;twpk ) + t].k]

. )
+ z{/‘ * max(twnk ;twpk ) + [(1_ /1)* twnk ] + tjk}} - min
j=2
where:
valuei assumes the following values:
4210 , when cut; is realized on the same machine tool assgut
1 , when cu; is realized on another machine tool thandgyt

twnk —tool change time ,from chip to chip” damachine tool,.f, - technological palette change
time onk machine tool, {t — unit time of realization of first operations teechnological process
of synthetic product ok machine tool,t — unit time of realization gfcut onk machine tool.
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3. STRUCTURE AND CHARACTERISTICS OF THE EVOLUNTARY
SYSTEM OF MULTICRITERIA ANALYSIS

To solve the task of optimization defined in sett® (stage 4) the Evolutionary System
for Multicriteria Analysis <ESAW> was used. The ®m takes advantage of many different
cooperating with each other methods and enablegetterate one solution or small set
of solutions, optimal in Pareto sense which arenmath sensitive for changing the preferences
for criteria given by experts [14].

The Evolutionary System of Multicriteria Analysisas built taking into account the internal
features included both into analyzed values of tswis and parameter given in percentage.
Values of evaluation of solutions decide of positaf ideal vector, which is a basic reference
point in the Compromise Solution Determination MethThe indistinctive interval given in
percentage enables filtration of solutions usirgyWmdifferentation Interval Method. The final
effect of filtration depends both on the definedueaof indistinctive interval and mutual
position of analyzed valuation of solutions in tmieria space [15].

The Evolutionary System of Multicriteria Analysiscludes following methods: the Boundary
Value Method (BVM), the Ideal Point Definition Metth (IPDM), the Undifferentation
Interval Method (UIM) and the Compromise Solutioatermination Method (CSDM) (fig. 2).

+ Boundary Value Method (BVM)
BVM eliminates undominated solutions, which valegsate are located on the extreme
border of set of undominated solutions along ortiad directions of components
of criteria vector — i.e. values of solutions whidétermine the corner points and these one
which are located in its neighborhood [14]. Thduga of solutions which determine
the corner points usually defines the ideal valided] vector), so its elimination causes
necessity of determining new ideal vector. BVM v&i0a wide range similar to formulated
in an area of one-criterion and multicriteria optiation task of satisfaction [15]. In a task
of multicriteria optimization occurs the vector gat function F(x) = [HX), Fx(X), ...,
F,-(x)]T, it is needed to specify satisfactory valued. (wherej UJ = {1, 2, ...J}
is a number of target function). The task of satiibn assumes the shape as follows:

FG)=satF(x) (3)

fg in task min F;(x), jO0J =1

IN

F.
sDaxtF(x): ! o
h F, 2 fg in task min F,(x),j0J =11

1 J

where: F —j component of the target function, x — vector ofisien variables, - j satisfactory
value of crierion, xs — vector of decision variabfer which the target function F(x) take
the favourable value in comparison with previoussiected satisfactory value.

* ldeal Point Definition Method (IPDM)
In the IPDM method the situation is reversed. Isyaoposed to treat the referential point
which is the positive standard as a new ideal pdhetepted ideal point chooses from
the set of valuations of undominated solutionsahieset of valuations of solutions which
satisfy the conditions that any of component valuiéisnot be adequately lesser (or larger)
than the value of component of ideal point (depemdf the task is the minimization
or maximization one).
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ANY NEW
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1

DETERMINING THE SUBSET OF COMPROMISE
SOLUTIONS USING THE COMPROMISE SOLUTION
DETERMINATION METHOD (CSDM)

FILTRATION CSDM

DETERMINING THE SUBSET
OF REPRESENTATIVE SOLUTIONS
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OF DATA?
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OF DATA?

T T
S5 XANALYSIS IN SPACE OF DECISION SR
hatetetele! KRR
S S S ARIABLES S5 5355005050505

INDICATING THE PREFERENTIAL SOLUTIONS
STOP

Fig. 2. Block diagram of the Evolutionary System oMulticriteria Analysis [14]

There is, of course, possibility of simultaneousgghis two mentioned above methods
of selection: BVM and IPDM. The selection of setunfdominated solutions with accepted
positive standard as a new ideal poifttalad satisfactory valueswWas presented in fig 3.
Using the inverse criteria in the multicriteria brsés causes that the elimination
of solutions, which have very small values one congmt, leads simultaneously
to rejecting this solutions with have big or verg kalues of different components.
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Fig. 3. Selection of the set of undominated solutis (O) using simultaneously BVM
and IPDM methods, ® — ideal point (P1),0 - new PI, ®- valuation of the solutions
which meet the new ideal point3#- satisfying valuation (OS),®- valuation of solutions
which meet the OS X- valuation of solution which meet the OS and newdeal point [15].

« Undifferentation I nterval Method (UIM)

The selection using the UIM method was realizedating to valuations of undominated
solutions. Elimination of elements of subset usesthe idea of optimality in the sense
of undifferentation interval which is based on thdea of modified mutation.
The multicriteria analysis of undominated solutioiss realized in the criteria space
and pursue to find if the value of mutated solutftmade worse”) by the accepted interval
of undifferentation Ul still remains as an undont@th solution and will be added
to actually created set of undominated solutionscdse of minimization of criteria, the
element x(1Q will be undominated in the sense of undifferentatinterval if and only
if in the Q set there is not an elemerit that for each.LIN,

when F (x")20: F(x")<F/(x") proceed (1+ E(')\IOI YF(X™) > F(x%)
(4)
when F,(x")<0: F,(x")<F,(x") proceed (1—%)Fl(x")>F|(x*)

where:Q — non-empty set of solutions optimal in Pareto sens

The situation where the elementis eliminated, because after the mutation of vizua

of this element about the value of selected inleofaundifferentation PN so it gets into
the domination cone with the top in F()point was presented in fig . 4a. The case when
both of solutions X and X are undominated elements in the sense of undifiation
interval method are presented in fig. 4b.
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Fig. 4. Graphic visualization of (4) condition incase of two-criteria minimization [14]

Compromise Solution Determination Method (CSDM)

This method tends to finding “the best solution” smbset of “the best solutions” using
the analysis of domination relations in the setvettor values of indexes. In tasks
of selection the decider has at his disposal caimpet of acceptable solutions and theirs
valuations and is not able to make new solutiorerdfore the operation of intersection
applies to components of valuations of generatadpcomise solutions and components
of the ideal point. Received in this way new idgaints, called following-up ideal points,
fulfill the function of reference points during tinext multicriteria analysis. The operation
of intersection allows to get many reference pointsich are the base for generating
successive compromise solutions. To visualize thg of operating the CSDM method,
the situation, where the analyzed set of undoméhagelutions is an unseparately
one and is composed of two subset3" ¥nd Y°? was presented in fig 5. The subset
of valuations of compromise solutions reflects shape of analyzed set of valuations even
in case if it consists of two subsets.

Fy(x) & 1
? D1
023 Y
4
5
o2 Oo 6 7 yD2
5 910
o} 1
O 1213
_——00.e Y
Fo Fo1 Fo3

F\(%)

Fig. 5. An example lay-out of valuations of compnmise solutions [15].
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4. PROCESS OF DEFINING THE IMPORTANCE OF SOLUTION
IN THE PROBLEM OF FMS MACHINE TOOLS SELECTION

Using the methodology presented in section 2, tteegss of machine tools selection
for the task formulated in paper [10] was realizéds result of execution stages I-lll
the solution in form of 36 different technologicgdaths M={M;, M, ..., Msg}
with corresponding values of target functiongMr), F,(M,) were received. The values
of target functions connected with the solutiores @iesented in tab. 1.

Tab. 1. Values of target functions in realized expanent of selection

Symbol Value of target function Symbol Value of target function
(number) F,(M (number) F,(M
of solution [;(ek.ﬁ) FoM,) [ of solution [;(ek.lel) Fo(M,) [24]
M 33482 3553 054,74 M 19 33029 4 306 080,641
M, 33675 3 765 964,99 M 5o 33222 3901 027,01
M3 33597 3548 251,65 M 33144 3548 251,64
M4 33 445 3905 830,1(0 M, 32992 4 658 855,994
Mg 33712 3413 189,64 M3 33 259 3 548 251,64
Mg 33 560 3901 027,01 M, 33107 3901 027,01
M 33565 3535 561,8(¢ M 55 33112 4 288 587,64
Mg 33 758 3 395 696,7(¢ M 56 33 305 3530 758,72
Mg 33 680 3530 758,72 M, 33 227 3530 758,74
M 10 33528 3535 561,8( M ,g 33075 4 288 587,64
M 11 33795 3 395 696,7( M 59 33342 3530 758,74
Mo 33643 3530 758,72 M 39 33190 3530 758,72
M3 33638 3 468 319,36 M 31 33185 4 221 345,26
M 14 33831 3681 229,62 M 3, 33378 3 816 291,64
M1s 33753 3463 516,28 M 33 33 300 3463 516,24
M 16 33601 3821 094,72 M3, 33148 4 574 120,64
M7 33 868 3 328 454,26 M 35 33415 3463 516,24
M 1g 33716 3816 291,64 M 36 33 263 3816 291,64

The lay-out of received solutions according to ghted target functions was presented
in fig. 6.

A multicriteria analysis was realized using the Etionary System of Multicriteria
Analysis according to algorithm presented in secBo(fig. 2). In the first step the optimal
in Pareto sense solutions were determined. This@#hins 10 elements as followss,Mg,
M17, M191 M211 M221 M24, M281 M3Oi M33'

In second step the selection using the Undiffetemtdnterval Method (UIM) was realized.
There were accepted values of interval of undiffeaton as follows: PN = 0% according
to the criterion KM,) and PN = 1,0% according to the criteriop(\F,). Non-zero value
of interval of undifferentation according to theiterion F(M,) was accepted as a result
of possible inaccuracy of calculated target fundiowhat follows from rounding
and differences in rates when calculating the prafepurchasing the machine tools. As a result
of realized analysis using the UIM method the resgisubset was limited to 7 elements. This
are: M5, Ma7, Mag, Ma1, Moz, Mg, Ms3,
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Fig. 5. Lay-out of solutions according to calculate target function

In third step, the filtration using the CompromiSelution Determination Method was
realized. The metrics both min-max and min-max withight with different preferences
of analyzed criteria were used. The results of ymea were presented in Tab. 2. It is worth
to pay attention that to find the degree of seveitess each of solution, the weights from 0,2
to 0,8 for each of criteria have been taken.

Tab. 2. Results of filtration using the CSDM method
No. Preferention weights |  First compromise Subset of clompromise
Yaoy=1 solution solutions

1. | @-0,=05 Ms Ms', M3z, Myy,

2. ®=0,6; 0,=0,4 (%3 Mg, M 33, Moy,

3. ®=0,7; ®%,=0,3 Ma3 M a3, Ms, My

4. ®=0,8;, ®,=0,2 Ms3 M3z, Mg, My

5. @ =0,4; ©,=0,6 M7 M1z, M5, M 33

6. ®=0,3; 0,=0,7 M7 M7, Mg, M3

7. ®=0,2; »%,=0,8 M7 M7, M5, M 33

* - preffered solution — present in each of compEtsolutions’ subset

In fourth step the subset of representative salstiwas searched. Analysis of the results
presented in tab. 2 showed that solutions aid My exists in each of determined subset
of solutions, solutions M and My appeared three times and the,Molution appeared
one time. Ipso facto the realized analysis in tlpace of decision variables showed
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that received solutions Mand Ms; are characterized by the minimal sensitivity of rafiag

the weights of particular criteria and taking irgocount major assumptions of Evolutionary
System of Multicriteria Analysis — they are preéatr solutions (with the same degree
of importance). The final decision of about solatghould be done by the designer taking into
account particular analysis and criteria of indiatl preferences according to received values
of target functions.

5. CONCLUSIONS

Decision support systems should help the designfind the optimal solution among many
possibilities for the defined decision task. Iteispecially highly important, when the quality
of analyzed variants of solutions is described withny criteria and the decision problem
is burdened with the high risk of non-objectiveeria when taking the decision.

One of the more important problem in the area oflenn manufacturing systems design
is a question of proper machine tools (technoldgibachines) selection. When take into
account that in the process of machine tools delecthe relation between objective
and subjective criteria is 20 to 80 [11] and theick should be done considering some
or several frequently inverse criteria, the need sefrching methods which maximize
the objectivity of taken decision.

In this paper the possibility of implementation tBe®olutionary System of Multicriteria
Analysis <ESAW> for the defining the importance saflutions in the process of casing-class
FMS machine tools selection was shown. Resultgaifzed analysis shows that the <ESAW>
system allows to find among the number of analyzeldtions few (or sometimes only one)
proffered solutions from the selected criteria wélaation point of view. Thanks to fact that
the selection process is based onto internal festaf solutions’ set — the preferred solutions
are characterized with the “immunity” for subjeetieriteria of decider’s evaluation.
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Genetic Algorithms, Genetic Programming, Adaptivechanisms

Juraj SPALEK Michal GREGOR"

ADAPTIVE SWITCHING OF MUTATION RATE FOR
GENETIC ALGORITHMS AND GENETIC
PROGRAMMING

Abstract
The paper concerns the application of Genetic Atgors and Genetic
Programming to complex tasks such as automatedjnlesi control systems,
where the space of solutions is non-trivial and ntaytain discontinuities.
An adaptive value-switching mechanism for mutatate control is proposed.
It is shown that the proposed mechanism is usefpkéventing the search from
getting trapped in local extremes of the fitnesslkcape.

INTRODUCTION

Genetic Algorithms represent a well-known optimizatmethod recognized in particular
for its flexibility in representation of solutiorend for its ability to produce reasonably fit
results in a reasonable amount of time. Genetigmaroming applies the theory of Genetic
Algorithms to evolving computer programs, usuadipresented by syntactic trees.

There is a multitude of research papers that aimpzove convergence and robustness of
both methods. Some of these concentrate on paraemtéol, that is to say on setting and
modifying various parameters of the algorithm.

This paper presents an adaptive value-switchinghar@sm for control of the mutation
rate, which aims to decrease the probability tihat $earch will become trapped in local
maxima by increasing mutation probability to a higlue once such scenario is detected.

GENETIC ALGORITHMS AND GENETIC PROGRAMMING

Although the methods in question are relatively Iw&lown, let us first present some
fundamental information about both — Genetic Algoris (GA) and Genetic Programming
(GP).
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Genetic algorithms represent one of the several padational techniques based on
simulation of evolution, a process based on thecplie of natural selectionthat is, on the
survival of the fittestThe genetic algorithm operates on a populationdif/iduals.

The individuals represent various solutions of ec#fir problem. The main principle of the
algorithm is as shown in figure 1.

The first step is to generate the initial populatie this typically involves generating
a group of random individuals. The next step ipésform evaluation of those individuals,
which enables the algorithm to compare the indialduo each other and, furthermore, to
introduce the survival of the fittest: the indivads with the best scores (also knowrfitgess
in the genetic algorithm terminology) are the nlis&ly” to participate irreproduction that is,
in forming the next generation. This is analogaughe natural selection process, in which the
fitter individuals have greater chance to surviud & reproduce.

Stopping the evolution

in case the defined
conditions are met \

Selection

Generation of | Evaluation of

the initial A
population the individuals

Reproduction

— Mutation — Crossover &

Fig. 1. The general principle of genetic algorithms

9 0 )

Fig. 1. A simple example of a syntactic

Genetic programming (GP) is a technique developgdJbhn Koza (seeGenetic
Programming: On the Programming of Computers by heaf Natural Selectioffl]). It
applies the theory of Genetic Programming to ttsk t@af evolving computer programs. The
main idea of Genetic Programming is the way in Wwhice individuals are represented — by
syntactic trees (also known as parse trees). Fghofvs a simple example of a syntactic tree

that codes the expressi x.y+ Inx.

* However, we usually refrain from directly choogithe besh individuals as that tends to reduce
diversity, which leads to getting trapped in a laodareme.
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For syntactic trees crossover is usually done bgpping 2 randomly selected sub-trees of the
2 parent individuals, while mutation may be impletegl by replacing a randomly selected
sub-tree by a newly generated one. For a moreleeétatroduction to the problem refer to [1]
or [2].

THE ARTIFICIAL ANT PROBLEM

The artificial ant problem described by John Kazdlj is essentially a trail-following task.
The actor — an artificial ant — is supposed to gat@ in an environment following an irregular
path consisting of pieces of food which it colledke ant has very limited sensing capabilities
— it only sees a single tile right in front of iohn Koza successfully solves the problem by
applying Genetic Programmihg

In our work we have set some additional requiresienncerning the form of the solution
— the evolved controller should, when executedirrethe action that the ant is to execute next
instead of calling functors that directly execuie tiction and wait for its completion. The set
of terminals contains persistent variables andctir@roller has access to a pre-set number of
its previous inputs and outputs.

Controllers based on such mode of execution sedra tauch more difficult to evolve than
those originally proposed by Koza. The search Ugggts trapped in a local maximum from
which it is often unable escape.

EXISTING APPROACHES TO PARAMETER CONTROL

In some applications based on the theory of gemdgiarithms, the optimization task may
be so difficult — with a complex space includingr@at number of local optima in which the
search process can get trapped — that additioclhiggues may be required to find the global
optimum. Genetic programming does in a multitudetaxtks serve as an especially good
example of the problem, as it evolves computer aog and it is obvious that two very
similar computer programs may produce drasticalffeent results and thus the space of
solutions is highly complex.

Among the approaches that aim to prevent gettimgpied in a local optimum are adaptive
schemes that observe various parameters of thetalgoor the search process itself and using
the observed values adapt some of the parametkesapproaches to parameter setting can
basically be divided into the following categori8§ [4]:

« static parameter control,

« dynamic parameter control,

» adaptive parameter control,

« self-adaptive parameter control.

Static Parameter Control

The common feature of approaches falling into tlaitegory is that the setting they provide
remains constant for the entire duration of thelwianary process. There are many works
analysing the problem of finding optimum settings farameters like mutation probability and

T See [1] for detailed information about the saluti
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crossover probability. Some of these are listed3in e.g. the work of Muhlenbein, which
proposes the following formula for the mutation pability:

pn=1/L, ()

where L is the length of the bit string by which the indwval is represented.
Dynamic Parameter Control
As stated in [4] dynamic parameter approaches #jlgiqorescribe a deterministically

decreasing schedule over a number of generatiodspaovides a formula for mutation
probability derived by Fogarty:

1  0.11375
+ 1

— 2
24C 2 @

pa(t)=

wheret is the generation counter.
Articles [3], [4] both refer to a more general eegsion derived by Hesser and Méanner:

[{ /lt
ex
\f , 3)

whereqa, g, yare constants} is the population size artlis the generation counter aLlis
again the length of the bit string.

Adaptive Parameter Control
Adaptive parameter control techniques monitor tearch process itself and provide

feedback. Some examples can be found in [5]. Theoasi propose the following formulas for
crossover and mutation probability respectively:

(4)
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where f is the fitness value of the individual to be methi ¢’ is the larger of the fitness
values of the individuals to be crossed ik,dand k, are constants. It is required ttk, :and
k, be less than 1.0 in order to constrginand p_ to the range o<0,]> .Thep =k, f'<f

and p =k, f<f expressions are to prevent crossover and mutgtfobabilities from

exceeding 1.0 for suboptimal solutions.
Authors of [5] also observe thp and p are zero for the solution with maximum fitness

and that .=k for t'= f, while p_=k, for f= f. For further details and for information
concerning setting the values of the constants tefgs].

Self-adaptive Parameter Control

When using the self-adaptive parameter control @gagr, parameters such as mutation rate
and crossover probability of each individual aret phiits genome and are evolved with it. As
stated in [4], the idea behind this is that a gpadameter value will provide an evolutionary
advantage to the individual. For further referesee [3] or [4].

ADAPTIVE VALUE-SWITCHING OF MUTATION RATE
Motivation

Most of the existing parameter setting mechanisasspresented in the previous chapter,
either focus on setting GA-specific parameters aghkength of the bit string (e.g. rule (1)), or
are not adaptive (e.g. (2) and (3)). The adaptieehanism described in [5] (formulas (4) and
(5)) seems more fit to the task because it implasmeartain form of convergence detection
based on comparison of the maximum and averagesftmalues. However this approach does
little to solve the problem of getting trapped itoaal optimum as the method does not discern
between local and global optima.

Furthermore — as mentioned hereinbefore — equat)rsnd (3) assign the best individual
zero crossover and mutation probabilities, whilsigring high probabilities to less fit
individuals. The reasoning behind this is thatldss fit individuals can safely be disrupted by
high mutation rates and recombined by crossoveus(temploying the solutions with
subaverage fitness to search the space [5]), Wigldighly fit individuals should be preserved.

However, such approach has a very obvious downsghdeh the authors do not seem to
address — the highly fit individuals obviously caint the most excellent genetic material
available and by disallowing mutation and crossdeethese individuals the genetic code they
carry becomes isolated and is not used to geneeatesolutions.
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Description of the Proposed Adaptive Mechanism

The idea that the most fit solutions should surwvessover and mutation unmodified is
valid, yet that feature can be enforced by usiriiset*. Keeping that in mind we propose a
different adaptation scheme in order to addressother issues. The main idea is that the
mutation probability should be increased to a highue when the search has become trapped
in an extreme so as to provide the search procéissyew genetic material some of which may
previously have been unavailable. To determine kdrethe search has become trapped the
adaptive mechanism observes the change of avatagssfin time.

To describe the solution in more detail — the atgor works with 2 values of mutation
probability — the normal value and the high vallibe algorithm switches from the normal
value to the high value once the trigger critedativates.

The trigger criterion itself is based on a meashia¢ we will herein term delta sum

A4S = a4, + % , ®)

where 45 is the delta sum in generatiinand f, is the average fitness in generatiand «

is the feedback coefficient (the experiments haentcarried out fcg = 0.4).

If the delta sum is lower than a pre-set valueafpredefined number of generations, that is
to say the increase of average fitness in theftagtgenerations is low, indicating that the
search has become trappedthe mutation probability is set to its high \@lso as to provide
the search with new genetic material. As mentiobefbre, when used in conjunction with
elitism it is guaranteed that the best solutionasdestroyed by the high mutation probability.

The mutation probability is reset back to its nore@ue when at least one of the following
conditions is true:

- the average fithess increases enough to produdiicently large delta sum;
« the maximum fitness increases;

« mutation has been set to its high value for atInagenerations.

The n-generation limit is to ensure that the activatitmes not go on indefinitely (with the
high mutation probability it is not very likely théhe average fitness will increase enough to
satisfy the first condition and maximum fitness nmay increase as well).

It has been observed that average fitness typicibreases when the criterion activates
because the search process is to a large extampwid by the high mutation probability.
However after tha-generation limit forces the mutation rate backsmormal value, average
fithess tends to increase rapidly, thus usuallyingpaway from the local extreme.

Experimental Results

Several experiments have been carried out — Figh@vs performance of the search
algorithm with the AGA adaptive mechanism propose¢b] with constants set according to

T The best individual is copied to the next genenatinmodified.
§ This may also indicate convergence to the glosiimum, it is, however, hardly possible to tetl
and local maxima apart unless the algorithm is idiexwith additional problem-specific data.
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recommendations. It also shows performance of #dachk algorithm without any adaptive
mechanism and with the adaptive mechanism proposéhis paper. The maximum fitness
value achieved is shown for each of the 5 runsalysgol.

As shown, search achieves suboptimal results whening with no adaptive mechanism.
This can be ascribed to its inability to escapemfrtbocal extremes. With no adaptive
mechanism the search has not found the global aptiffitness = 89) in any of the 5 runs.

As expected, the AGA mechanism has caused furtsteridration and its results are even
worse than those produced in the previous case.

The Value-switching adaptive mechanism proposethim work improves the process of
search — in 2 of the runs the global optimum ismfhuyet in certain cases not even the high
mutation rate is guaranteed to help the searctpedoam the local maximum (runs 2, 3, 4).

100
90 \
§ 80 /
QL 70 \
k= /
[&]
g 60 AGA mechanism
8 50 \ / * *No Adaptive
=] 40 - _ 7. Mechanism
= 'S, R S, = Value-switching
S 30 . X s . . Adaptive
----- ’ ~ -
£ Mechanism
X 20 .-
= 10 . L. . e
0
1 2 3 4 5
# ofrun

Fig. 2. Comparison of the AGA Adaptive Mechanism
and the Value-switching Adaptive Mechanism

Suggestions for Further Work

It has been shown that the adaptive mechanism idedcin this work is able to effect
considerable improvements and that it is able toesextent prevent getting trapped in local
maxima. Further experiments should now be carrigdroorder to ascertain that the principle
is valid for a wider range of tasks.

It has also become apparent that even with the Imgiation rates it is not always
guaranteed that the search will indeed escape fhemocal maximum. Value-switching, or
piecewise continuous relationships for other patarsecould perhaps help to alleviate the
problem — this issue requires further investigation

CONCLUSION

It is well known that search processes based oetigealgorithms and genetic program-
ming are prone to getting trapped in local maxinmeemexploring highly complex spaces.
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As shown in the paper, search process based orstdmelard genetic programming
approach fails to find the global optimum when #&xbko the modified version of the artificial
ant problem.

This paper investigates the problem and proposeslaptive mechanism for mutation rate
control, which should help the search to escapm faral extremes. As shown, the results are
considerably better than those of the standardtgemegramming approach.

Although the results are significantly better, etlea adaptive value-switching of mutation
rate as here proposed cannot always guaranteethtbaprocess will escape from a local
maximum. It is possible that value-switching, oeqawise continuous relationships for other
parameters could help to alleviate the problemhSpproaches could provide area for further
research.

This paper is a part of a more comprehensive redeaupported by: ASFEU 26220220049.
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Adaptive Approaches to Parameter Control in Genetic
Algorithms and Genetic Programming

Abstract

The paper concerns the application of Genetic Atbors and Genetic
Programming to complex tasks such as automatedywlesi control systems,
where the space of solutions is non-trivial and ntaytain discontinuities.
Several adaptive mechanisms for control of the deatgorithm's parameters
are proposed, investigated and compared to eackrothis shown that the
proposed mechanisms are useful in preventing taelsdrom getting trapped in
local extremes of the fithess landscape.

Introduction

Genetic Algorithms represent a well-known optimiaatmethod recognized in particular for
its flexibility in representation of solutions. Gatit Programming applies the theory of Genetic
Algorithms to evolving computer programs, usuadipresented by syntactic trees.

There is a multitude of research papers that aiilmpsove convergence and robustness of both
algorithms. Some of these concentrate on paranoetetrol, that is to say on setting and
modifying various parameters of the search algorith

This paper proposes several adaptive mechanisnishwam to decrease the probability that
the search will become trapped in local maxima agous techniques. They are all based on
detecting that the search has become trapped bgrnabhg how average fitness of the
population changes in time.

Genetic Algorithms

Genetic algorithms represent one of the severapotetional techniques based on simulation
of evolution, a process based on the principleatfiral selectionthat is, on thaurvival of the
fittest The genetic algorithm operates on a populaticindif/iduals. The individuals represent
various solutions of a specific problem. The maiimgple of the algorithm is as shown in
figure 1.

*  Prof. Ing. Juraj Spalek, PhD. — Department of ttairand Information Systems, Faculty
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The first step is to generate the initial populatiothis typically involves generating a group of
random individuals. The next step is to performlegation of those individuals, which enables
the algorithm to compare the individuals to eacheptand, furthermore, to introduce the
survival of the fittest: the individuals with theedt scores (also known &fmessin the GA
terminology) are the most likelyto participate irreproduction that is, in forming the next
generation. This is analogous to the natural seleqirocess, in which the fitter individuals
have greater chance to survive and reproduce.

Stopping the evolution
in case the defined
conditions are met

Generation of
the initial -
population

Evaluation of

the individuals Selection

Reproduction

— Mutation — Crossover

Fig. 3. The general principle of genetic algorithms

Figure 1 also shows that the process of formingribet generation typically involves two
main genetic operators — crossover and mutatiortafitun represents a random modification
of the genetic code of a single individual.

In crossover, however, several (usually two) indiidls exchange parts of their genome.
Therefore, if we choose mostly the highly fit indivals for reproduction, crossover provides a
mechanism which may produce an offspring that coewmitheir good properties (and thus
achieves greater fitness that any of the parents).

The process of evolution runs iteratively until te@r conditions are met (like achieving a
predefined level of (maximum or average) fitness,r@aching the maximum number of
generations).

The individual phases will not be covered in defi@ite, see [1], [2], or [3]. However, the next
section will present some information concerninigess scaling as this concept will be utilized
in the following sections.

Fitness Scaling
There is a well known problem associated with ttreefs-proportionate selection methods. As

[3] says, when the evolution starts, the fithegsavae in population is usually high and a
small number of individuals are much fitter thaa tithers. Those individuals are consequently

** However, we usually refrain from directly choagithe besh individuals as that tends to
reduce diversity, which leads to premature convargend to getting trapped in a local
extreme.

Tt The latter is usually monitored in every implenation so as to prevent an infinite loop in
case the algorithm does not converge.
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much more likely to be selected than any of themland so their offspring quickly multiplies,
which leads to premature convergence and non-optawsalts.

On the other hand, later in the search, when diViduals are very similar and the fitness
variance is therefore low, the evolution becomeeeexely slow as there are virtually no

fitness differences to explore.

To address these problems a fitness scaling functio be applied — that is, the original fitness
function f will be wrapped into a scaling functic f_:

f:F - F. (7)

The scaling function wraps the original fitnessdiion and the selection algorithm uses the
scaled values:

Scaledfitness= f (f(x)). (8)

where x[O1 represents an individual.
There are several widely used types of fithessragéiinctions — [4] lists 3 basic categories:

1. linear,
2. sigma truncation,
3. power law.

Linear Scaling

A fitness function with linear scaling then has tbkkowing definition [4]:
flinear(x): at b f (X)’ (9)

where f(x) is the raw fitness ana, b are user-defined constants — article [4] experisien
with a=maxf(x}} and b= -min{f(x)}/N, where N is the number of individuals. In [5]

author presents a way to derive relationships aprb, which provide linear scaling that
preserves the average fitness.

Sigma Truncation Scaling
For a fitness function with sigma truncation sagligource [6] provides the following
definition:

Y (10)

where, and,, are the mean fitness and the standard deviatrespectively — of fitness for
the current generation.
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Power Law Scaling

Source [5] provides the following definition of fi#gss function scaled using the power law
scaling:

fpower(x): f (X)k ! (11)

where k is a problem-dependent exponent that may reqaiteetchanged during the run. [5]
also states that a value k= 1.005 has been successfully used in machine-vision egjins.

Boltzmann Scaling

There are also several special scaling methodh, asithe Boltzmann scaling [6], definition of
which is as follows:

exp(f (x)/T)

Fonanan()= mearexp(f (x)/T)] ’ (12)

where T represents @aemperatureparameter, which gradually reduces over time (veith
increasing number of generations).

Scaling the Fitness Function to Satisfy the Requireents

Certain selection methods also impose requirememtthe range of the fithess function, the
most obvious example being the fitness roulettecsiein, where fitness values must be greater
than or equal to zero (see (11)). The most appavantto achieve this is to use the following
scaling, which could be considered a special cAraar scaling:

f(x)= {f(x)—min{f(x)} min{f (x)}< 0

f(x) min{f (x)} 20 (13)

The minimum can be evaluated over the current géioar, or over the current ainlprevious
generations in which case the subtraction of theirnim is referred to aftness windowing

[7].
Adaptive Genetic Algorithms

In some applications based on the theory of geadgirithms, the optimization task may be so
difficult — with a complex space including a greatmber of local optima in which the search
process can be get trapped — that additional tqubei may be required to find the global
optimum. Genetic programming presented in the segtion does in a multitude of tasks serve
as an especially good example of the problem, avdlves computer programs and it is
obvious that two very similar computer programs megduce drastically different results and
thus the space of solutions is highly complex..
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Among the approaches that aim to prevent gettiaygpied in a local optimum are the adaptive
schemes that observe various parameters of thetalgoor the search process itself and using
the observed values adapt some of the parameteesapproaches to parameter setting can
basically be divided into the following categor[8§ [9]:

4. static parameter control,

5. dynamic parameter control,

6. adaptive parameter control,

7. self-adaptive parameter control.

Static Parameter Control

The common feature of approaches falling into tagegory is that the setting they provide
remains constant for the entire duration of thelwianary process. There are many works
analysing the problem of finding optimum settings parameters like mutation probability and
crossover probability. Some of these are listedBin e.g. the work of Mihlenbeinm which
proposes the following formula for the mutation pability:

Pm= 1/L, (14)

where L is the length of the bit string.
Dynamic Parameter Control
As stated in [9] dynamic parameter approaches &jlyicprescribe a deterministically

decreasing schedule over a number of generatiodspaovides a formula for mutation
probability derived by Fogarty:

1  0.11375
Pult)= opc !

24C 2! (15)

wheret is the generation counter.
Papers [8] and [9] both refer to a more generatesgion derived by Hesser and Ménner:

ox F{ ,1t
\f L 2) (16)
wherea, g, yare constants] is the population size artlis the generation counter aL lis
again the length of the bit string.
Adaptive Parameter Control
Adaptive parameter control techniques monitor #eaeh process itself and provide feedback.

Some examples can be found in [10], which startk sisimple expression for the mutation
and crossover probabilities. Crossover probahiityxpressed as follows:
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P = - (17)

wherek, is a constant anf__, f are the current generation maximum and averagesft

values respectively.
A similar formula is proposed for mutation probéiil

Pn= = (18)

whereg, is a constant.

It is further concluded in [10] that these expressio not depend on the fitness value of any
particular solution, which means that the crossavel mutation probabilities will be the same
for both — individuals with low and high fitnesslwas. Another version of these formulas is
derived that reflects these concerns [10]:

- fmax_ fl f'> f
pc - kl fmax_ .F
(19)
ks f<f
foo—f f>f
= |k, —max
pm 2 fmax_ f
(20)
K, f<f

where f is the fitness value of the individual to be meth! f is the larger of the fitness
values of the individuals to be crossed ik,dand k, are constants. It is required ttk tand

k, be less than 1.0 in order to constr p, and p_ to the range o(o,]>. Thep =k, f<f
and p =k, f<f expressions are to prevent crossover and mutgrobabilities from
exceeding 1.0 for suboptimal solutions.

Authors of [10] also observe th p, and P, are zero for the solution with maximum fitness
and thatp_=k, for f= f , while p_ =k, for f = f. For further details and for information

concerning setting the values of the constants tef¢10]. Some discussion concerning this
approach is also provided in section 0.
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Self-adaptive Parameter Control

When using the self-adaptive parameter control@gugr, parameters such as mutation rate and
crossover probability of each individual are pafrtite genome and are evolved with it. As
stated in [9], the idea behind this is that a gpadameter value will provide an evolutionary
advantage to the individual. For further referesee [8] or [9].

Genetic Programming

Genetic programming (GP) is a technique introduded John Koza (seeGenetic
Programming: On the Programming of Computers by Meaf Natural Selectiofill]). It
utilizes the previously outlined concepts to evob@mputer programs. The main idea of
Genetic Programming revolves around the way in ithe individuals are represented, that is
to say around the syntactic trees (also known aseptaees). The problem will be analysed
more specifically in the following sections.

Representation

It is obvious, that simple text-based represematica programme is not especially suitable for
genetic algorithms as using a naive implementatifoarossover and mutation over the text-
based code would lead to syntactically incorreogpams.

The solution proposed by John Koza is to represgmbgram using a parse tree (see Fig. 2 and
3 for an instance), which is analogous to LISP Sressions [1]. The syntactic tree is a graph
with two types of nodes — non-terminals, which esent functions, and terminals, which
represent variables and constants.

Figures 2 and 3 show examples of such trees wih Fidisplaying a tree that codes the
expression x.y+Inx and Fig. 3 displaying a tree with more general maesms like

conditional execution, assignment and return.

Fig. 4. A simple example of a syntactic tree

The program in Fig. 3 shows one of the possiblesatayreturn values. The root node called
PRG (the name is taken over from [1], where a PRi&tbr is used to express that several
void-returning functors are called in a sequense) functor with an arbitrary number of inputs
of typevoid, while the last input is of a pre-set type, whislidentical to the return type of the
program. That way after all processing is done H®y void input subtrees, the result can be
collected using the last input and returned.
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Fig. 5 A more complex parse tree

The program from figure 3 can be rewritten into fiblowing C++ code (Listing 1):

Listing 1 Code expressed by Fig. 3

1. if(x >y) ret = x;
2. elseret =vy;
3. return ret;

The representation proposed by Koza has one impopeoperty, known as thelosure
property, which requires that any valid tree generated feoset of terminals:

T= {tl,t2,""tn}’ (21)
and a set of non-terminals:

NT={t,t, ...t} (22)

represents a valid program, which states that amyterminal should be able to handle as an

argument any data type and value returned fromnaital of non-terminal [12].

In contrast to this approach, several researchessfon the so-callestrongly typedgenetic

programming [12], where nodes are allowed to have differerdoimpatible return and
argument types. In this case, type constraints hause enforced, which introduces several
fundamental differences. The most notable aspebhiswhen generating, crossing or mutating
a tree care has to be taken to ensure that thenrgtpe of the node used as an input is
compatible with the data type of the input itself.

The closure property can still be enforced in gjlpntyped genetic programming using

dynamic typing. Non-terminals can be built so ttrety accept an argument of any type, but

throw an exception if type id of the argument i a® expected.
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The Artificial Ant Problem

The artificial ant problem described by John Kozdlil] is essentially a trail-following task.
The actor — an artificial ant — is supposed to gatd@ in an environment following an irregular
path consisting of pieces of food which it colledke ant has very limited sensing capabilities
— it only sees a single tile right in front of iohn Koza successfully solves the problem by
applying Genetic Programmifig

This constraint, although a reasonable one — wihynine-following agents this is in fact the
case — makes the task of navigating along a neialtpath rather difficult. It seems that even a
human is generally unable to navigate the ant ctyravhen only seeing a single tile in front
of the actor although this has not been testedwitl@ range of subjects.

Concerning the application of GP to the problemz&ases the following set of terminals
[11]:

T={MOVE, RIGHT, LEFT}, (23)
and the following non-terminals:
F={IF - FOOD- AHEAD, PROGN2, PROGN3. (24)

The meaning of most of these is straight-forwald®VE moves the actor forward by a single
step, RIGHT and LEFT turn the actor in the respectiirections. IF-FOOD-AHEAD is

a functor with two arguments — the first is thenthmart and is executed if there is a piece of
food in front of the actor, while the other is thise part. PROGN2 and PROGNS are functors
with 2 and 3 arguments respectively. PROGN reptesarsequence of steps to be executed
unconditionally, that is, PROGN2 and PROGN3 bothcexe each of its sub-trees.

I

Fig. 6. The Santa Fe trall

1t See [11] for detailed information about the Solu
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The evaluation is based on simulation and the gitrie equal to the amount of food collected
by the actor. It would normally be necessary to sewmeral simulations for every individual to
make sure that the solution works in general artdonty on the single path on which it was
tested. To avoid this Koza uses a trail known as3anta Fe trdil (Fig. 4), which is presumed
to be sufficiently representative of the generail following problem [11].

Mode of Execution and Operators Used

It is also necessary to mention the mode of exesutsed by Koza — the program generated by
the evolutionary search is executed as fully asiptes and then re-executed [11]. Both [11]
and [1] limit the number of steps that a solutisrailowed to perform to 400 so as to prevent
running indefinitely for unfit individuals. The pafation size is set to 500 individuals and the
maximum number of generations to 50 for both [11d EL].

In our work we have set some additional requiresx@oincerning the form of the solution —
the evolved controller should, when executed, rethe action that the ant is to execute next
instead of calling functors that directly executie faiction and wait for its completion. The set
of terminals contains persistent variables andcthrgtroller has access to a pre-set number of
its previous inputs and outputs.

Controllers based on such mode of execution seebe tmuch more difficult to evolve than
those originally proposed by Koza. The search Ugagts trapped in a local maximum from
which it is often unable escape.

Let us provide the reader with some brief informaticoncerning the terminals and non-
terminals used in our work. The following comporsewere utilized:

1. VariableFunctor<NavAction>- a terminal that acts as a variable of type NaioAc
(NavAction is an enumerated type representing ttiemthat an actor can take like
stay, forward, turn around, turn left, turn right).

2. ConstFactory<NavAction>— a factory that creates constant terminals ofe typ
NavAction.

3. ConstFactory<TileType> a factory that creates constant terminals o e Type
(an enumerated type that represents various tyjp#@sin the map).

4. ConstFunctor<void>andNumericConstFactory<bool> auxiliary terminals of type
void and bool.

5. IfAssign— a non-terminal with 5 sub-nodes; the first isypfe bool and expresses the
condition. If the condition is true, value from sobde 3 is assigned to variable from
sub-node 2; if false value from sub-node 5 is asgigo variable from sub-node 4.
Values and variables are of type NavAction.

6. CompareFunctor<NavActionandCompareFunctor<TileType> non-terminals that
returns true if both of their inputs are equal &lde if not.

7. Logic functors:And, Or, Not.
8. PrgReturnFunctor(NavAction, N} a non-terminal used primarily as root functor of
the tree — it has N sub-nodes returning void arelsub-node (the last one) returning

NavAction. All sub-nodes are executed one by ortetha return value of the last one
is returned by the PrgReturnFunctor.

88 It contains single gaps, double gaps, singlebldoand triple gaps at corners [11], etc.
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Adaptive Value-switching of Mutation Rate
Motivation

Most of the existing parameter setting mechanismgresented in the previous section, either
focus on setting GA-specific parameters such agtlenof the bit string (e.g. rule (8)), or are
not adaptive (e.g. (8), (9) and (10)). The AGA adepmechanism described in [10] (formulas
(13) and (14)) seems more fit to the task becauseplements certain form of convergence
detection based on comparison of the maximum arxtage fithess values. However this
approach does little to solve the problem of ggttimpped in a local optimum as the method
does not discern between local and global optima.

Furthermore — as mentioned hereinbefore — equafiBjsand (14) assign the best individual
zero crossover and mutation probabilities, whilsigring high probabilities to less fit
individuals. The reasoning behind this is thatldss fit individuals can safely be disrupted by
high mutation rates and recombined by crossovars(#mploying the solutions with sub-
average fitness to search the space [10]), whildnihhly fit individuals should be preserved.
However, such approach has a very obvious downsitieh the authors do not seem to
address — the highly fit individuals obviously caint the most excellent genetic material
available and by disallowing mutation and crossdeethese individuals the genetic code they
carry becomes isolated and is not used to geneeatesolutions.

Description of the AVSMR Mechanism

The idea that the most fit solutions should sungr@ssover and mutation unmodified is valid,
yet that feature can be enforced by using elifismKeeping that in mind we propose
a different adaptation scheme — called AVSMR (Ad&p¥alue-switching of Mutation Rate)

- in order to address the other issues. The maia isl that the mutation probability should be
increased to a high value when the search has leetapped in an extreme so as to provide
the search process with new genetic material sofnehich may previously have been
unavailable. To determine whether the search hasrbe trapped the adaptive mechanism
observes the change of average fitness in time.

To describe the solution in more detail — the athor works with 2 values of mutation
probability — the normal value and the high valtibe algorithm switches from the normal
value to the high value once the trigger crite@ativates.

The trigger criterion itself is based on a meashia¢ we will herein term delta sum

AS = 0.4S_ + - _f i1, (25)

where 45 is the delta sum in generatiirand f, is the average fitness in generatiand «

is the feedback coefficient (the experiments haentcarried out fca = 0.4).
If the delta sum is lower than a pre-set valueaf@redefined number of generations, that is to
say the increase of average fitness in the lastgenwerations is low, indicating that the search

**  The best individual is copied to the next geaton unmodified.
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has become trapp8d— the mutation probability is set to its high \@lso as to provide the
search with new genetic material. As mentioned fgefawhen used in conjunction with elitism
it is guaranteed that the best solution is notrdgetl by the high mutation probability.

The mutation probability is reset back to its normeue when at least one of the following
conditions is true:

1. the average fitness increases enough to produdificently large delta sum;
2. the maximum fitness increases;

3. mutation has been set to its high value for att|nagenerations.
Then-generation limit is to ensure that the activatifm®es not go on indefinitely (with the high
mutation probability it is not very likely that tteeserage fitness will increase enough to satisfy
the first condition and maximum fitness may notraase as well).
It has been observed that average fitness typiaidigreases when the criterion activates
because the search process is to a large extampwid by the high mutation probability.
However after tha-generation limit forces the mutation rate backsmormal value, average
fithess tends to increase rapidly, thus usuallyingpaway from the local extreme.

Experimental Results

Several experiments have been carried out (theifgpsettings are attached in Appendix

Btad! Nie mozna odnalez¢ zrodta odwotania) — Fig. 5 shows performance of the search
algorithm with the AGA adaptive mechanism proposefl0] with constants set according to

recommendations. It also shows performance of #dach algorithm without any adaptive

mechanism and with the adaptive mechanism proposéhis paper. The maximum fitness

value achieved is shown for each of the 5 runsiayspol.
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Fig. 7. Comparison of the AGA Adaptive Mechanism ad AVSMR

t11+ This may also indicate convergence to the glolaximum, it is, however, hardly
possible to tell global and local maxima apart eslie algorithm is provided with additional
problem-specific data.
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As shown, search achieves suboptimal results win@mimg with no adaptive mechanism. This
can be ascribed to its inability to escape fronal@xtremes. With no adaptive mechanism the
search has not found the global optimum (fitne88)in any of the 5 runs.

As expected, the AGA mechanism has caused furttteridration and its results are even
worse than those produced in the previous case.

The Value-switching adaptive mechanism proposdHtigwork improves the process of
search —in 2 of the runs the global optimum isifhwet in certain cases not even the high
mutation rate is guaranteed to help the searctpedoam the local maximum (runs 2, 3, 4).

Further Suggestions

It has been shown that the adaptive mechanismildeddn this work is able to effect
considerable improvements and that it is able toesextent prevent getting trapped in local
maxima. Further experiments should now be carrigdroorder to ascertain that the principle
is valid for a wider range of tasks.

It has also become apparent that even with the migfiation rates it is not always guaranteed
that the search will indeed escape from the loalimum. Value-switching, or piecewise
continuous relationships for other parameters cpalthaps help to alleviate the problem — this
issue requires further investigation.

The Simple Flood Mechanism

Seeing that the AVSMR mechanism described in tegipus section is helpful in controlling
the search process by helping it to escape froal kxtremes, yet not completely reliable and
not always effective. To address these issues,awe Heveloped another adaptive scheme
supposed to provide even greater level of intrattyciew genetic material into the process.

Simple Flood Mechanism

The principle is very straight-forward — once gping is detected — a relatively small part of
the population is selected — these individualsisarhe rest of the population is destroyed
and replaced by newly generated individuals. Theshwd is superior to AVSMR in that a
large part of the population is guaranteed to ptaced and the newly generated individuals
are generated in the same way that the initial [adiom was.

The trigger criterion has been modified for thisktal he first requirement is that the criterion
only activates for a single generation at a timg a®uld probably be useless and possibly
even counterproductive to activate the flood meidmrior several successive generations.

The new trigger criterion is still based on therage fitnes: f, (wherei is the number of
generation). The criterion stores average fitt f, s@r N generations N —1 previous

generations and the current o N = 7generations was used in the experiments). The
mechanism cannot activate before f, gor at leas N generations has actually been

collected. Once that is true, the mechanism aetsvéitthe following holds:

i=(N-2)

f-f.<e@ (26)

i=j
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where j is the number of current generation ¢@1is an activation threshold. It is also

possible to interpret the threshold as a relatigeameter in which case we can rewrite the
equation as follows:

j-(N-2
i fi—l

—h|

(
Nt
=i <O
f.

J

(27)

All experiments were carried out using (21).

It is also important to note that once the mecharastivates, the array storing the previous
value of average fitness is cleared so it is guasghthat the mechanism does not activate for
the nextN generations.

Although the approach seems straight-forward amilai in concept to AVSMR, experimental
results point out an important issue. As obvioasnfFig. 6, the results achieved by the Simple
Flood Mechanism are significantly worse than thpsaduced by the AVSMR — they are in
fact worse than those produced by the system whieig mo adaptive mechanism.

100
90

e
% 80 \ /
= 70
Ny
3@ 60 \ /
[92]
(%] 50 .
o L \ — g * Simple Flood
E 40 R - Mechanism
E 30 R AVSMR
E 2 :
3
S 10

0

1 2 3 4 5
# ofrun

Fig. 8. Comparison of AVSMR and the Simple Flood Mehanism

The reason behind this is very simple — althougldwéntroduce new genetic material into the
process, the newly generated individuals will gattgthave very low fitness (usually 0, 3, or 4
at most). Therefore if we apply fitness-proportinaelection to these in the next generation,
almost every newly generated individual will becdisied. The survivors on the other hand
will now dominate the population. This is espegiatlie later in the evolutionary process when
fitness score of the best individual will tend te Bastly greater than that of any randomly
generated individual. At this point the next getierawill be formed almost exclusively by the
best individual, which will almost in every casegegvate the problem of getting trapped in a
local extreme instead of solving it.

Flood Mechanism with Low-pressure Scaling and the &lw-Blood Mechanism
There are several ways to alleviate the problerhttie Simple Flood Mechanism faces. The
objective is — in any case — to create such schamehich the newly generated individuals

mate with the survivors so as to make use of fhatientially useful code.
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This paper proposes two different ways to achibise t
1. apply a fitness scaling function with low selectipressure to the GA for several
generations following the flood — this mechanismll vie referred to ad-lood
Mechanism with Low-pressure Scaling (FMLPS)
2. once the mechanism activates create only such ghatirs in which at least one
individual is newly generated — this mechanism Wél referred to as tHéew Blood
Mechanism
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Fig. 9. Comparison of the AVSMR, FMLPS the New Blod Mechanism

The experimental results are shown in Fig. 7. FMILB8s power scaling of 0.3 as the low-
pressure scaling. To make the comparison easeeijalues are now ordered by fitness rather
than by the number of run. This shows that AVSMRstidl superior to FMLPS (although
FMLPS is — in contrast to the Simple Flood Mechamissignificantly better than vanilla GP).
The New Blood GA on the other hand is definitelpestior to AVSMR — although it still gets
trapped in local extremes, the maximum fitnesseskchieved are greater than those achieved
by the AVSMR.

The influence that some of the parameters suclhe@snumber of survivors, or the selection
pressure applied by the low-pressure scaling havh® process of search should be subjected
to a more systematic investigation. Combining theppsed adaptive mechanisms with some
of the concepts introduced by the AGA mechanismccaiso prove useful — e.g. instead of
decreasing the selection pressure using a scalinctibn the spread of the best individual's
copies through the population immediately after floed could be inhibited by techniques
similar to those utilized in AGA.

Conclusion

It is well known that search processes based ortigealgorithms and genetic programming
are prone to getting trapped in local maxima whepiaing highly complex spaces. As shown
in the paper, search process based on the stagdaetic programming approach fails to find
the global optimum when applied to the modifiedsi@n of the artificial ant problem.

This paper investigates the problem and proposesraeadaptive mechanism, which should
help the search process to escape from local egre&s shown, the results are considerably
better than those of the standard Genetic Programapproach.
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Although the results are better, even the propasgarithms cannot always guarantee that the
process will indeed escape from every local maxiniuencounters. This stems mainly from
the high order of stochasticity that the algoritfersubject to as well as from the size of the
searched space.

Related techniques such as adaptive value-switcbingiecewise continuous relationships for
other parameters of the search algorithm mightideofurther improvements. The influence
that some of the flood mechanism related paramésech as the number of survivors, or the
selection pressure applied by the low-pressureng)ahave on the process of search may also
provide an interesting area for further investigati
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[1] Selected Experimental Data

Maximum number of generations: 150.
Elitism: 3.

Population size:500.

Maximum depth: 10.

Tree generator used:GrownTreeGenerator.
Functors used:

VariableFunctor<NavAction>,
ConstFactory<NavAction>(ACT_STAY, ACT_TURN_AROUND),
ConstFactory<TileType>(tile_empty, tile_wall),
CompareFunctor<NavAction>,

CompareFunctor<TileType>,

ConstFunctor<void>,

NumericConstFactory<bool>(0, 1),

IfAssign,

. Logic functors: And, Or, Not,

10.PrgReturnFunctor(NavAction, 10).

© e N R~hPE

Formal parameters used:
1. 3 x TileType (tile in front of the actor now andpast 2 turns).
2. 3 x NavAction (previous outputs of the program).
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Selection method:FitnessRoulette.
1. No Adaptive Mechanism

Crossover probability: 1.0.
Mutation probability: 0.2.

Results:
# of run max. fithess achieved
1 41
2 27
3 26
4 46
5 27

2. The AGA Adaptive Mechanism

Crossover probability: variable.
Mutation probability: variable.
Additional information: Uses the AGA mechanism with k1 = 1.0, k2 = 0.57kB0, k4 =

0.5.

Results:
# of run max. fithess achieved
1 14
2 7
3 14
4 18
5 3

3. The AVSMR Adaptive Mechanism

Fitness scaling:none.

Crossover probability: 1.0.

Mutation probability: Basic mutation probability of 0.2; can be increhse0.8 by the
adaptive mechanism.

Additional information: Uses the AVSMR mechanism.



Results:

# of run max. fitness achieved
1 89
2 26
3 42
4 47
5 89

4. The FMLPS Adaptive Mechanism

Crossover probability: 1.0.
Mutation probability: 0.2.
Additional information: Uses the FMLPS mechanism with 20 survivors, paeeting of

0.3,N=7; @=0.0L

Results:
# of run max. fithess achieved
1 89
2 39
3 63
4 36
5 46

5. The New Blood Adaptive Mechanism

Crossover probability: 1.0.
Mutation probability: 0.2.
Additional information: Uses the New Blood mechanism with 20 survivN=7; ®= 0.01

Results:

# of run max. fitness achieved
1 89
2 48
3 89
4 45
5 63
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flow-shop production, evolutionary algorithm

Pavol SEMAN O’

MINIMIZING MAKESPAN IN GENERAL FLOW -SHOP
SCHEDULING PROBLEM USING A GA-BASED
IMPROVEMENT HEURISTIC

Abstract

In the paper an improvement heuristic is proposadpfermutation flow-shop

problem based on the idea of evolutionary algoritiirhe approach employs
constructive heuristic that gives a good initiallgmn. GA-based improvement
heuristic is applied in conjunction with three wkllown constructive heuristics,
namely CDS, Gupta’s algorithm and Palmer's Slopdeln The approach is
tested on benchmark set of 10 problems range fram 2b jobs and 4 to 30
machines. The results are also compared to the-krestn lower-bound

solutions.

1. INTRODUCTION

A flow-shop production introduces a manufacturingtesn wheren jobs are processed by
m machines in the same order. The problem of findingoptimal schedule is referred to as
flow-shop scheduling problem (FSSP). In a permatatflow-shop scheduling problem,
denoted as PFSSP, the same sequence, or permutattigobs is maintained throughout
(Pinedo, 2008). The objective of the flow-shop stltimg problem is to meet optimality
criterion of minimizing the makespan, total flount or total weighted flow time. This paper
investigates an optimal job sequence for flow-stsgheduling benchmark problem with
objective to minimize the makespan. The generatdgling problem for a classical flow shop
gives rise torf!)™ possible schedules (Gupta 1975). For flow-shoedualng problem Johnson
(1954) proposed algorithm that optimally solves-ma&chine flow-shop problem. It was later
demonstrated that m-machine flow-shop schedulimiplpm (FSSP) is strongly NP-hard for
m>3 (Garey et al., 1976). Permutation FSSP also dvaseet standard requirements like a job
cannot be processed by two or more machines ateand a machine cannot process two or
more jobs at the same time.

The optimization of FSSP employs the three majpesyof scheduling algorithm (exact,
approximation and heuristic). However, the most gmm type of scheduling algorithms for
NP-hard FSSP is heuristic that produces near-optimaptimal solutions in reasonable time.
The heuristics can be further classified as const heuristic and improvement heuristic (or
meta-heuristic). The improvement heuristic in castrto constructive heuristic starts with a
initial schedule trying to find an improved schexdulin this paper, the improvement-heuristic

) Ing. Pavol Semaio, Technical University of Kosice, Slovakia, emaidvol.semanco@tuke.sk
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approach is proposed incorporating the idea of wiani. If no improvement occurs for a
certain number of iterations, the algorithm baattsato the last best result. GA-based
improvement heuristic is performed by predeterminachber of iterations and report of the
best result.

The rest of the paper is organized as follows. Tkt section reviews the relevant
scheduling literature for the flow-shop scheduliegiristics algorithms. In the section, namely
GA-based improvement heuristic, the formal desimiptof GA approach is covered. The
Section, “Computational Experiments,” discussesiltesobtained from the experiment. The
summary of the paper and possible future resealedsiare presented in the section, namely
Summary and Conclusions.

2. RESEARCH BACKGROUND

The model of flow-shop scheduling problem with nsgen C.) as an objective function
can be specified according to 3-filed classificatim 3.} The first filed, namelg, stands for
machine environment. For the flow-shop schedulimg hachine environment is denoted as
Fm, wherem is the number of the machines. TBdield specifies the job constraints like for
permutation of jobs th@rmu abbreviation is used. The last field determines diptimally
criterion like makespanGgay. Based on this 3-field classification the geneftaiv-shop
scheduling problem can be denoted~a® prmu/C,a. This notation was firstly suggested by
Conway et al. (1967) and until now is handy.

Hejazi and Saghafian (2005) introduced a comprewhensview of alogorithms for flow-
shop scheduling problems with makespan criterigprdaches solving flow-shop scheduling
problem range from heuristics, developed, for exampy Palmer (1965), Campbell et al.
(1970), Dannenbring (1977) to more complex techesgsuch as Branch and Bound (Brucker,
1994), Tabu Search (Gendreau, 1998), Genetic Ahlguori(Murata et al., 1996), Shifting
Bottleneck procedure (Balas and Vazacopoulos, 19%t Colony Algorithm (Blum and
Sampels, 2004) and others.

The flow-shop sequencing problem is one of the nweslti-known classic production
scheduling problems. Focusing on the PFSSP @jth objective function, first classical
heuristics was proposed by Page (1961). Palmer5}188opted his idea and proposed the
slope index to be utilized for the m-machmgb permutation flow shop sequencing problem.
A simple heuristic extension of Johnson’s rule temachine flow shop problem has been
proposed by Campbell et al. (1970). This extensgknown in the literature as the CDS
(Campbell, Dudek, and Smith) heuristic. Another et to obtain a minimum makespan is
presented Gupta (1972). A significant approachadioisg the FSSP proposed Nawaz et al.
(1983), in which they point out that a job withdar total processing time should have higher
priority in the sequence.

One of the important factors that are quite fredlyediscussed in FSSP is the setup time
(see, for instance, Allahverdi et al., 2008). Th&up time represents the time required to shift
from one job to another on the given machine. &nftbw-shop environment, the setup time is
included in the processing times of each job (Hesdih et al., 2007).

Modern approaches designated for larger instanages kaown as meta-heuristics.
Approaches that combine different concepts or carapts of more than one meta-heuristic
are named as hybrid meta-heuristic algorithms (Zxbet al., 2009). Heuristic methods for
make-span minimization have been applied, for exampy Ogbu et al. (1990) using
Simulated Annealing (SA) and by Taillard (1990) gpm Tabu Search (TS) algorithm. Nagar
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et al. (1996) proposed a combined Branch-and-B¢B&J and Genetic Algorithm (GA) based
procedure for a flow shop scheduling problem wikijeatives of mean flow time and make-
span minimization. Similarly, Neppalli et al. (9were used genetic algorithms in their
approach to solve the 2-machine flow shop probleth abjectives of minimizing make-span
and total flow time. An atypical method based on Anificial Immune System (AIS)
approach, which was inspired from vertebrate immsystem, has been presented by Engin
and Doyen (2004). They used the proposed methodsdédving the hybrid flow shop
scheduling problem with minimizin@C,.. Obviously, there are plenty of other related
approaches to this problem that are identifiedurvey studies, such as that of Ribas et al.
(2010).

3. GA-BASED IMPROVEMENT HEURISTIC

Genetic algorithm (GA) forms one of the categoiédocal search method that operate
with a set of solutions. GA is inspired by well-kmo Darvin's theory about the evolution. GA-
based heuristic is started with a set of solutiats) referred to as population. Solutions (or in
terms of genetic algorithm, chromosomes) from ahipopulation are taken to form a new
population with hope that the new population wil better than the old one. The selection of
solutions is performed by a “survival of the fitfeprinciple to ensure that the overall quality
of solutions increases from one generation to #.nThis is repeated until some condition
(for example number of generations or improvementhe best solution) is satisfied. The
framework of proposed GA-based heuristic (GAH isaduced below.

NOTATION OF GAH ALGORITHM

The following notation was used:
G number of generations

P population size

F(s) fitness function

Cnax Makespan

s solution represented by a job sequence
s initial solution

p. crossover probability parameter
pn mutation probability parameter
¢ chromosome string

c, parent chromosome

¢, offspring
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GA OPERATORS

The most important parts of the genetic algorithma genetic operators, referred to as
encoding, selection, crossover and mutation operdiat impact the whole performance.
Proposed GA-based improvement heuristic employspgtion encoding of chromosomes,
where each chromosome is a string of numbers (jemdsch represents number in a
sequence.

For the selection of best chromosomes the roulgttsel method was used. Proposed GAH
employs also a method, called elitism, before mbelevheel selection to ensure that at least one
best solution is copied without changes to a nepufation, so the best solution found can
survive to end of run.

The crossover operator is carried out with a cressprobability. Crossover selects genes
from parent chromosomes and creates a new offsplitimgndomly selects a crossover point
and everything before this point is copied from fliet parent. Then the second parent is
scanned and if the scanned gene is not yet infteprimg, it is appended. This method is also
called as Single point crossover.

Mutation is also done randomly for each gene adégends upon another parameter called
mutation probability. In this method inversion ntida is adopted where one gene is selected
at random and exchanged with another gene mutlgdlsically it is an order changing where
two numbers are exchanged.

PSEUDO CODE OF GA FOR MINIMIZING THE MAKESPAN

In the paper GAH is used to search for solutiomofimal make-span. Figure 1 introduces
the pseudo code of proposed GA-based improvemaeiniskie in conjunction with constructive
heuristic. The constructive heuristic gives a goutial solution to be improved by GA-based
heuristic. The objective of the fitness functiortdsminimize a makespan. The best solution is
represented by minimal makespan.

Step Find initial solution §) by selected constructive heuristic

Step 2 Generate initial populatioP] based on initial solution and
randomness

Step Apply selection with elitism

Step Apply crossover with crossover probabilitg)(

Step Apply mutation with mutation probabilityrt)

Step @Compute the fitness value for new offspring

Step Evaluate and save the best chromosome

\Step &o toStep 2until the generation value reach@s /

Fig. 1. Pseudo code of proposed algorithm
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4. COMPUTATIONAL EXPERIMENTS

The experiment was run with objective of minimizimgkespan on benchmark dataset that
has 10 instances. The dataset ranges from 20 t@pb8@nd 5 to 20 machines.

The CDS, Palmer’s Slope Index, Gupta’s algorithmd &AH were coded in PHP script,
running on a PC with 1.6 GHz Intel Atom and 1GBRAM. All PHP-coded algorithms has
user-friendly interface with eventuality to seleghether to run each heuristic itself or all
together. It has also an option to draw a GantttcAable 1 contains the input parameters of
GAH approach for the experiment purposes.

Table 1. GA constraints

Parameter Value
P 20
G 500
Pc 0.6
Pm 0.05
F(s) makespan
RESULTS

Results of GA-based heuristic are represented lyafispercentage improvement from
solution of constructive heuristic and gap from éovbound solution (LB).

The paper will refer to the 3-heuristic GAH vergpnamely P-GAH (Palmer-GAH), CDS-
GAH and G-GAH (Gupta-GAH). Table 2 summarizes tasuits for all 10 instances and also
shows percentage improvement of GAH over constredbeuristic. Table 1 also introduces
the best-known lower bounds and percentage gaptfierhest-known bound for the best GAH
result. In the table the results are displayedP@mer alone, CDS alone, NEH alone, P-GAH,

CDS-GAH and G-GAH.
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Table 2. Makespans and improvements for 10 benchmhproblems

No. Problem LB Gupta CDSs Palmer Best % gap
Size GAH  from
Single G- % Single CDS- % Single P- % L8
pass GAH Imprv  pass GAH Imprv pass GAH Imprv
GAH GAH GAH
1. 4x4 156 157 156 0.64 156 156 0.00 157 156 0.6456 1 0.00

2. 5x4 51 51 51 0.00 51 51 0.00 53 51 3.77 510.00
3. 6x5 77 1.7 7.7 0.00 7.7 7.7 000 835 7.7 7.78.7 0.00
4. 7 65 65 65 0.00 67 65 299 75 65 13.33 650.00

5. 87 69 69 66 4.35 66 66 0.00 70 69 143 66 -
4.55*%

6. 10x12 93 106 97 8.49 104 100 3.85 104 96 7.69 963.13
7. 12x12 104 111 110 0.90 114 107 6.14 115 108 6.0807 2.80
8. 15x18 141 163 150 7.98 153 149 2.61 146 142 2.7842 0.70
9. 23x25 219 264 233 11.74 259 232 10.42 241 22564 6. 225 2.67

10. 30x25 249 285 260 8.77 271 258 480 274 261 4 4.7258 3.49

LB — Best-known lower bound solution
Single pass — makespan of constructive heuristic
* new lower-bound solution

Overall neither of 3-heuristic GAH versions perfaunsignificantly better, although all of
them gave feasible improved solutions. For flowgslsoheduling problem sizes range from 4
to 7 machines and jobs, GAH matched the best-krdowar bound solutions. for 24 of the 30
problems and found a new upper bound for one pnobkeor the fifth problem the new lower
bound was found by the GA-based improvement héaurist

Average computational times (CPU) for each sizehef problem are summarized and
depicted in Figure 2. The computation times of sewary by the size of the problem. The
variance, within three versions of GAH was not gigant.
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Figure 2. Computational times of GAH algorithm for each size of the problem.

5. SUMMARY AND CONCLUSIONS

In presented study, the scheduling problem withueage-dependent operations was dealt.
The main idea is to minimize the make-span time thedeby reducing the idle time of both
jobs and machines since these criteria are oftgtieabfor operational decision-making in
scheduling. Under above mentioned considerationimaprovement heuristic based on
evolutionary algorithm (GAH) is proposed and applieo the permutation flow-shop
scheduling problem. The GA-based heuristic apprasgs a constructive heuristic to get an
initial solution that tries to find improvementsiiatively.

The GAH algorithm was used to improve upon hewssthamely, Palmer, CDS and Gupta.
For all three heuristics, GAH showed significanpnovements. The best improvements were
compared well with the best-known lower bounds. aferage gap from the best-known lower
bound was 0.82% for all ten problems.

Future research should look at this heuristic far tmore difficult flow-shop scheduling
problems involving sequence-dependent setup tibéierent objective functions can also be
tested.
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Audit of the ERP system, safety in ERP systems,
evaluation of the safety of ERP systems.

Daniel GASKA”, Antoni SWIC™

THE STANDARDIZED AUDIT OF SAFETY AND THE
RELIABILITY OF ERP SYSTEMS

Abstract
The paper presents the possibility of the realatof the evaluation of the
security of the Enterprise Resource Planning (ER&ns following the
regulations specified by European and Polish nowhih relate to the safety of
computer systems (information systems) in enterpngth the special regard to
the ERP systems. It also introduces the possilafityreating the security system
programme and the actions executed during the atialu

1. INTRODUCTION

ERP systems are characterized by the modular stejcthat is each system contains
several modules which create the complete entitye Thodules can work in various
configurations, which means that the firm doeshmate to buy the whole system. It is enough
to buy the chosen modules which will co-operatehwéiach other, thus exchanging the
introduced information.

Assuring the safety to the computer resourcesoisfis currently one of most popular
services on the IT market. However, the majority ¢glervices aiming at the evaluation
and the improvement of the computer safety in thm €o not take into account the
regulations specified by Polish and European nofithanks to the introduction of the
norms into the process of the evaluation of themder safety of the firm it will be
possible to compare various ERP systems in reladaihe safety. The standardized
process of the evaluation of the safety will give the true representation of the
system and its protections.

The safety of the ERP system is the necessary atetoe ensure the correct
functioning of the whole enterprise. Because al glements of the enterprise are
integrated with the ERP system, the possibilitynaiintaining the safety of the system

" M.Sc. Eng. Daniel gska Lublin University of Technology, Institute oé@hnological
Information Systems, Lublin, Poland, e-mail: d.ge@kpollub.pl

” D.Sc. Eng. Assoc Prof. AntoSivi¢ Lublin University of Technology, Institute of
Technological Information Systems, Lublin, Polaadmail: a.swic@pollub.pl
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seems to be the essential element in the contetkteofitilization of ERP systems in
the enterprises which introduced the system [1].

2. AUDITING ERP SYSTEMS ACCORDING TO THE DIRECTIVE S
OF SACA

ISACA (Information Systems Audit and Control Assain) is an international
association of the people in charge of the issoesarning the audit, control, safety and other
aspects of the management of the information system

It is one the ways of introducing the reliable exadion of the information systems and, in
particular, of the ERP systems. The associatiopgses solutions which enable the execution
of the audit of the information system realized tba basis of standards specified in SISA
Standards for Information Systems Auditing [4].

It is imperative that the organization’s system agement fully understand and support the IS
auditor’s role(s) as it relates to the ERP systenmgplementation project .The IS Auditing
Guideline should be reviewed and considered witiincontext of the ERP system and related
initiatives of the organization (Fig. 1.).

IS Auditor’'s ERP
Involvement
| |

I 1
Audit Noaudit
|
I 1 i I
Inital Existing System E.g. Direct
Implementation participation Or
involvement In:
» Data integrity and
conversion
e Security and control
consultation
* BPR rple(s)
* Testing
E.g. Coverage May Review, Test
include: Assess Controls
* Pre-implementation == and Business
review of controls
 Data integrity and Process
- conversion
* Project management
» Security administration
BPR
» Testing
Test Changes

Fig. 1. IS Auditor’'s ERP Involvement [3]
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ERP Knowledge and Skill Requirements [3]

ERP System Implementation
Project
Background | An understanding of financial andAn understanding of
knowledge | management controls and contrplproject management
of the IS risks generally practices and controls
auditor A thorough understanding of thg generally
application of professional IS An understanding of
auditing standards project management
A thorough understanding of IT | practices and controls
related controls and in the area of IT
control risks in the following An understanding of
areas: IT-related systems
. IT environment development
. Applications/processing | methodologies and
An understanding of client/serverstandards, including
architectures change management
An understanding of operating | An understanding of
systems and database business process
management systems reengineering
A general understanding of ERPsprinciples and
and their design and deployment application of such
philosophies, including their
effect on the audit trail
An understanding of the ERP
modules and how they are
configured, integrated and
deployed
An understanding of security and
authorization concepts in an ERP
setting
Skills of the | A seasoned IS audit professional Experience in the
IS auditor who is able to focus on the key | review and assessmer

areas of control risk in an ERP
setting

An understanding of computer-
assisted audit techniques
(CAATSs) and how to apply them
in an ERP setting. An ability to
recognise where additional
skills/expertise (such as financial
and regulatory) are required

of
implementation
projects

—

67



How to Certification as a professional | Enroll in specialist

Acquire auditor training courses
skills Certification as a professional IS focusing on
auditor, such as CISA ERP Practical, on-the-job

learning opportunities especially experience

as part of the end-user communijt@gelf study, research,
Practical, on-the-job experience| Internet, etc.

Self study, research, Internet, etc.

While carrying out the audit of the ERP systemsy gbould consider the most important
areas of the system. Fig. 2 shows which areas lyould examine more exactly.

ERP Application Modules

Other mternal \ | ERP System and Configuration |/External
S}’StEHIS S}"STEIT]S

linkages DBM System linkages

Operating System

Fig. 2. General Elements of and Questions on ERP 8gm Implementation

3. THE FEATURES OF THE SECURITY

Every component feature of the security dependsherarchitectural organization of the
modules of the ERP systems and on the propertigseafecurity of these modules.

Every component feature on the level of the systam depend on several component
features on the level of the module [6].

The security of the ERP systems cannot be desclipezhe feature. Some of the features
can be expressed as probability, other featuresdaterministic some elements can be
introduced quantitatively, whereas other aspeaiocdy be described qualitatively.

The examples of the analysis of the security of ERems on the level of modules can be
situations in which:

» thearchitecture of the system contains redundancy, rdainess of the system
depends on the features of the integrity of theinddnt modules;

« if the architecture contains the mechanisms of ghatection of the system, the
protection of the system depends on the featurethefreadiness of the modules
which realize the mechanism of the protection;

» if the architecture contains modules controllinteinal passing of the information
between the various parts of the system, thenehariy of the system depends on
the features of the protection of these modules.
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In order to realize the evaluation of the secuofythe ERP systems, the program of this
evaluation needs to be defined. This is possibter afefining the aims of the evaluation of
security, the requirements of the system and tbeipation of the system. Figure 1 represents
three elements of the full analysis of the systeiith the third element of the analysis being
the evaluation of the security of the ERP systel$. |

It is important to remember that the informatiowegi in the document relating to the
system requirements (SRD) and in the documentimgl#te specification of the system (SSD)
must be complete and exact to make the evaluafitresystem possible.

If it turns out that at any phase of carrying ché evaluation, some information is missing
or is incomplete, the consultation with the authofsSRD and SSD is required. By asking
them detailed questions, it will be possible toeree the required information. It is important
that the received additional information is spedfin suitable documents [15].

4. EVALUATION CRITERIA ERP SYSTEMS ACCORDING TOTH E
DIRECTIVES OF INTERNATIONAL STANDARD ISO/IEC 15408

Information held by ERP system is a critical reseuthat enables organizations to succeed
in their mission. Additionally, individuals have raasonable expectation that their personal
information contained in ERP products or systemmaia private, be available to them as
needed, and not be subject to unauthorized motiditaERP products or systems should
perform their functions while exercising proper toh of the information to ensure it is
protected against hazards such as unwanted or tamed dissemination, alteration, or loss.
The term ERP security is used to cover preventimhraitigation of these and similar hazards.

Many consumers of ERP lack the knowledge, expediseesources necessary to judge
whether their confidence in the security of theiRFEEproducts or systems is appropriate, and
they may not wish to rely solely on the assertiohthe developers. Consumers may therefore
choose to increase their confidence in the secamggsures of an ERP product or system by
ordering an analysis of its security (i.e. a sagwvaluation) [10].

The Common Criteria (CC) with international stamtda8O/IEC 15408 can be used to
select the appropriate ERP security measures azahifins criteria for evaluation of security
requirements.

The Common Criteria (CC) with international stamtlE8O/IEC 15408 plays an important
role in supporting techniques for consumer selactibERP security requirements to express
their organizational needs. The Common Criteria )(@@h international standard 1ISO/IEC
15408 is written to ensure that evaluation fulfite needs of the consumers as this is the
fundamental purpose and justification for the esin process.

Consumers can use the results of evaluations mdedide whether an evaluated product
or system fulfils their security needs. These dgcueeds are typically identified as a result of
both risk analysis and policy direction. Consumeas also use the evaluation results to
compare different products or systems. Presentatfotihe assurance requirements within a
hierarchy supports this need.

The Common Criteria (CC) gives consumers — espgcial consumer groups and
communities of interest — an implementation-indefsart structure termed the Protection
Profile (PP) in which to express their special isgments for ERP security measures in a
Target of Evaluation (TOE).
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In order to achieve greater comparability betweeduation results, evaluations should be
performed within the framework of an authoritateealuation scheme that sets the standards,
monitors the quality of the evaluations and adnémisthe regulations to which the evaluation
facilities and evaluators must conform.

The Common Criteria (CC) does not state requiremémt the regulatory framework.
However, consistency between the regulatory franksvof different evaluation authorities
will be necessary to achieve the goal of mutuabgedion of the results of such evaluations.
Figure 3 depicts the major elements that form thaext for evaluations.

Use of a common evaluation methodology contribtdebe repeatability and objectivity of
the results but is not by itself sufficient. Manfytbe evaluation criteria require the application
of expert judgment and background knowledge forcWwhtonsistency is more difficult to
achieve.

Evaluation
Criteria
CC - ISO/IEC
15408

—

Evaluation
Methodology

Evaluation
Scheme

Final
Evaluation
Results

Approve/ List of
Certify Certificates
ERP ERP systems

Evaluate
ERP

Fig. 3. Evaluation context

In order to enhance the consistency of the evandtndings, the final evaluation results
could be submitted to a certification process. TEeeification process is the independent
inspection of the results of the evaluation leadinghe production of the final certificate or
approval. The certificate is normally publicly aedile. It is noted that the certification process
is a means of gaining greater consistency in tipdiGgiion of ERP security criteria.

Security is concerned with the protection of asdeten threats, where threats are
categorized as the potential for abuse of proteas=ts. All categories of threats should be
considered; but in the domain of security greatégnéion is given to those threats that are
related to malicious or other human activities. urég 3 illustrates high level concepts and
relationships.

Safeguarding assets of interest is the resportygilaifi owners who place value on those
assets. Actual or presumed threat agents may klse palue on the assets and seek to abuse
assets in a manner contrary to the interests obwmeer. Owners will perceive such threats as
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potential for impairment of the assets such thatwhlue of the assets to the owners would be
reduced. Security specific impairment commonly udels, but is not limited to, damaging
disclosure of the asset to unauthorized recipifass of confidentiality), damage to the asset
through unauthorized modification (loss of integyitor unauthorized deprivation of access to
the asset (loss of availability) [10].

Owners wish 10— alue
minimise

impose

countermeasures

that ‘may to reduce
possess

tthat may be
reduced by

may be aware of

vulnerabilities

that
exploit
Threat agents ——leading to risk ;
(o}
I 4
i that increase
give threats to assets

rise to

——wish to abuse and/or may damage

Fig. 4. Security concepts and relationships

The owners of the assets will analyze the postitrkats to determine which ones apply to
their environment. The results are known as rigkds analysis can aid in the selection of
countermeasures to counter the risks and redticeit acceptable level.

Countermeasures are imposed to reduce vulnerabilitnd to meet security policies of the
owners of the assets (either directly or indiredily providing direction to other parties).
Residual vulnerabilities may remain after the impos of countermeasures. Such
vulnerabilities may be exploited by threat agemisresenting a residual level of risk to the
assets. Owners will seek to minimize that risk gie¢her constraints.
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Fig. 5. Evaluation concepts and relationships

Owners will need to be confident that the countersoees are adequate to counter the
threats to assets before they will allow expostrén@ir assets to the specified threats. Owners
may not themselves possess the capability to jatlgspects of the countermeasures, and may
therefore seek evaluation of the countermeasures.olitcome of evaluation is a statement
about the extent to which assurance is gainedhieatountermeasures can be trusted to reduce
the risks to the protected assets. The statemesignass an assurance rating of the
countermeasures, assurance being that properheafduntermeasures that gives grounds for
confidence in their proper operation. This statenoam be used by the owner of the assets in
deciding whether to accept the risk of exposingahksets to the threats. Figure 5 illustrates
these relationships [11].
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Owners of assets will normally be held responsfbtethose assets and should be able to
defend the decision to accept the risks of expoiegassets to the threats. This requires that
the statements resulting from evaluation are défensThus, evaluation should lead to
objective and repeatable results that can be adesl/idence.

Many assets are in the form of information thatt@ed, processed and transmitted by ERP
products or systems to meet requirements laid doywowners of the information. Information
owners may require that dissemination and modiboatof any such information
representations (data) be strictly controlled. Thryy demand that the ERP product or system
implement ERP specific security controls as pathefoverall set of security countermeasures
put in place to counteract the threats to the B#RR systems are procured and constructed to
meet specific requirements and may, for economasars, make maximum use of existing
commodity ERP products such as operating systeemgrgl purpose application components,
and hardware platforms. ERP security countermeasimplemented by a system may use
functions of the underlying ERP products and depepdn the correct operation of ERP
product security functions. The ERP products mhgrefore, be subject to evaluation as part
of the ERP system security evaluation [11].

4.1. COLLECTING THE INFORMATION FOR EXECUTING
THE EVALUATION OF THE SECURITY

Before beginning the realization of the audit oé thecurity of the ERP system, it is
necessary to execute the review of the systemdardp relate the system to its mission. The
system should be decomposed into modules and etsntieis also necessary to remember that
the process of decomposing leads to demonstratalenses/patterns and additional
descriptions.

It is recommended that while realizing the prooafsdecomposing of the ERP system the
description should include:

» all modules of interface to the process, to theliagion, to the database and to
external systems;

e communication channels which in the large measewdeé about the security of the
system;

» processing modules connected with the application;

 the interaction of the modules;

» existence of the divisions and the distances betwhee divisions of the firm.

After completing the process of decomposingit ipantant to know that the majority of
ERP systems are based on module architecture whidre he separate modules freely
combined.

In order to conduct the evaluation of the systenis iessential to extract the necessary
information from SRD and SSD documents.

It is recommended to combine the requirements 8pddn SRD and the level of security
assured by the system, as specified in SSD, ancbtinparison between them in order to arrive
at the precise quantitative and qualitative definitand the range of their value, if this can be
applied, in following casess:

» thdimits of the ERP systems;

» thekind of threats and their ways of spreading;

» the influencing conditions which can create thredhinside the system;
» the ways of reducing the risk of the situationschhinay pose the threat;
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the ways of reducing the risk of the situationscofinecting various phenomena
which, in turn, may pose the threat;

the allocation of the security of modules and tleenents of the system;

the way in which various modules and the elemehtth® system interact and the
possibility losing the security which can happenhasresult of the interaction;
matters which are outside the range of the system;

thegenerally accessible knowledge and the range withiich the security of the
system is to be evaluated.

4.2. ACTIONS EXECUTED DURING THE EVALUATION
OF THE SECURITY OF THE SYSTEM

The list of the actions to be realized during tkieleation process comes from the reduced
list of the objects of the evaluation broadenedths subjects included in the evaluation in
which we should consider:

thekind of analysis and defining of the proprietiesquired for the justification of the
evaluation of the security;

thdevel of the priority of every action which is parthe evaluation of the security;
theknowledge and skills necessary for the executiothefrequired analysis and the
definition of the properties;

limitations in the schedule of the evaluation of #ecurity, resulting from the long
time of marking the different proprieties of thesigm);

theavailability of the chosen staff;

tools and services necessary for the executioagfired analyses and delimitation of
the propriety of the system;

estimation of the cost and duration of every analynd the definition of the
properties of the system.

It is often necessary to combine several technigu@sh will be complimentary and will
make it possible to define the security of the eystealizing earlier planned actions.

The programme of the evaluation of the securityhef ERP systems should contain such
elements as:

the object of the evaluation;

the criteria which need to be taken into considenat

the actions taken during the evaluation;

therequired increase of the level of the confidence;

the schedule of the evaluation in which you shoeddsider the long time of the
duration of some investigations.

4.3. TECHNIQUES OF DEFINING THE PROPRIETIES OF THE SYSTEM
FOR FURTHER EVALUATION

Chosen techniques could be either analytic, usitg thhe documentation of the system or
experimental, requiring the access to the real&estem [2].

The results received with the help of the altes@atechniques of defining proprieties can
be quantitative or qualitative, or can also bedbmbination of both kinds.
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Various methods of defining properties can be &gplbut it is recommended that in each
case, the report of the evaluation contained tfergrce he documents describing the applied
methods.

The following steps should be executed with refeesto each kind of the threat:

» check if the threat exists and if it does, chedkére is the accessible certification and
if it is valid in the working conditions specifiéd SRD or if it follows the regulation;

» if the satisfying certification is not availableistrecommended to execute the suitable
analysis of the risk.

The experimental techniques of defining the prd$eof the system are the supplement of
the analytic techniques.

Every time the analytic techniques cannot guaratiteesvaluation of the security level of
the system, the execution of experimental defihthe proprieties, in order to evaluate those
aspects which do not have complete data.

5. THE REPORT OF THE EVALUATION OF ERP SYSTEMS

The report of the evaluation of the safety of thRPEsystem should also contain the
following information:

» the compilation of the data from the document netato system requirements and the
document relating to the specification of the systd, for example the requirements
of safety, working conditions, service, etc.;

» theanalysis of the system, its modular and functi@talcture, the risks to which the
system was subjected, elements and componentshanglationship between them,
etc.;

» thdist of actions recommended for further evaluatmithe analysis and further
investigations.

8. SUMMARY

Summing up should affirm, that the performancehefdtandardized programme of
the opinion of the safety of the ERP systems wilkm possible the creation such
conditions the work, which will give the tool tohet enterprise thanks which what
level of the safety of the ERP systems the qualifim possible will be he is in the
enterprise. Does the introduce methodology giveatimver what to the safety of one
of the most important links of the firm.
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